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Abstract.

Predicting surface melt on the Greenland ice sheet is critical for understanding surface mass balance (SMB) and sensitivity
to climate change. Polar regional climate models are the primary tools for simulating melt and projecting future SMB, but
different models produce significantly different results. However, they are too computationally expensive to create the large
ensembles needed to quantify this uncertainty. We develop a neural network based emulator that predicts daily surface melt
from atmospheric variables, trained on output from the polar regional climate model HIRHAMS and its firn model DMIHH
forced by ERA-Interim reanalysis. The emulator uses a physics-informed design combining short-term weather patterns with
long-term climate memory, capturing both immediate atmospheric forcing and accumulated firn characteristics. The emulator
achieves mean absolute error below 0.23 mm w.e. per day across all six Greenland drainage basins, with the errors primarily
attributable to spatial over-smoothing. Our work demonstrates that machine learning can successfully emulate firn model
behavior from climate forcing alone with computational costs orders of magnitude lower than traditional simulations. Once
retrained for specific climate forcings, the emulator thus enables extensive ensemble projections. Furthermore, the modular
architecture can be readily adapted to emulate other SMB quantities such as runoff. This represents a crucial first step toward
computationally efficient emulation of polar regional climate models and surrogate modeling of SMB components in Earth

system modeling.

1 Introduction

The Greenland ice sheet is losing mass today, and it will continue to do so in the future. Runoff caused by surface melt is a
key component of surface mass balance (SMB), with increased melt leading to a negative SMB and subsequently a decrease in
mass. With ongoing atmospheric warming and the positive feedback of surface melt with albedo and the lowering of elevation,
surface melt will increase further in the future (Meredith et al., 2019). While future projections agree that melt will increase,
the predictions are inconsistent about the rate of this melt increase and associated SMB loss (Glaude et al., 2024).

Polar regional climate models (RCMs) combined with a firn model show the best agreement with observational data among

different modeling approaches for predicting SMB (Fettweis et al., 2020). But they are also the most complex and computa-
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tionally intensive approach, as they require running two numerical models: (a) the RCM to downscale atmospheric data from a
forcing global climate model (GCM), and (b) the firn model to infer surface mass balance based on the surface energy balance
and firn properties that evolve from local atmospheric conditions. Both models are based on physical processes, modeled with
computationally expensive numerical schemes. Despite their common framework, polar RCMs such as HIRHAM (Mottram
et al., 2017; Langen et al., 2017), MAR (Fettweis et al., 2013, 2017), and RACMO (Noél et al., 2018) differ considerably in
their assumptions, physical process representations, parameterizations, and numerical schemes, producing notable discrepan-
cies in their SMB estimates (Fettweis et al., 2020). These discrepancies increase even more in future scenarios, as the models
exhibit different sensitivities to atmospheric warming, leading to a varying increase in melt water production, and in turn to
a positive feedback amplifying the models’ discrepancies even more (Glaude et al., 2024). The use of a diverse ensemble of
simulations is therefore crucial to mitigate model-specific biases and to improve robustness and reliability of projections, as
well as to evaluate the projections statistically (Glaude et al., 2024; Mankin et al., 2020). However, the high computational
costs of polar RCMs limit the generation of large ensembles.

In recent years, Machine Learning (ML) has shown great prospects in being used for simulating various parts of the Earth
system (Pan et al., 2025; de Burgh-Day and Leeuwenburg, 2023; Reichstein et al., 2019). A major advantage compared to
numerical models is that ML models can produce predictions at a fraction of the cost of the respective physical models,
allowing for the production of large ensembles (Tebaldi et al., 2025). More specifically, an emulator of a polar RCM could be
used to extend existing simulations over longer time periods, to complement projections under various Shared Socio-economic
Pathway (SSP) scenarios which were not covered by the original simulations, or to produce simulations under new climate
forcings. Additionally, emulators can be used not only for creating more simulations, but also for rapid hypothesis testing and
sensitivity analysis. Moreover, ML emulators can not only be used for standalone emulation of Earth system components, but
also for surrogate modeling within numerical Earth system models.

But what might an emulator for a firn model look like? Veldhuijsen et al. (2025) trained an XGBoost model on data from
the polar RCM RACMO to infer perennial firn aquifers in Antarctica. To account for the slow evolution of firn properties,
the model predicts annual liquid water content from local atmospheric forcings at multiple temporal scales: they used annual
values as well as temporally aggregated averages over 5, 10, and 30 years. Similarly, Vandecrux et al. (2024) trained a neural
network (NN) on monthly 10 m depth temperature observations to reconstruct firn temperatures across the entire Greenland
ice sheet based on ERAS5 reanalysis data. They incorporated input data at a monthly, annual, 5-yearly, and 10-yearly resolution
to represent the firn pack’s capacity to respond to conditions at different time scales.

Taking a more integrated approach, Van Der Meer et al. (2023) used ML downscaling to infer monthly SMB over Antarctica
directly from forcing GCM data, effectively emulating both the RCM and the firn model simultaneously. Their work builds on
ML techniques for image super-resolution methods that reconstruct high-resolution images from low-resolution counterparts,
which have been adapted for downscaling meteorological variables in various ways (Sun et al., 2024). While some of these
downscaling approaches add a temporal dimension for highly heterogeneous variables (e.g., wind) or when high temporal
resolution is required, the spatial dimension remains dominant. Yet Van Der Meer et al. (2023) did not include a temporal

dimension but computed monthly SMB values based solely on the atmospheric conditions of the current month.
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Surface melt at a daily resolution shows high temporal variability which an ML emulator needs to be able to account for.
However, the amount of temporal context that ML emulators require remains unknown. While the models predicting annual
liquid water content and monthly firn temperature discussed above incorporate up to 30 year averages of climate conditions
to account for properties deep inside the firn pack, daily surface melt operates on shorter time scales. Yet surface temperature
exhibits lag effects, suggesting that past conditions of at least the previous day are needed to determine whether the surface has
reached the melting point.

While emulating the entire polar RCM with its firn model also requires the downscaling from GCM to RCM, it is advan-
tageous to emulate the RCM and the firn model separately. Unlike the RCM, a firn emulator can be trained independently of
location, which reduces model complexity while simultaneously increasing model generalization and robustness. Separating
the emulators also helps disentangle atmospheric driven and firn pack related biases and uncertainties.

In this study, we develop a neural network (NN) for emulating Greenland ice sheet surface melt at daily resolution, based
on model output from the polar RCM HIRHAMS (forced by ERA-Interim). The NN is designed to be modular and physically
informed, facilitating future extension to emulating runoff and other firn processes. We optimize the choice of atmospheric
variables and their temporal ranges for predicting melt by optimizing the NN over various subsets of input features, to assess
the importance of the temporal dimension. Our model can be re-trained on data for future scenarios or on other polar RCMs,
to facilitate the creation of future projections, multi-model ensembles, and comparative studies on bias attribution. This work

is the first step of emulating SMB processes from polar RCMs as a whole.

2 Materials and methods
2.1 Data

For the creation of our emulator we use daily output of the polar RCM HIRHAMS with its firn model DMIHH, forced by
ERA-Interim for the period 1980-2016 (Langen et al., 2017). DMIHH is a one dimensional model organized in 32 layers.
The surface layer is updated by snowfall, rainfall, deposition/sublimation, and energy fluxes from radiation, turbulent fluxes,
and heat fluxes from the layers below. The surface state is then determined via the energy budget, with surface temperature
being bound above by 0°C, and any excess energy producing surface melt. Surface albedo is calculated internally based on
snow depth and surface temperature: it falls as the surface warms toward the melting point and decreases further when snow is
shallow (bare ice exposure).

Atmospheric forcing is provided at hourly resolution through temporal interpolation of 6-hourly HIRHAMS output fields.
The firn model runs offline, which means that atmospheric data applies forcing to the surface without feedback from the surface
back to the atmosphere. Consequently, the latent and sensible heat fluxes are prescribed by the RCM without adjustment for
actual surface characteristics. While downward short- and longwave radiation are also prescribed by the RCM, their upward
fluxes are calculated based on the dynamically calculated albedo and surface temperature.

The SMB outputs are then postprocessed and, together with the input data, aggregated to daily values. This temporal aggre-

gation potentially constrains melt emulation accuracy by smoothing sub-daily variability and short-lived extremes that control
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timing and peak rates of melt. However, daily resolution enables broader utility in future applications, aligning with the typical

daily temporal resolution of both GCM output and current ML downscaling approaches.
Data cleaning

Although data from physical simulations are generally consistent, they may still contain extreme values and outliers caused
by numerical instabilities, although these are very rare. While these individual outliers do not affect the overall assessment of
modeled melt or other properties, they can be problematic when training ML models. In order to decide how to treat these
extreme values and outliers we must consider their source, their impact, and relation to other variables.

Aggregating rainfall and snowfall to daily values during postprocessing, some negative rainfall values arise as numerical
artifacts. We set these values to zero for consistency. Furthermore, rainfall and snowfall show some suspiciously high values of
up to about 700 and 1000 mm w.e. per day, respectively. Although they are likely caused by numerical instabilities in high relief
topography, we do not correct these values to preserve consistency between the precipitation and the firn model output data
used as target. However, we transform both rainfall and snowfall data by applying the logarithm (after adding 1, ensuring the
transformation is well-defined for O values), which compresses these very high values. While this transformation neither adds
nor removes information, it improves the data’s usability for ML model training by preventing small values from vanishing in
numerical noise relative to large outliers.

In rare instances, numerical instabilities also produce events of surface temperature runaway, which lead to unrealistic
surface temperatures approaching 0 Kelvin and associated sensible heat flux values as low as -400 W m~—2. We correct these
heat flux values to a lower bound of -140 W m~2, which was the lowest sensible heat flux observed in simulations unaffected
by the runaway. The ranges for sensible and latent heat flux span several hundred watts per square meter, yet the majority of
the data are concentrated in a very narrow range. To expand the narrow and compress the large range of heat flux values, we
apply a symmetric logarithm transformation symlog(x) = sgn(z) - log(|x| /X + 1) with A = 5 for latent heat flux and A = 15

for sensible heat flux, corresponding to approximately half of their respective inter-quartile ranges.
Data preparation for training

We split the data spanning from 1980 to 2016 into three separate periods: a training period (1990-2013), a validation period
(2014), and a test period (2016). The first 10 years of data (1980-1990) are included indirectly in the training set as decadal
averages for the long-term module. To prevent information leakage between training and final evaluation, we introduced a one
year gap between the validation and the test period. Although the time windows for calculating the decadal mean conditions still
overlap, this overlap is considered to have negligible impact on the validity of the tests because this study focuses on a relatively
short period lacking significant trends. Therefore, the decadal means primarily capture location specific characteristics rather
than temporal development.

In addition to high quality, we also need sufficient data quantity for training, or more precisely: sufficient quantity of data
that is relevant for the task we aim to solve. HIRHAMS operates at a spatial resolution of 5.5 km, resulting in 58391 grid cells

for the Greenland ice sheet, and thus just as many samples for every single day in the data set. However, not all of this data is
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rich in information for solving our task, since surface melt is zero, or very close to zero, for large areas of the ice sheet and a
substantial part of the year. We significantly reduce the portion of low-relevance data samples through strategic sub-sampling in
time and space. The temporal sub-sampling reduces the number of no/low melt days by randomly sampling 100 days per year
from a normal distribution centered around the 24th of July (as peak of the melt season) and a standard deviation of 60 days.
The spatial sub-sampling, on the other hand, favors grid cells in high melt areas over dry areas by selecting 5000 grid-cells
according to predefined zone specific probabilities (see Appendix A).

By sub-sampling 5000 grid cells and 100 days per year from the training period, we create a training set of 12 million
samples, reducing training costs significantly compared to the full data set of 511 million samples. While only about 6% of the
full training set show melt above 1 mm w.e. per day, the temporal and spatial sub-sampling increase this ratio to approximately
26%. This sub-sampling stabilizes the training process; without it, the network tends to converge to the trivial local minimum
of constantly predicting zero melt. We monitor training progress on the likewise sub-sampled validation set, but conduct model
comparisons on the entire validation period data set to inform design choices, and report final performance on the entire test
period data set.

As input data, we select atmospheric variables that dominate the surface energy budget: near-surface (2m) air temperature,
rainfall, snowfall, sensible heat flux, latent heat flux, the downwelling longwave, and the downwelling shortwave radiation. We
denote these input variables at daily-aggregated resolution X 4. In addition, we include the cyclic features C' = cos(2Z DOY’)

365
and S = sin(%DOY) (with DOY the day of year) to encode seasonality in our model. Lastly, long-term history is represented
by the previous 10 year average near-surface air temperature and snowfall, denoted by X;. The target variable is daily surface
melt. Since absorbed shortwave radiation is highly sensitive to surface albedo, we also test model setups that incorporate
albedo. As a last preprocessing step, all the data is standard scaled to zero mean and unit variance with respect to the sub-

sampled training data.
2.2 Emulator design

Machine learning encompasses a variety of algorithms. There is no single best algorithm, rather, the choice depends on factors
such as the type of the problem, the type and complexity of the data, as well as its quality and quantity available for training.
Given the highly nonlinear characteristics of the data set and the large amount of available data we have chosen a NN for
regressing the surface melt based on atmospheric variables.

Since we aim to emulate surface melt modeled by the HIRHAMS firn model, we refer to that modeled surface melt as the
"true’” melt. The output of our ML model is called the *predicted” melt or *prediction’. With M (¢) denoting the true melt, and

M (t) the predicted melt for a specific day ¢, we formulate our problem as finding a NN f such that

M(t) ~ M(t) = f(Xa(T), Xi(t), M (t - 1)), (1

for all days ¢, where X 4(T") represents the daily input variables for N + 1 days T'= {t — N, ..., ¢}, X;(t) the long-term inputs
leading up to day ¢, and M (t — 1) the melt prediction of the previous day.
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Short-term module

Long-
term
module

Regression module

Figure 1. Schema of the modular neural network with long-term module, short-term module, regression module, the auxiliary target A and

the autoregressive melt element (dashed elements).

We designed the neural network in two feature extraction modules and one regression module, as depicted in Fig. 1. The
first extraction module, the short-term module, takes the daily inputs X, of days ¢t — IV, ..., as inputs to determine the current
forcing on the surface layer. Furthermore, it incorporates the seasonal encodings C' and S for day ¢, intended to approximate
the firn cold content through seasonal indicators.

The second module, the long-term module, uses the long-term inputs X;. These long-term inputs are motivated by the
spin-up procedure common to firn models and are meant to describe the prevailing firn characteristics at a site. We include
these inputs alongside the seasonal encoding to provide location-specific information on firn cold content and bare-ice exposure
risk—factors that affect surface albedo and, consequently, surface melt.

The outputs of the two modules are then concatenated and fed into the final regression module which outputs the melt
prediction M (t) for that day. While our proposed model Modular NN consists of these three modules only, the network can
be extended further by an autoregressive element, or by additional target variables. The autoregressive element (dashed arrow
in Fig. 1) feeds the melt of the previous day back into the daily module of the network to include the self-enhancing effect of

surface melt.



170

175

180

185

https://doi.org/10.5194/egusphere-2026-7
Preprint. Discussion started: 27 January 2026 EG U
sphere

(© Author(s) 2026. CC BY 4.0 License.

Table 1. Overview of network configurations ordered by complexity, with their respective use of number of previous days N in the short-term
module, the long-term module, the autoregressive element, and albedo as auxiliary target variable. Our main model Modular NN is indicated

in bold. While Modular NN does not use albedo, we also trained a version of Modular NN with albedo as input as an upper threshold for

performance.
N long-term autoreg albedo
Regression NN 0 no no no
Short-term NN 9 no no no
Modular NN 9 yes no no
Autoreg NN 9 yes yes no
Albedo NN 9 yes no yes

Alternatively, we use albedo as additional target variable since simultaneously learning albedo might improve melt pre-
dictions. In this case, Eq. (1) holds true not only for melt M but simultaneously for albedo. While the weights of the NN
f are shared for predicting melt and albedo throughout most of the network, the regression module branches before its final
layer, with separate last hidden layers for the two output neurons predicting melt and albedo (indicated by the dashed neuron
connections for albedo output in Fig. 1).

Table 1 gives an overview of the different network configurations tested in this work. The simplest configuration, Regression
NN, consists only of the short-term module, with using climate conditions of only the current day ¢ as input (i.e. N=0),
representing a pure regression model without any short-term or long-term historical information. This results in 9 input features
(7 climate variables + 2 seasonal encoding variables), and we choose the hidden layers of the network to be 64-128-128-64-
32-16-16, terminating in a single output neuron for melt prediction.

Short-term NN is an extension of the Regression NN by including IV = 9 past days of the input variables, resulting in
72 input features. Due to the larger amount of input features, we expand network capacity by defining the hidden layers to
be 128-128-256-256-128-64-32-16-16. Extending this configuration further by the long-term module yields the Modular NN.
The long-term module has two input neurons (for the 10 years average of temperature and snowfall), and we choose two hidden
layers of 32 neurons each. The hidden layers of the Short-term NN are split up into 128-128-256 for the short-term module,
and 256-128-64-32-16-16 for the regression module. Autoreg NN is based on the configuration of Modular NN too, but the
melt of the previous day ¢ — 1 is used as additional input. In contrast, Albedo NN does not use an additional input, but uses
albedo as additional target and thus terminates in two output neurons.

For all hidden layers the LeakyReLU activation function is used.
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2.3 Emulator training

To determine the necessary yet sufficient subset of input and target variables, we developed our network iteratively, by subse-
quently tuning the network configurations listed in Table 1.

First, Regression NN was tuned to serve as a simple baseline model. Then, Modular NN was tuned, with varying the number
of the of preceding days N € [1,10] to find the optimal number of days to be used in the short-term module, with N =9
yielding the best performance on the validation set. To investigate the necessity of the long-term module, we then tune the
network without it (Short-term NN). Next, we test whether incorporating an autoregressive step in the modular NN improves
model performance. Autoreg NN is tuned using the true previous melt as input during training (called teacher-forcing), although
we also experimented with autoregressive learning approaches using the previous prediction directly during training (for more
details see Appendix B). Finally, we explore the effect of including surface albedo. By including daily albedo values as input
variables in the Modular NN we first establish an upper bound on the information content available from albedo. However,
since albedo is an output from the firn model and not available when making new predictions based on atmospheric data alone,
we also train Albedo NN, where albedo is included as an auxiliary target alongside surface melt.

Each configuration is trained multiple times for 300 epochs, respectively, tuning the learning rate using the Python library
Optuna (Akiba et al., 2019) for Bayesian optimization. We use Adam optimizer (Kingma and Ba, 2014), a batch size of 256, a
learning rate decay factor of 0.9 every 50 epochs, and gradient clipping to a norm of 1 to stabilize training. For a more detailed
description and the results of the tuning procedure, see Appendix B.

We performed the training on an NVIDIA GRID A100D-40C GPU with 16 vCPUs (128 GB RAM). Individual training runs
required approximately 25—45 minutes, depending on the complexity of the configuration. While our network configurations
are regarded small in a deep learning context, the large volume of data is the critical factor in training time, and the data loading
process remains the bottleneck in our pipeline despite heavy optimizations: For efficient data loading, we saved the training
data in zarr chunks by date, with each chunk containing the samples of all 5000 sub-sampled grid cells, to minimize number
of chunks that need to be opened and loaded. Thus, during training we read batches of 256 chunks, which leads to an effective
batch size of 256 - 5000 = 1280000 samples. The batch size of 256 is thereby limited by the GPU memory, and the data loading
is distributed across multiple CPUs in parallel to achieve high data throughput. After the model is trained, generating one year
of melt predictions from preprocessed input takes approximately one minute on CPU. Although preprocessing (computing
10-year averages, data cleaning, scaling, and reformatting to zarr files) requires up to two hours, the total computational cost

remains far lower than physical firn models, which additionally require extensive spin-up periods.
2.4 Evaluation

For final evaluation of our models, we use the test set (year 2016), which has not been used during training or to inform any
further modeling decisions. For each configuration, we select the model from the tuning procedure that performed best on
the validation data set, and report its root mean square error (RMSE), mean absolute error (MAE), mean bias error (MBE),

and the coefficient of determination (R?). Alongside the performance of our different model configurations, we provide a
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Figure 2. Map of basins used in the evaluation.

reference benchmark consisting of a running climatology of surface melt. This climatology is computed from the training set
and smoothed with a 15 days moving average. Comparing the emulator skill to this benchmark, we can differentiate whether
the emulator simply learned the climatology, or whether it also learned to predict the variation and anomalies relative to

climatology, which is the actual purpose of the emulator. We therefore also report the R? on the anomalies with respect to this

2
anom

climatology (RZ,.,)- The error tables are further complemented by visual evaluations to discuss error patterns qualitatively.
SMB outputs are often used in aggregated form per basin, which exhibit very different atmospheric forcings. To assess
whether our location-agnostic model performs consistently across the ice sheet or exhibits basin-specific biases, we evaluate
model performance separately for each basin, using the basins definitions shown in Fig. 2 (from Fettweis et al. (2020)). Because
internal variability produces large inter-annual differences, an evaluation based on the test year alone can be misleading.
Therefore, we perform the basin-wise assessment over the full period 1990-2016. Although this multi-year evaluation can
yield overly optimistic performance scores compared with the single test year, since it includes the training set, it provides a
more representative picture of the error distributions within and between basins. Along with RMSE, MAE, MBE, R?, and R,
we also report normalized RMSE and MAE (NRMSE and NMAE) to enable fair comparisons across basins. The normalized

errors are computed by dividing the error totals by the basin mean annual melt—i.e., the average annual melt at each grid cell

summed across the basin—and multiplying by 100 to report values as percentages.

3 Results and discussion

We start by analyzing overall mean performance over the entire ice sheet. The performance of the best models from the
tuning process (Appendix B) on the test set are summarized in Table 2. All five configurations outperform the climatology

benchmark, and performance increases with model complexity from a MAE of 0.40 mm w.e. per day for Regression NN, to
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Table 2. Performance of final models on the test set. RMSE, MAE, and MBE in mm w.e. per day. The five models are ordered by increasing
model complexity, with an ablation study on seasonality encoding for Modular NN. Autoreg (teacher) and Mod. w albedo use firn model

output as input variables and are only listed for comparison.

RMSE MAE MBE R? RZ,,

Climatology 2.30 0.56 -0.17 0.78 -
Regression NN 1.60 040 0.05 0.89 0.51
Short-term NN 123 026 001 094 071
Modular NN 090 0.18 -0.01 097 085

w/o seasonality 0.96 0.19 -0.02 0.96 0.83
Autoreg NN 0.90 0.15 -0.00 0.97 0.85
Albedo NN 090 0.17 -0.01 097 0.85

Autoreg (teacher) 0.40 0.08 0.01 0.99 0.97
Mod. w albedo 0.24 0.05 -0.00 1.00 0.99

0.26 mm w.e. per day for Short-term NN, 0.18 mm w.e. per day for Modular NN, 0.17 mm w.e. per day for Albedo NN, and
0.15 mm w.e. per day for Autoreg NN. The other metrics show improvement from Regression NN to Short-term and Modular
NN, but then plateau. Thus, information about the past few days and long-term history is essential. Retraining of Modular NN
without the seasonal encodings C and S yields a decrease in performance with RMSE 0.96 and MBE -0.02 mm w.e. per day,
demonstrating the added value of including seasonality. The autoregressive element does not significantly improve performance
further in inference mode (i.e., when using the previous day’s prediction as input), although the knowledge of the previous melt
proves valuable, as evidenced by evaluating Autoreg NN in teacher-forced mode. The additional experiment Mod. w albedo
based on the Modular NN shows the importance of surface albedo for accurately deriving surface melt from atmospheric

conditions, as including albedo as input results in excellent performance with almost perfect R? scores.
Point-wise evaluation

Across all models, the RMSE substantially exceeds MAE, indicating considerable under- and overestimation of melt across
melt events of all magnitudes, as shown by the dark blue colored hexagonal bins in Fig. 3. The superior performance of
Modular NN, Autoreg NN, and Albedo NN compared to Regression NN and Short-term NN stems primarily from improved
predictions for a majority of data points for melt events up to 50 mm w.e. per day (narrower dark red band in Fig. 3 (c)—(e)
compared to (a) and (b)). For Modular NN, 64% of the RMSE is attributable to absolute residuals up to 5 mm w.e. per day, a
further 34% to absolute residuals between 5 and 15 mm w.e. per day, and only 2% of the RMSE to absolute residuals exceeding

15 mm w.e. per day.

10
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Figure 3. 2D hexagonal binning plots of true versus predicted surface melt of the test set of the five models. The logarithmic color bar is

valid for bins containing up to 10° data points; bins containing more than 10° points are indicated in black for better visibility.

Modular NN and Autoreg NN show some notable overestimation pattern of melt events above 50 mm w.e. per day. This

systematic deviation originates from an unusually early melt event in April in the SW basin, where severe overestimation

occurs on only one single day (Fig. 4). While the model successfully predicts the unusually early surface melt for most days

during this event, one particular day exhibits sensible heat flux values up to 460 W m~—2. While such extreme sensible heat

flux values also appear in the training set, the combination of an anomalously large heat flux with unusually early melt creates

conditions that are effectively out-of-sample.

Qualitative assessment

But what causes these over- and underestimations? For this, we look at a typical day from the peak melt season in the test set

in more detail. Figure 5 shows true and predicted melt, alongside residuals, for different models for a day in July. Modular
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NN predicts spatially over-smoothed melt fields, evident in both the predicted field itself and the residual map (b). Autoreg
NN in teacher-forced mode (d) shows substantial improvement in the spatial structure, with more pronounced contours in
the predictions. However, the true previous melt used to make teacher-forced predictions is not available when applying the
emulator to new climate data, where the model is run in inference mode, using its own prediction of the previous day. While
the predicted field in inference mode (c) still exhibits sharper contours compared to Modular NN, the residual plot shows that
there is uncertainty on where exactly these sharp contours should be.

Modular NN with daily albedo as an additional input shows that knowledge of surface albedo improves the spatial patterns
significantly (e). This suggests that the autoregressive element’s importance lies mainly in its role as a proxy for surface albedo.
Yet, also the model with albedo as input cannot be used when making new predictions, since albedo is an output of the firn
model. Therefore, we train the model configuration Albedo NN, which uses albedo as an auxiliary target instead to guide the
network by learning albedo alongside surface melt. Unfortunately, the predicted albedo fields are also over-smoothed (f, g),
and do not lead to noteworthy improvement (h).

These results reveal the fundamental challenge: the simultaneous over- and underestimations arise from the model’s inability
to accurately reconstruct the sharp spatial structures of the surface state. Without explicit knowledge of surface albedo, the
model produces smoothed fields that systematically overestimate melt in some locations while at the same time underestimating

it in others, creating the characteristic spatial error pattern observed in the residuals.
Basin-wise evaluation

In the remainder of this section we investigate the performance at the basin level, including data from the entire period 1990
to 2016. Since Modular NN, Autoreg NN, and Albedo NN show very similar performance on the test set, we continue the
evaluation with Modular NN as it is the least complex model among these three. To enable performance comparison across
the six basins, we present the average annual melt and performance scores for each basin and the whole ice sheet in Table 3.
While these scores are based on the period 1990-2016 to reveal underlying patterns instead of scores dominated by interannual
variability, Table C1 shows the corresponding scores for the test year only.

The model does not exhibit any severe basin-dependent bias, with MBE ranging from -0.01 to 0.01 mm w.e. per day for all
basins except for SW basin, which shows a slightly higher bias of -0.02 mm w.e. per day. Correlation is also high across all
basins, with the northern basin having slightly lower R? (0.95) than the southern basins (0.97-0.98). The Rfmm computed on
anomalies from the climatology is highest with 0.90 and 0.87 for the two southern basins (SE and SW), and lower for the other
basins with an R? of approximately 0.80. This indicates that the emulator captures variability with respect to the climatology
particularly well in the SE and SW basins, which have stronger, higher-signal anomalies that the model can learn, while the
other basins show lower anomaly skill.

RMSE are highest for basins N and NE, followed by basin SE. As with the whole ice sheet, MAE is significantly lower than
RMSE for all basins, indicating that a few large residuals persist across all regions. The MAE-to-RMSE ratio indicates that
basin NE is affected most by a small number of high residuals, while basin SE is less dominated by such outliers, and more by

small and medium errors. The normalized errors NRMSE and NMAE show error scores relative to the average annual melt in
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each basin. The north basins N and NE are worst in both absolute and normalized RMSE. In contrast, while basin SE shows
similar absolute RMSE to basin NE, its NRMSE is only 0.53% of the basin’s average annual melt compared to 0.62% for basin
NE basin. The highest melt basin SW shows the lowest NRMSE of 0.43%, while basin NW has higher NRMSE (0.49%) but
lower NMAE, indicating that basin NW is more affected by few high residuals than basin SW.

Table 3. Performance of Modular NN per basin and for the whole Greenland ice sheet (GrIS) over the whole period 1990-2016. Average
annual melt in mm w.e. per year; RMSE, MAE, and MBE in mm w.e. per day; NRMSE and NMAE as percentage per day of the average

annual total.

meanmelt RMSE MAE MBE R? R2,, NRMSE (%) NMAE (%)

N 122 1.03 0.18 -0.01 095 0.79 0.84 0.15
NE 137 0.85 0.13 -0.01 095 0.82 0.62 0.09
CE 139 0.78 0.14 001 095 079 0.56 0.10
SE 160 0.84 020 -0.01 098 090 0.53 0.12
SW 186 0.80 0.16 -0.02 098 0.87 0.43 0.09
NW 146 072 0.11 -0.01 097 0.80 0.49 0.08
GrlS 159 0.83 0.15 -0.01 097 0.85 0.53 0.09

Figure 6 shows the basin-wise integrated true and predicted melt for the test year alongside their climatologies, with residuals
of predicted versus true melt for the test year (middle rows) and averaged over all years 1990-2016 (bottom rows). For the
year 2016, basins NE, CE, and SE show nearly equal amounts of over- and underestimation, leading to total errors between
-1 and 2 Gt over the entire year. Basins N and NW, on the other hand, show a tendency toward overestimation, resulting in
5 Gt and 4 Gt of excess melt for the year 2016, respectively (Fig. 6 N, NW middle rows). Compared to the mean annual
over- and underestimations (Fig. 6 N, NW bottom rows), this indicates that the overestimation is specific to that year rather
than a systematic model behavior in those basins. In contrast, severe underestimation dominates in basin SW, with the total
year’s overestimation amounting to 10 Gt versus underestimation totaling -23 Gt. While the average annual underestimation is
significantly less extreme at -14 Gt per year, this still represents a slight negative bias for basin SW.

The timing of over- and underestimating melt is largely synchronous across basins. However, basins CE and SE show a
tendency toward early-season underestimation and late-season overestimation. While the northern basins N and NE have a

shorter melt season, the spatially aggregated daily residuals are larger than for basins CE, SE and NW.

4 Conclusions

We have developed a machine learning emulator that successfully predicts daily surface melt on the Greenland ice sheet
from atmospheric variables alone. By training a neural network on 24 years of output from the polar regional climate model

HIRHAMS and its firn model DMIHH, we demonstrate that surface melt can be accurately emulated with a mean absolute
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error of 0.18 mm w.e. per day, significantly outperforming climatological benchmarks. Basin-level evaluation demonstrates
that our location-agnostic approach generalizes well across the diverse climatic regimes of Greenland. The emulator maintains
high correlation (R? = 0.95-0.98) across all six major basins with minimal systematic bias.

Our iterative model development reveals several key insights about the role of temporal information. Including atmospheric
conditions from the previous nine days substantially improves performance over using only current-day conditions, demon-
strating that temporal context matters. Furthermore, long-term climate memory in the form of decadal averages of temperature
and snowfall improve model performance by providing crucial information about location-specific firn characteristics that
affect the surface energy balance. Thus, the model profits from short- and long-term memory from these past conditions.

However, predicted melt fields tend to be spatially over-smoothed compared to the firn model output, lacking sharp transi-
tions between regions of different melt extent. We addressed this issue through two different approaches: the autoregressive
approach (Autoreg NN), and a multi-target approach (Albedo NN). While autoregressive models that incorporate previous
melt show improved spatial structure in teacher-forced mode—where they use the true melt of the last timestep as input—they
struggle in inference mode, when true previous melt is unavailable. The multi-target approach with albedo as an auxiliary target
also does not resolve this issue, as predicted albedo fields remain over-smoothed too. This suggests that capturing sharp spatial
gradients in surface conditions remains a fundamental challenge for data-driven approaches using atmospheric input data only.

Future work includes extending the domain of applicability: this model is developed on HIRHAMS reanalysis data and
trained to emulate DMIHH firn model behavior. To apply the emulator to climate data under different forcings, from different
time periods, or entirely different polar RCMs, retraining is necessary, since extrapolation beyond the training distribution can
yield unreliable results in data-driven approaches. Furthermore, the emulator can be extended to predict additional firn model
outputs, such as runoff, to create a more comprehensive tool for Greenland SMB estimation.

In conclusion, this work demonstrates that machine learning can successfully emulate firn model behavior with spatially
and temporally consistent accuracy and computational efficiency, while also revealing fundamental challenges in capturing
sharp spatial patterns driven by surface characteristics. This emulator, when coupled with downscaling emulators that bridge
the gap between global climate models and regional applications, enables the large ensemble projections needed to quantify
uncertainty both within individual RCMs and across the divergent projections from different polar RCMs. Furthermore, such
a firn emulator can be used as a surrogate model for SMB processes in Earth system models, enabling interactive ice sheet-

climate coupling at scales previously computationally infeasible.
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Figure 4. True melt, and predicted melt by Modular NN with associated residual for three consecutive days in April 2016, with (b) causing

the positive residual outliers shown in Fig. 3(c). The blue and red triangles on the residual color bar indicate the highest negative and positive

residual of that day, respectively.

15



https://doi.org/10.5194/egusphere-2026-7
Preprint. Discussion started: 27 January 2026
(© Author(s) 2026. CC BY 4.0 License.

EGUsphere\

0 25 50 75
mm w.e. per day

(a) True melt

100 0 25 50 75
mm w.e. per day

100 -30 -15 0 15
mm w.e. per day

(b) Modular NN

\J

0 25 50 75
mm w.e. per day

100 -30 -15 0 15
mm w.e. per day

(d) Autoreg NN (teacher-forced)

0.8

(f) True albedo

(g) Albedo NN: albedo

30 0 25 50 75

—0.30 -0.15 0.00 0.15 0.30 0 25 50 75

30 0 25 50 75
mm w.e. per day

100 -30 -15 0 15 30
mm w.e. per day

(c) Autoreg NN (inference)

100 -30 -15 0 15 30
mm w.e. per day

(e) Modular NN with albedo as input

mm w.e. per day

100 -30 -15 0 15 30
mm w.e. per day

(h) Albedo NN: melt

mm w.e. per day

Figure 5. Surface melt for 21st of July 2016. (a) true melt, (b) and (c) predicted melt (left panels) and residuals (right panels) of Modular NN

and Autoreg NN (in inference mode). (d) and (e) show the predictions and residuals of Autoreg NN in teacher-forced mode, and of Modular

NN with albedo as additional input; both these models cannot be used to produce predictions from climate forcing only, as they use firn

model outputs as inputs. (f) shows the true albedo, (g) the albedo prediction and its residual, and (h) the melt prediction and its residual of

the multi-target model Albedo NN.
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Figure 6. Temporal distribution of over- and underestimations of Modular NN per basin. The respective upper subplots show the basin-wise

total true and predicted surface melt for the test year together with the true and predicted melt climatologies (1990-2013). The middle

subplots show the total amount of overestimated (red) and underestimated (blue) melt per basins for the test year. The lower subplots show

the average annual overestimate and underestimated for the whole tirf7 period 1990-2016.
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Figure A1. Ablation (blue), percolation (brown), and dry-snow (green) zone used for spatial sub-sampling.

Code and data availability. Code is available at the GitHub repository https://github.com/eschlager/MeltEmulation under the MIT License
(the repository will be archived at Zenodo upon acceptance). The data produced in this study is available at https://doi.org/10.5281/zenodo.17913228
350 (Schlager, 2026). The HIRHAMS simulation data is freely available upon request (Langen et al., 2017).

Appendix A: Spatial Sub-sampling

The spatial sub-sampling of 5000 grid-cells is performed according to predefined zone specific probabilities. The probabilities
are chosen to be of 65% for the ablation zone, 30% for the percolation zone, and 5% for the dry-snow zone. Here, the zones are
defined based on the SMB from the 10 year time range 1990-1999, with the ablation zone having negative SMB, the dry-snow
355 zone showing melt below 100 mm w.e. per year for each year, and the percolation zone covering the remaining grid cells of

positive SMB but non-negligible melt (Fig. Al).

Appendix B: Network tuning

Hyperparameters in ML algorithms are settings that control the algorithm’s behavior, but are not adapted by the algorithm itself.
This includes the choices of the architecture itself, its capacity, the activation function, regularization techniques, initialization,
360 optimization algorithms and their specific setting, and more. Since it is unfeasible to tune all these hyperparameters, well-
informed choices must be made to prioritize the most impactful parameters. The Modular NN architecture was defined based
on physical principles, and we explore different architectural configurations to identify the most suitable design. The network
capacity (number of layers and neurons per layer) was chosen to be sufficiently large, as evidenced by overfitting observed
during training. To prevent using an overfitted model, we select the model weights that yield the lowest validation loss, which

365 effectively corresponds to regularization via early stopping. The batch size is fixed at the maximum value permitted by available
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computing resources. Given these design choices, we primarily focus on tuning the learning rate for each configuration, as it is
the most critical factor for training convergence and optimization performance (Goodfellow et al., 2016).

Table B1 presents the overview of the NN configurations, the tuned hyperparameter ranges, alongside RMSE, MAE, and
MBE of the validation set of the best performing model for each configuration across all tuning trials. We define the best
performing model by the sum of the relative MAE and MBE w.r.t. the seasonal anomaly errors. Fig. B1 shows the performance
of all the trials, with the more complex models having consistently better performance than the less complex models. The
results of Albedo NN are not plotted, since they strongly coincide with the performance of Modular NN.

For each of the five configurations, we tuned the learning rate. For Modular NN, we additionally tuned the number N of
preceding days used as input, to determine the optimal number of input days, which was then fixed when tuning the subsequent
configurations. As Albedo NN has a composite loss function consisting of both melt and albedo terms, the weighting between
those two components is crucial. Therefore, while tuning the learning rate we simultaneously varied the weighting factors of
melt MSE and albedo MSE for calculating the total loss, testing the following melt:albedo weight—ratios: 1:1, 7:3, 9:1, and 3:7.
Further, we took a second attempt using trainable weights as proposed in Cipolla et al. (2018).

We trained the configurations one after another, to learn from the results for the next configuration. While performance
generally improves with more preceding days, gains become marginal beyond 8 days, with 9 days achieving the best score.
Therefore, the subsequently trained configurations Short-term NN, Autoreg NN, and Albedo NN use 10 input days (i.e., N =9
preceding days), with the learning rate being tuned for 33 trials. We also narrowed the range of possible learning rate values
when progressing through the different configurations as we gained insight in which ranges make sense.

When training the autoregressive NN under teacher-forced mode, we use the true melt with random noise, i.e., M (t —1)+¢
with € € (0,0.1) to get more robustness and not rely too much on the previous melt input. The results of Autoreg NN
(teacher) show that the model benefits significantly from knowing the previous day’s surface melt. However, this advantage
diminishes when the model is evaluated in inference mode, i.e., when using the previous prediction instead of the true melt.
We alternatively tested different strategies of training autoregressively with using the previous predicted melt M (t —1) during
training, using different ratios of teacher-forced versus true melt, and different lengths of rollout windows. Although RMSE
slightly improved, MAE and MBE did not decrease, and the same error patterns observed for the modular NN (which are
discussed in the qualitative assessment in section 3) remained. Furthermore, the autoregressive training requires much higher
computing resources, since a prediction for a specific day requires to make the prediction for the previous day(s), which also
required a decreased batch size during training.

As baseline for information gain from the variable albedo, we retrain Modular NN including albedo in the set of daily input
variables. This leads to a RMSE of 0.22, MAE of 0.05, and MBE of 0.25e-2 mm w.e. per day.

Appendix C: Basin-wise evaluation

Supplementary to Table 3, which presents the performance scores for across the basins for 1990-2016, Table C1 summarizes

the scores for the test year 2016 only. Comparing the mean melt values of 2016 with the average annual melt amount of all 27
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Table B1. Network Tuning: Overview of the five network configurations with their use of the separate modules, the tuning parameter ranges,

and their validation scores in mm w.e. per day. The performance of Autoreg NN is stated in teacher-forced and in inference mode.

Optuna study RMSE MAE MBE

Climatology 222 0.53  -5.29e-2
Regression NN 10 trials: Ir € (107%,1071) 1.48 034 527e-2
Modular NN 50 trials: Ir € (107%,1071), 086 0.16 0.15¢-2

nr days Ne [1,10]

Short-term NN 33 trials: Ir € (107%,1071) 1.13 022 -0.08e-2
Autoreg NN (teacher) 33 trials: Ir € (1073,1071) 034 0.06 -0.06e-2
inference 0.86 0.14  0.0le-2
Albedo NN 33+33 trials: I € (1073,1072), 0.84 015 0.1le-2

loss weights (manual+trainable)
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Figure B1. MAE and MBE on the validation set of the tuned networks Regression NN, Modular NN, Short-term NN, and Autoreg NN.
The seasonal signal (black circle) is the melt climatology over the years 1990-2013, smoothed with a 15 days window. The best performing
model for each configuration is indicated by the black outlined shapes. Note that Autreg NN (teacher) cannot be interpreted as applicable

model, since it relies on the true melt and can only be used in its inference state.

years (Table 3), shows that 2016 is a strong melt year with melt exceeding the 27 year average in each basin. Except for MBE,
400 scores for the 2016 test set are comparable to or better than the 27-year evaluation, indicating the basin-wise evaluation on the

entire period in section 3 is not overly optimistic. The larger MBE magnitudes and the differing basin rankings across metrics
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underline the importance of the multi-decadal evaluation to avoid assessing model performance based on conditions specific

to a single year.

Table C1. Performance of modular NN per basin for test year 2016. Average melt in mm w.e. per year; RMSE, MAE, and MBE in
mm w.e. per day; NRMSE and NMAE as percentage of the annual total.

meanmelt RMSE MAE MBE R? R2,, NRMSE(%) NMAE (%)

N 143 0.97 0.18 0.06 096 0.79 0.68 0.13
NE 174 0.77 0.13  0.01 097 0.82 0.44 0.08
CE 159 082 0.15 -0.01 095 0.79 0.52 0.10
SE 177 0.97 023 -0.03 097 0.90 0.55 0.13
SwW 221 1.02 022 -0.09 097 0.87 0.46 0.10
NW 159 0.83 0.14 0.04 096 0.80 0.52 0.09
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