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Abstract. Marine heatwaves (MHWs), characterized by anomalously high sea surface temperatures, are occurring with 10 

increasing frequency and intensity, profoundly impacting ocean circulation, biogeochemistry, and marine ecosystems. The 11 

MHW known as the Blob, which persisted in the subarctic NE Pacific from 2014 to 2015, significantly affected surrounding 12 

ecosystems. Warming-induced solubility reduction is expected to raise the partial pressure of carbon dioxide (pCO2) in the 13 

surface water, causing outgassing of CO2 to the atmosphere. Outgassing of CO2 is another source of atmospheric CO2 in 14 

addition to anthropogenic fossil fuel burning. However, moored observations at Ocean Station Papa (OSP; 145°W, 50°N) 15 

shows a moderate decrease in oceanic pCO₂ during the Blob, resisting the warming-induced outgassing of CO₂. This response 16 

is opposite of what is expected from warming alone, and instead has been attributed to reductions in dissolved inorganic carbon 17 

(DIC), although the mechanisms driving this reduction have remained unclear. We employed a regional model that accurately 18 

reproduces the temporal variability of oceanic pCO₂ at OSP to investigate the cause of decrease pCO2 during the Blob. The 19 

analysis of model outputs indicates that the observed oceanic pCO₂ decline resulted from the offset between warming-induced 20 

solubility reduction (increasing pCO2) and weakened physical transport of DIC (decreasing pCO2), with the latter dominating. 21 

Both horizontal and vertical transports played important roles. The near-surface carbon budget over the broad region was 22 

primarily driven by changes in the vertical transport. The decrease in DIC during the Blob resulted from the suppression of 23 

upwelling of DIC-rich subsurface waters in the winter of 2013. In this period, the horizontal transport also contributed 24 

substantially to DIC reduction. In particular, at OSP, the effect of the horizontal transport was comparable to that of the vertical 25 

transport, reflecting the northward advection of low-DIC water masses. These findings indicate that changes in physical 26 

circulation were the primary driver of the moderately enhanced CO₂ uptake observed during the Blob. This study provides a 27 

critical insight into the complexity of biogeochemical response to extreme warming events and underscores the importance of 28 

resolving physical transport processes in assessing oceanic carbon uptake during MHWs. 29 
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1 Introduction 30 

Approximately 25% of historical anthropogenic carbon emission has been absorbed by the oceans (Friedlingstein et al., 2022), 31 

and the North Pacific is one of the major regions for ocean carbon uptake (Takahashi et al., 2009). The carbon exchange 32 

between the atmosphere and ocean is closely related to ocean temperature through its influences on the solubility of carbon 33 

dioxide (CO2) in seawater. In recent years, anomalously high ocean temperatures are frequently observed, known as marine 34 

heatwaves (MHWs; Hobday et al., 2016). With the ongoing progression of global warming, the frequency and intensity of 35 

MHWs have been increasing (Frölicher et al., 2018; Oliver et al., 2018). In particular, the persistent MHW that occurred in the 36 

subarctic NE Pacific from the winter of 2013 to 2015, known as the Blob (Bond et al., 2015), had severe impacts on surrounding 37 

ecosystems (Cavole et al., 2016; Smale et al., 2019) and fisheries (Barbeaux et al., 2020). This anomalously high ocean 38 

temperature was attributed to weaker surface winds, which reduced ocean surface heat loss, and weakened horizontal and 39 

vertical mixing (Bond et al., 2015; Di Lorenzo and Mantua, 2016).  40 

 41 

Biogeochemical variables are also impacted by MHWs. In particular, low-oxygen and acidification become more pronounced 42 

during MHWs (Gruber et al., 2021; Burger et al., 2022; Li et al., 2024b). These changes are driven by alterations in ocean 43 

circulation driven by winds and air–sea interactions associated with atmospheric anomalies that induce the MHWs, and also 44 

by the direct effects of high temperatures, including enhanced stratification, reduced solubility, and changes in biological 45 

activity. During the Blob, both surface dissolved oxygen and inorganic carbon (DIC) were significantly decreased due to 46 

reduced solubility caused by rising water temperatures (Mogen et al., 2022).   47 

 48 

For the air–sea CO2 exchange, the uptake in the North Pacific decreases by 29±11% during persistent MHWs mainly due to 49 

the direct effect of increase in water temperature (Mignot et al., 2022).  However, this reduction in ocean carbon uptake is 50 

primarily driven by the substantial increase in oceanic CO₂ outgassing in the tropical Pacific. Focusing on the subarctic regions, 51 

the oceanic CO₂ uptake increases during the MHWs. For example, mooring data from Ocean Station Papa (OSP; 50ºN, 145ºW) 52 

in the eastern North Pacific, which is one of the longest-running observation sites, indicate the low surface DIC and oceanic 53 

partial pressure of CO₂ (pCO₂) during a more recent MHW (Kohlman et al., 2024). In the Gulf of Alaska (GOA), air–sea CO₂ 54 

flux exhibited a negative anomaly (stronger ocean uptake) of approximately 45% relative to the climatological monthly means 55 

during the Blob based on a machine-learning based reconstruction (Duke et al., 2023). The enhanced ocean carbon uptake is 56 

caused by the decrease in oceanic pCO₂ in the subarctic North Pacific, which is driven by the effects of reduced surface ocean 57 

DIC. However, the processes responsible for this DIC reduction is not fully understood (Mignot et al., 2022; Li et al., 2024a). 58 

Furthermore, estimates of oceanic pCO₂ changes derived from observation-based products are subject to considerable 59 

uncertainty, as observational data in the subarctic North Pacific are temporally and spatially sparse. Consequently, 60 

discrepancies among data products restrict the robustness of their assessments (Li et al., 2024a). 61 

 62 
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To elucidate the mechanisms by which the MHWs lead to the observed changes in oceanic pCO₂ and air–sea CO₂ fluxes, 63 

numerical models can provide the carbon mass balance and exploring underlying physical and biogeochemical processes. 64 

Physical processes that control the regional ocean circulation, biogeochemical cycling, and air–sea gas exchanges often occur 65 

at scales smaller than several tens of kilometres, which remain unresolved in global earth system models (Gruber et al., 2021). 66 

In the subarctic NE Pacific, reproducing the full variability of oceanic pCO₂ in models is complicated by boundary currents 67 

and eddies that transport macro- and micro-nutrients, alkalinity and DIC. A previous study using a coarse resolution model 68 

(Mckinley et al., 2006) has shown that although models captured the variability of individual components of oceanic pCO₂ on 69 

seasonal and interannual timescales, they have not fully reproduced the total variability of oceanic pCO₂, and their ability to 70 

simulate the temporal patterns of air–sea CO₂ fluxes remains limited.  71 

 72 

There are several regional modeling studies exploring biogeochemical processes in the GOA. Coyle et al. (2012) developed 73 

regional, biogeochemical simulations for the northern GOA based on the ROMS circulation model with the horizontal 74 

resolution of 3 km from 2001 to 2004 focusing on the coastal regions. The biogeochemical model component is based on the 75 

GOANPZ model (Hinckley et al., 2009). The model reproduced the spring phytoplankton bloom from the continental shelves 76 

to the open ocean. This model subsequently was used to analyze ocean acidification with the inclusion of carbonate chemistry 77 

(Siedlecki et al., 2017). Hauri et al. (2020) developed a hindcast simulation for the similar northern GOA domain. They also 78 

used the ROMS physical model with 4.5 km horizontal resolution. The biogeochemical component is based on the COBALT 79 

biogeochemistry model (Stock et al., 2014) with specific modifications to capture coastal ecosystems. Following these previous 80 

studies, we constructed a regional biogeochemical and carbon cycle model for the GOA. The model has been validated against 81 

a suite of physical and biogeochemical observations (Ito et al., 2025) This study expands the model to include a validated 82 

carbon cycle component. The simulated temporal variability of oceanic pCO₂ is validated with the NOAA (Pacific Marine 83 

Environmental Laboratory’s Ocean Climate Stations and Carbon groups) mooring at OSP (Emerson et al., 2011; Cronin et al., 84 

2015). The model outputs are used to understand the underlying mechanisms and to quantify the changes in oceanic pCO₂ in 85 

this critical carbon sink during the Blob. This paper includes the description of the model and the observational data used for 86 

model validation (section 2), and the results of oceanic pCO₂ variations during the Blob and its causes (section 3). Conclusions 87 

and discussion (section 4) summarizes this study with the potential impacts of high ocean temperature anomalies on regional 88 

carbon cycle, their effects on the wider ocean basin, and possible future implications (section 4). 89 

2 Data and Methods 90 

2.1 Model description 91 

The regional ocean circulation and biogeochemistry model used in this study follows the configuration described in Ito et al. 92 

(2025), thus only a brief description is provided here, while full details can be found in their paper. The model is based on 93 

MITgcm (Marshall et al., 1997a, b) combined with an ocean biogeochemical model, Biogeochemistry with Light, Iron, 94 
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Nutrients and Gases (BLING) version 2 (Dunne et al., 2020) including 10 tracers, DIC, alkalinity, O2, PO4, NO3, dissolved Fe, 95 

silica, dissolved organic P, and dissolved organic N. The model is driven by 3-hourly averaged atmospheric variables from the 96 

JRA-55-do reanalysis data (Tsujino et al., 2018), including the surface air temperature, humidity, 10 m wind stress, 97 

precipitation (both rain and snow), river runoff, and downward shortwave and longwave radiation. The earlier simulations of 98 

Ito et al. (2025) included a positive bias in sea surface salinity (SSS) of approximately +0.2 psu. To maintain SSSs close to the 99 

observations, we applied Newtonian relaxation to SSS toward monthly climatology from World Ocean Atlas 2023 (Reagan et 100 

al., 2024) with a restoring timescale of 30 days in the surface grid box of 10 m thickness. The model has a horizontal resolution 101 

of 10 km with 42 vertical layers on a latitude-longitude z-level grid. The bathymetry was generated by interpolating the 102 

ETOPO2 global 2-minute resolution topography dataset. The model domain has a southern open boundary at 42°N and a 103 

western open boundary at 160°W. Vertical mixing was parameterized using the K-profile Parameterization (KPP) scheme 104 

(Large et al., 1994) as implemented in MITgcm. The default configuration, including the non-local convection term, was used 105 

for this study. KPP diffusivities were applied to momentum and all tracers. A sea ice model, implemented using the MITgcm 106 

sea ice package (Losch et al., 2010) and coupled to the ocean component, was used to represent sea ice dynamics and 107 

thermodynamics, as well as their influence on surface heat, freshwater, and momentum fluxes.  108 

 109 

Both the initial and boundary conditions in our model also follow Ito et al. (2025). Open boundary conditions are set to the 110 

climatological values from GLODAPv2 (Lauvset et al., 2022) for most of the biogeochemical properties. However, for DIC, 111 

the open boundary conditions include time-dependent anthropogenic carbon rather than climatology. Temporal changes in 112 

DIC due to anthropogenic influences are imposed according to the rate of change in atmospheric CO₂ fractions measured at 113 

the Mauna Loa Observatory (Keeling et al., 2001) and its spatial structure is set to the anthropogenic carbon estimates from 114 

the GLODAPv2. The model integration was performed through 2017, and the physical open boundary conditions were taken 115 

from the oceanic reanalysis data of Simple Ocean Data Assimilation (SODA) version 3 (Carton and Giese, 2008; Carton et al., 116 

2018). 117 

 118 

Several biogeochemical parameters were adjusted to improve the model representation of the carbon cycle. These 119 

modifications primarily involved processes related to strength of photosynthesis and remineralization. The modeled default 120 

parameters for photosynthetic rates caused excessively high rates in coastal waters, resulting in unrealistically elevated primary 121 

production. To address this, the self-shading effect of phytoplankton is turned on, which regulates the light available for 122 

phytoplankton growth in the highly productive coastal waters. The bio-optical parameterization of Manizza et al. (2005) is 123 

used in our configuration but the background attenuation coefficient in this bio-optical model was reduced to one-quarter of 124 

its default value to re-calibrate the net primary production (NPP). Furthermore, the simulated oceanic pCO₂ is highly sensitive 125 

to the production of organic matter and the subsequent remineralization. A key factor is the export ratio which determines the 126 

fraction of NPP that sinks as particulate organic matter from the surface layer and is subsequently recycled in the subsurface 127 

waters. Among the relevant parameters, the partitioning of particulate organic versus dissolved organic matter exerts a 128 
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particularly strong influence on the representation of oceanic pCO₂. To better capture observed oceanic pCO₂, we adjusted this 129 

parameter so that 30% of NPP is converted to dissolved organic matter, compared with a default value of 10%, which means 130 

that more organic matter is recycled in the surface layer than the default configuration.  131 

2.2 Observations 132 

To evaluate the model skills in reproducing the observed oceanic pCO2, SeaFlux data (Fay et al., 2021) are used for spatial 133 

comparisons, and NOAA CO2 mooring data (Emerson et al., 2011; Cronin et al., 2015) are used for temporal comparisons at 134 

OSP. SeaFlux data consists of six global observation-based gridded products that reconstruct spatiotemporally continuous 135 

estimates of air–sea CO₂ fluxes using different gap-fill methods on the surface oceanic pCO₂ observations. Because the spatial 136 

resolution of SeaFlux is one degree in latitude and longitude, our model output was remapped to the same resolution using 137 

nearest-neighbour interpolation for comparison. In June 2007, a surface CO2 mooring time series was initiated at OSP by S. 138 

Emerson for the study of North Pacific Carbon Cycle, and the mooring observation has been continued by NOAA Office of 139 

Climate Observations. This data provides both physical and biogeochemical variables. For comparison with the model, 140 

temperature, salinity, and both oceanic and atmospheric pCO₂ data were obtained from the mooring dataset archived at 141 

https://www.ncei.noaa.gov/access/ocean-carbon-acidification-data-system/oceans/Moorings/Papa_145W_50N.html (last 142 

access: 1 Oct 2025). For comparison, OSP in the model was represented by averaging all grid points within a 24 km radius of 143 

50°N, 145°W.  144 

2.3 Analysis methods 145 

The oceanic pCO₂ anomalies are decomposed as: 146 

 147 

𝛿𝑝𝐶𝑂! ≈
𝜕𝑝𝐶𝑂!
𝜕𝑇 𝛿𝑇 +

𝜕𝑝𝐶𝑂!
𝜕𝑆 𝛿𝑆 +

𝜕𝑝𝐶𝑂!
𝜕𝐷𝐼𝐶∗ 𝛿𝐷𝐼𝐶

∗ +
𝜕𝑝𝐶𝑂!
𝜕𝐴𝐿𝐾∗ 𝛿𝐴𝐿𝐾

∗ (1) 148 

 149 

where oceanic pCO₂ is a function of sea surface temperature (SST; T), SSS (S), sea surface salinity-normalized DIC (DIC*) 150 

and sea surface salinity-normalized alkalinity (ALK*). The contributions of these four variables to the oceanic pCO₂ anomalies 151 

are calculated using the Python toolbox PyCO2SYS (Humphreys et al., 2022) version 1.8.3. For the input variables, DIC and 152 

alkalinity were normalized to a salinity of 35 to eliminate the influence from evaporation and dilution (Keeling et al., 2004). 153 

The partial derivatives were evaluated at each time step by perturbing each variable independently while holding the others 154 

constant. For this calculation, the constants were set to the median of the temporal variations, and the perturbations were 155 

applied with an amplitude equal to the standard deviation. The results were obtained for each grid, and the values at OSP were 156 

as follows: 𝜕𝑝𝐶𝑂!/𝜕𝑇 =15.27 𝜇𝑎𝑡𝑚/℃, 𝜕𝑝𝐶𝑂!/𝜕𝑆 =25.26 𝜇𝑎𝑡𝑚/𝑝𝑠𝑢, 𝜕𝑝𝐶𝑂!/𝜕𝐷𝐼𝐶∗ =2.15 𝜇𝑎𝑡𝑚/𝜇𝑚𝑜𝑙	𝑘𝑔#$, 𝜕𝑝𝐶𝑂!/157 

𝜕𝐴𝐿𝐾∗ =−1.76 𝜇𝑎𝑡𝑚/𝜇𝑚𝑜𝑙	𝑘𝑔#$ . In the oceanic pCO₂ decomposition analysis, all input variables were detrended and 158 

deseasonalized using the STL function from the statsmodels.tsa.seasonal module in Python.  159 
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3 Results 160 

3.1 Observational evidence of ΔpCO₂ during marine heatwave 161 

Seaflux pCO2 data reveal the basin-scale surface oceanic pCO2 climatologies and anomalies during the Blob. Annual mean 162 

climatology (2010–2017) shows negative ΔpCO₂ (oceanic pCO2 is smaller than the atmospheric pCO2), indicating that the 163 

GOA is on average a sink of atmospheric CO2 (Fig. 1a). Positive SST anomalies are expected to reduce CO₂ saturation in the 164 

ocean and consequently increase oceanic pCO₂. However, observation-based data show a decrease in oceanic pCO₂, 165 

accompanied by a larger amplitude of ΔpCO₂ than non-heatwave conditions during the Blob. This indicates that surface ocean 166 

absorbed more CO₂ from the atmosphere during the Blob (2014–2015), and is especially evident in the central GOA (Fig. 1b, 167 

c). This trend is at odds against the rising SST, which tends to increase the oceanic pCO₂ and reduce ocean carbon uptake (Fig 168 

1d). An estimated contribution of the positive SST anomalies indicates that ΔpCO₂ should increase across the entire region 169 

(Fig. 1d). Therefore, elevated SST cannot account for the observed decrease in ΔpCO₂ during the Blob. 170 

 171 
Figure 1: ΔpCO₂ (oceanic pCO₂ minus atmospheric pCO₂) comparison the Blob and climatology in SeaFlux. Blue shows CO₂ uptake, 172 
and red shows CO₂ outgassing. The star in each panel indicates the location of OSP. Oceanic pCO₂ driven by SST is calculated using 173 
SST from SODA version 3.4.2 and DIC and alkalinity from GLODAPv2. 174 

3.2 Model validation  175 

Before using the model to address the underlying mechanism behind the oceanic pCO₂ decreases during the Blob, the ability 176 

of the model to reproduce existing observations must be evaluated. We first examine the model output for the time-averaged 177 

oceanic pCO₂ in the GOA from 2010 to 2017. Compared to the ensemble mean of the time-averaged oceanic pCO₂ in the 178 

SeaFlux dataset, the spatial correlation is moderately positive (r=0.30), and the model generally reproduces the broad 179 
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climatological spatial distribution of the observed oceanic pCO₂ (Fig. 2a, c). The model overestimated the oceanic pCO2 in the 180 

northwestern area, which likely arises from model circulation biases in this region. Compared to satellite observations, the 181 

model has slightly weaker horizontal geostrophic flow, and the core of the subpolar circulation is shifted northward (Ito et al. 182 

2025). The modeled vertical stratification is slightly weakened relative to the climatological observations, and this weak 183 

stratification bias leads to a higher oceanic pCO₂ in the model. To evaluate the uncertainties in the SeaFlux dataset, variability 184 

among the different observational ensembles must be considered. In the open ocean, modeled oceanic pCO₂ is within the range 185 

of SeaFlux ensemble variability (Fig. 2b, d). Therefore, in most areas, the model is within the uncertainty bounds of the 186 

observation-based oceanic pCO₂.  187 

 188 
Figure 2: Comparison of oceanic pCO₂ distributions between the model and SeaFlux. The star in each panel indicates the location 189 
of OSP.  Dots in (d) indicate the grid points where the modeled climatology falls within the range of differences among the SeaFlux 190 
ensemble datasets. 191 

 192 

The model also reproduces the temporal variation in oceanic pCO₂ to a reasonable extent. Compared with the mooring time 193 

series at OSP, the model captures the observed variability and magnitude in both biogeochemical and physical variables (Fig. 194 

3). For oceanic pCO₂, the model reproduces a statistically significant fraction of the mooring pCO₂ variability (r=0.44, 195 

normalized-RMSE=1.01), and falls within the spread of the SeaFlux ensemble data. During the Blub, both the mooring 196 

observations and model show pronounced decline in oceanic pCO₂. Correspondingly, ΔpCO₂, which represents the difference 197 

between the black or blue line and the orange line in Fig. 3a also decreases. The model slightly overestimated SSS (~0.1 psu) 198 

compared to the mooring during the Blob, but this does not significantly compromise the stratification in the model, because 199 

the density is primarily governed by sea water temperature in this region. 200 
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 201 
Figure 3: Comparison of time series between the model and mooring observations at OSP for (a) oceanic pCO₂, (b) SST, and (c) SSS. 202 
In (a), atmospheric pCO₂ from the mooring observations is additionally shown in orange (mooring air) to illustrate variation in 203 
ΔpCO₂. Oceanic pCO₂ from the SeaFlux ensemble mean is also shown in green, with individual ensembles indicated by thin lines 204 
with different colors. In (b) and (c), the model is blue and mooring (seawater, sw) is black. The unshaded period corresponds to 205 
2014–2015, during which the Blob occurred. 206 

3.3 Decomposition of pCO₂ variability 207 

Oceanic pCO₂ fluctuations can be explained by four components: temperature, salinity, DIC* and AlK* (Eq. 1). The 208 

decomposition is applied to the variability of oceanic pCO2 at OSP, revealing that the warming-induced increase in oceanic 209 

pCO₂ is fully compensated by the opposing changes in DIC during the Blob. First, the detrended and deseasonalized oceanic 210 

pCO₂ time series is calculated and averaged within the 24 km radius of OSP. Similarly, the time series of the SST, SSS, DIC*, 211 

and ALK* are calculated and Eq. (1) is applied to estimate the oceanic pCO2 anomalies (Fig. 4). The oceanic pCO₂ changes 212 

from SSS and ALK* are small, while SST and DIC* changes are the main drivers of the oceanic pCO₂ changes. Observations 213 

show that oceanic pCO₂ increases due to SST changes during the Blob by about +20 µatm, but decreasing oceanic pCO₂ from 214 

DIC* changes is even larger, around −30 µatm. Therefore, the net changes in oceanic pCO₂ caused by SST and DIC are 215 
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compensated, and the net oceanic pCO₂ change of around −10 µatm is primarily driven by the DIC, explaining the oceanic 216 

pCO2 decreases during the Blob. 217 

 218 
Figure 4: Time series of the contributions to oceanic pCO₂ anomaly referenced to 2010–2017 from SST (blue), SSS (green), DIC* 219 
(yellow), ALK* (red), and the combined effect of all variables (grey dashed) at OSP. The black line is the oceanic pCO₂ directly 220 
output from the model. All variables are detrended and deseasonalized. The unshaded period corresponds to 2014–2015, during 221 
which the Blob occurred. The grey dash line is the sum of individual components that closely matches the total pCO2, supporting 222 
the linearity of Eq (1).   223 
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 224 
Figure 5: Spatial patterns of the contributions to oceanic pCO₂ from (a) SST, (b) SSS, (c) DIC*, and (d) ALK* during 2014–2015. 225 
Blue shows CO₂ uptake, and red shows CO₂ outgassing. The star in each panel marks the location of OSP. The black box (47.5–226 
53.5°N, 208–223°E) in (c) indicates the open-ocean area used for the budget analysis shown in Figs. 6 and 7. 227 

The decrease in DIC during the Blob happens not only at OSP but throughout the whole central GOA. Figure 5 shows the 228 

spatial distributions of the oceanic pCO₂ changes calculated from the model outputs of each variable, same as in Fig. 4 during 229 

the Blob. The characteristic described above, namely, the mutual compensation between the SST and DIC, also holds in the 230 

entire region. These two factors counteract each other, resulting in a relatively small decrease in oceanic pCO₂ due to the larger 231 

decrease in DIC. The magnitude of the oceanic pCO₂ decline peaks in the central GOA around the location of OSP. 232 

3.4 Simulated DIC mass balance 233 

To investigate the factors causing the significant decrease in DIC during the Blob, the surface ocean DIC mass balance is 234 

examined by the diagnosis of the DIC tendency terms. In the simplest form, the DIC mass balance is explained by three 235 

components: physical transport, biological activity, and air–sea gas exchanges.       236 

 237 

𝑑𝐶 𝑑𝑡⁄ = (𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡) + (𝑏𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙	𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦) + (𝑎𝑖𝑟 − 𝑠𝑒𝑎	𝑔𝑎𝑠	𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟) (2) 238 

 239 

On the right-hand side of Eq. 2, the transport term includes resolved advective transport convergence and parameterized mixing 240 

terms. Zonal, meridional and vertical advection of DIC, parameterized mixing, as well as the total transport convergence are 241 

calculated online and recorded as daily means. Biological activity includes the net effects of photosynthetic carbon fixation, 242 

phytoplankton mortality, remineralization of dissolved and particulate organic matter, and the production and dissolution of 243 

calcium carbonates. These carbon tendency terms (𝑑𝐶 𝑑𝑡⁄ ) are calculated for each timesteps and are recorded as daily averages. 244 
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The tendency terms calculated at OSP are integrated over the 24-km radius centred at OSP. For the larger open-ocean 245 

surrounding the OSP, they are calculated within 47.5–53.5°N, 208–223°E, indicated by the black box in Fig. 5c. In both cases, 246 

the tendencies are integrated from the surface to 177.5 m, with units of molCs⁻¹. This depth range is greater than the maximum 247 

mixed layer depth diagnosed in our simulation and thus guarantees that vertical integration contains the entire mixed layer 248 

regardless of seasonal variability. 249 

 250 

Figure 6 shows the time series of each carbon tendency component at OSP (within 24 km radius) and in the open ocean (box 251 

in Fig 5c) after removing the linear trend and mean seasonal cycle and applying a 30-day moving window average. First, the 252 

sum of these three tendency components (Eq. 2) exactly matches the DIC tendency (i.e. left-hand side of Eq. 2). The variability 253 

of DIC is almost completely explained by the transport term throughout the entire period, while the effects of the other two 254 

components are relatively minor. At OSP, an extremely negative anomaly in DIC transport convergence rapidly developed in 255 

the winter of 2013, coinciding with the onset of the Blob. This anomaly is unprecedented compared to other periods. In the 256 

open ocean, a negative DIC transport anomaly appeared slightly earlier, in early 2013, and, as at OSP, intensified again in the 257 

winter of 2013. These anomalies led to a pronounced DIC decrease at the onset of the Blob, driven by changes in physical 258 

transport processes. 259 

 260 
Figure 6: Time series of vertically integrated DIC tendencies from the surface to 177.5 m at (a) OSP and (b) the open ocean which 261 
is defined in Fig. 5c. The time derivative of DIC is shown in blue; changes in DIC due to transport are shown in orange, due to 262 
biological activity in green, and due to air–sea gas transfer in red. All variables are detrended, deseasonalized, and smoothed using 263 
a 30-day moving average. The unshaded period corresponds to 2014–2015, during which the Blob occurred. 264 

 265 

To better understand the transport-driven DIC changes, the transport term can be decomposed into individual components 266 

(horizontal and vertical advection) and the parameterized turbulent mixing terms. Among the physical processes responsible 267 

for the DIC reduction during the Blob, the vertical transport dominates over the large-scale domain, whereas locally the effects 268 

of the horizontal transport are comparable to those of the vertical transport. Figure 7 shows the time series of each advective 269 

component of DIC tendency at OSP and in the open ocean. In the open ocean, the transport-driven DIC changes are primarily 270 

controlled by the vertical transport. This is because the small-scale horizontal transport within the computational domain is 271 
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averaged out, and the transport across the domain boundaries can only play secondary roles in the regional DIC budget. 272 

Focusing on the DIC decrease in the winter of 2013, a pronounced reduction associated with the vertical transport is evident, 273 

indicating suppressed upward transport of DIC-rich waters from the ocean interior to the surface layer due to enhanced 274 

stratification caused by elevated water temperatures. In addition, the decrease in DIC attributable to the horizontal transport is 275 

also substantial compared to other years. 276 

 277 

At OSP, the effect of the horizontal transport is more important locally relative to the larger domain in the open ocean. Changes 278 

in DIC reflect the combined contributions of the vertical and horizontal transport, and their relative contributions are quantified. 279 

In the winter of 2013, the net contribution of the horizontal transport accounted for approximately half of the total DIC decrease 280 

(−531.0 molCs⁻¹), while the remaining half was attributable to a reduction in the vertical transport (−533.7 molCs⁻¹). This DIC 281 

decrease associated with the horizontal transport resulted from strengthened south‐easterly currents in the winter of 2013, 282 

which advected low‐DIC water masses northward, leading to negative DIC anomalies in 2014 (Figs. S1 and S2). Consequently, 283 

the local DIC reduction at OSP during the Blob is driven by two mechanisms: anomalous south‐to‐north transport of low‐DIC 284 

waters and suppressed upward transport of DIC‐rich subsurface waters. These transport anomalies are consistent with the 285 

reduced Ekman transport associated with the weakened Aleutian Low that generated the anomalously high sea level pressure 286 

and SST (Bond et al., 2015; Hartmann et al., 2015).  287 

 288 

 289 
Figure 7: Time series of vertically integrated DIC tendencies from the surface to 177.5 m at (a) OSP and (b) the open ocean, which 290 
is defined in Fig. 5c, for each transport component: horizontal advection (blue), vertical advection (red), and the mixing and residual 291 
term (purple), calculated as the remainder after subtracting the advective components from the total transport (orange). All 292 
variables are detrended, deseasonalized, and smoothed using a 30-day moving average. The unshaded period corresponds to 2014–293 
2015, during which the Blob occurred. 294 

4 Discussion 295 

Consistent with the observations, the model indicates that increasing SST cannot account for the changes in oceanic pCO₂ 296 

under the Blob, not only at OSP but across the entire GOA (Fig. 8). Compared to the observations (Fig. 1), ΔpCO₂ driven by 297 
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SST under the Blob in the model is approximately 5 µatm higher around OSP. Despite the moderate overestimation in thermal-298 

driven pCO2 anomaly, the modeled ΔpCO₂ shows a significant decrease across the central GOA, consistent with the SeaFlux 299 

dataset and the mooring observation at OSP. This consistency is underscoring the robustness of the modeled response. 300 

Throughout the region, the effect of warming-induced increase in the oceanic pCO₂ is offset by the oceanic pCO₂ reduction 301 

driven by decreased DIC, which is consistent with the previous work by Kohlman et al. (2024).  302 

 303 
Figure 8: Same as Fig. 1 but for the model results. 304 

 305 

Our results showed that the reduction in DIC during the Blob was primarily driven by physical processes such as Ekman 306 

transport and vertical entrainment. Beyond the oceanic pCO₂ changes, numerous biological impacts of MHWs have also been 307 

reported. These include observed declines in annual net community production (Yang et al., 2018), reductions and taxonomic 308 

shifts in phytoplankton biomass, transitions in plankton communities from larger to smaller taxa (Du and Peterson, 2018; Peña 309 

et al., 2018; Betten et al., 2022). Whether ecosystem impacts can return to pre-MHW conditions remains uncertain (Suryan et 310 

al., 2021). The magnitude and nature of these biological responses vary greatly among regions, and a key factor is whether the 311 

area is primarily limited by nitrate or iron to the biological production (Peña et al., 2018; Hayashida et al., 2020; Wyatt et al., 312 

2022). Because the GOA is an iron-limited region, it is likely less sensitive to MHW-induced macro-nutrient reductions than 313 

regions farther south in the subtropics and the transition zone (30–45°N, Wyatt et al., 2022). Nevertheless, model-based 314 

analyses will be essential for assessing long-term and basin-scale impacts. The biogeochemical model used in this study is 315 

relatively simple, and it does not explicitly represent shifts in plankton community composition. Revisiting this problem with 316 

a more sophisticated ecosystem model would be warranted to assess such ecological changes and determine their duration and 317 

magnitude.  318 

 319 
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Comparing to the study conducted over broader spatial domains (Mignot et al., 2022), our results reveal a distinct response of 320 

oceanic pCO₂ to MHWs in the GOA. This highlights the importance of investigating the impacts of MHWs on oceanic pCO₂ 321 

in other regions as well. For instance, persistent positive SST anomalies have also been reported in the western North Pacific, 322 

particularly in the Oyashio region (40–43°N and 143–147°E, Miyama et al., 2021), which is one of the major carbon uptake 323 

areas in the basin. However, it remains unclear how oceanic pCO₂ in this region responded to such anomalies. It is important 324 

to expand the model domain to a broader area including the western North Pacific. 325 
 326 

Abnormally high ocean temperatures like the Blob have been increasing both frequency and duration (Frölicher et al., 2018; 327 

Oliver et al., 2018). The North Pacific experienced anomalously high SSTs in years such as 2019 (Amaya et al., 2020) and 328 

2023 (Dong et al., 2025). These MHWs exhibit even larger SST anomalies than the Blob and differ in several key 329 

characteristics, such as the timing of the peak warming (Amaya et al., 2020). Consequently, their impacts on oceanic pCO₂, 330 

carbon cycling, and marine ecosystems may differ from those during the Blob. Indeed, the 2023 MHW showed a markedly 331 

different behaviour on the global scale, with an approximately 10% reduction in oceanic CO₂ uptake, substantially larger than 332 

in previous events (Müller et al., 2025). These contrasts call for event-specific investigations of individual MHWs.  333 

 334 

The model employed in this study was integrated only through 2017 due to the availability of the open boundary conditions. 335 

Future work should extend the integration period, for instance by applying alternative boundary conditions, to assess the 336 

impacts of the 2019 and 2023 MHWs on oceanic pCO₂. 337 

5 Conclusions 338 

From the winter of 2013 to 2015, the eastern North Pacific experienced an anomalously high in SST. Contrary to expectations 339 

based on the reduced CO₂ solubility under warming, oceanic pCO₂ did not rise. Instead, it decreased across the entire region, 340 

with a particularly large decrease in the open ocean (Figs. 1 and 3). To investigate why oceanic pCO₂ broadly decreased during 341 

the Blob, the simulation results from the regional ocean circulation and biogeochemistry model were analyzed. The model 342 

represents the oceanic pCO₂ remarkably well compared to the observations (Figs. 2 and 3). The decomposition of the oceanic 343 

pCO2 anomalies into four components shows that the variability in the oceanic pCO₂ is primarily dominated by changes in 344 

SST and DIC. Furthermore, the effects of these two factors generally compensate for one another. During the Blob, the 345 

reduction in oceanic pCO₂ due to a decrease in DIC was stronger in magnitude than the warming-induced increase (Figs. 4 and 346 

5). The pronounced reduction in DIC under the Blob is attributable not to biological processes, but rather to the anomalous 347 

physical transport (Fig. 6). Typically, DIC-rich water masses are transported from north to south by the wind-driven Ekman 348 

transport. However, during the Blob, DIC-poor water masses are advected from south to north (Fig. 7). Furthermore, increased 349 

stratification reduced the upward entrainment of subsurface DIC-rich waters. Consequently, these changes in the horizontal 350 

and vertical circulation field decreased the surface DIC concentrations, driving a subsequent decline in the oceanic pCO₂.  351 
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