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Abstract. Coastal areas worldwide are experiencing rapid changes due to erosion and sediment movement, yet monitoring 

these changes frequently remains economically challenging, especially in developing countries. This study presents an 10 

affordable approach to track shoreline changes over short time periods using widely available UAV (Unmanned Aerial 

Vehicle) technology and smartphone-based positioning systems. We monitored Red Beach in Sri Lanka weekly for one 

month, conducting aerial surveys at both high and low tides to capture how the beach changed day-to-day and throughout 

tidal cycles. The analysis performed using the digital shoreline analysis system in ArcGIS environment. Our findings 

revealed that the beach behaves as a complex, compartmentalized system where different sections respond differently to 15 

coastal processes. Although the beach showed overall sand accumulation during the study period, statistical analysis 

confirmed this growth occurred only in specific areas while other sections remained stable. The maximum zone of active 

change extended well beyond measurement uncertainties, indicating genuine coastal dynamics. Comparing high and low tide 

shorelines also revealed rapid, short-term shifts in active swash zone. This research demonstrates that affordable UAV-based 

mapping can effectively detect meaningful coastal changes, offering a practical solution for coastal management in regions 20 

with limited financial resources. Future work should explore integrating more accurate positioning devices at reasonable 

costs and extending monitoring over longer periods to capture seasonal patterns of erosion and accretion. 

1 Introduction 

Coastal morphology undergoes rapid changes characterized by complex geomorphological features influenced by both 

natural forces and anthropogenic activities. Consequently, regular monitoring of coastal morphology is essential to 25 

understand the nuanced patterns of environmental change (Jeong et al., 2018). Comprehending the complex dynamics of 

these ecosystems is critical for implementing effective coastal management strategies and adapting to ongoing environmental 

transformations. Short term coastal studies provide valuable insights into rapid changes occurring over short time scales, 

including shoreline displacement, erosion patterns, and habitat dynamics. Monitoring coastal processes at weekly scales 

enables researchers to assess the impacts of extreme events such as storms (Cowell and Thom, 1994), predict future coastal 30 
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changes, and develop informed management and planning strategies. Furthermore, these studies enhance our understanding 

of climate change impacts on coastal regions, enabling the development of adaptation and mitigation strategies to protect 

coastal ecosystems, communities, and infrastructure. However, the implementation of comprehensive high frequency 

monitoring programs is often hindered by significant financial and technical constraints, particularly in developing nations 

and resource-limited research settings (Wagener, 2005). Despite extensive research on coastal geomorphology addressing 35 

various aspects of coastal dynamics, significant gaps persist in shoreline definition, identification, interpretation, extraction, 

analysis, accuracy assessment, and the integration of volumetric analysis through continuous monitoring (Warnasuriya et al., 

2022). Traditional beach survey methodologies employing high-precision instrumentation require substantial financial 

investments alongside considerable human resource commitments (Fang et al., 2021). This economic barrier is particularly 

problematic in resource-constrained regions experiencing extreme coastal conditions, where immediate and precise detection 40 

of subtle morphological changes is critical for risk assessment and management decisions (DahdouhGuebas et al., 2006). 

Consequently, there is an urgent need for cost-effective alternatives that maintain acceptable accuracy while reducing the 

economic burden of coastal monitoring.  

Satellite-based remote sensing has emerged as one approach to reduce field survey costs while providing historical data and 

extensive spatial coverage, including access to remote or inaccessible areas (Papakonstantinou et al., 2017). However, its 45 

application for weekly-scale analysis is severely constrained by inherent limitations, including low temporal resolution, 

relatively coarse spatial resolution, and substantial acquisition costs for high-resolution commercial imagery (Ruiz-Beltran et 

al., 2019). These constraints impede the analysis of subtle morphological variations over short time frames, particularly at 

localized scales where erosion hotspots may span only tens of meters. Recent technological advancements have significantly 

improved the accessibility of Unmanned Aerial Vehicle (UAV) photogrammetry, with consumer-grade platforms now 50 

widely available and operational costs substantially lower than traditional surveying methods (Barbosa et al., 2024). 

Numerous studies have demonstrated that UAV photogrammetry achieves accuracy comparable to conventional techniques, 

including Real-Time Kinematic (RTK) and Differential Global Positioning System (DGPS) systems (Brasington et al., 2000; 

Squarzoni et al., 2005), total stations (Fuller et al., 2003; Moss et al., 1999), Terrestrial Laser Scanning (TLS) (Brasington et 

al., 2012a; Fairley et al., 2016), and Aerial Laser Scanning (ALS) requiring specialized aircraft and equipment (Dewitte et 55 

al., 2008 ; Notebaert et al., 2009). The development of affordable, lightweight UAV platforms, combined with rapid 

advancements in open-source computational algorithms such as Structure-from-Motion (SfM), has established UAVs as 

cost-effective technological alternatives for geomorphological research. UAV-based photogrammetry facilitates high-

resolution topographic data acquisition at a fraction of traditional costs, enabling comprehensive spatial analyses previously 

accessible only to well-funded research programs (Colomina and Molina, 2014). Compared to conventional methodologies, 60 

UAVs offer substantial economic advantages while maintaining operational flexibility, rapid deployment capability, and the 

acquisition of imagery at very high spatial and temporal resolutions using consumer-grade cameras (Chen et al., 2018). 
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While UAV technology substantially reduces aerial data acquisition costs, ground control requirements have traditionally 

necessitated expensive high-precision positioning equipment. Contemporary GPS technologies such as RTK and DGPS 

systems remain the standard for ground control point (GCP) establishment in photogrammetric surveys (Stott et al., 2020). 65 

However, the substantial acquisition and maintenance costs of these sophisticated instruments frequently impose prohibitive 

financial constraints on research activities, particularly for long-term monitoring programs requiring repeated measurements 

(Gonçalves and Henriques, 2015). Furthermore, these systems often require specialized training and technical expertise, 

adding to the overall resource requirements. To address these limitations and enhance the economic feasibility of high 

frequency coastal monitoring, cost-effective positioning alternatives that balance ease of deployment with acceptable survey 70 

accuracy are critically needed. 

High-sensitivity GPS chipsets have become widely integrated into consumer mobile devices in recent years and have 

demonstrated reliable performance under challenging environmental conditions (MacGougan et al., 2002; Watson, 2005). 

Modern smartphones integrate high-sensitivity GPS hardware with Assisted GPS (A-GPS) capabilities, enabling positioning 

in challenging environments (Lee et al., 2016). The positioning performance of mobile phones is comparable to standard 75 

consumer-grade GPS receivers, with testing across various environmental conditions indicating that significant positioning 

errors occur infrequently (Zandbergen and Barbeau, 2011). The integration of these readily accessible, low-cost positioning 

solutions with UAV photogrammetry presents a potentially viable approach for substantially reducing the overall economic 

burden of weekly-scale coastal monitoring while maintaining data quality suitable for scientific investigation and 

management applications.  80 

This pilot study addresses the critical need for cost-effective methodologies to assess weekly-scale coastal dynamics, a 

research gap that has particularly limited monitoring capabilities in developing regions and resource-constrained institutional 

settings. The primary objectives are to: (1) demonstrate a low-cost workflow integrating consumer-grade UAVs and mobile 

phone GPS for weekly-scale coastal assessment (2) quantify coastal dynamics over short time periods using UAV-derived 

data (3) identify and characterize erosion and accretion hotspots along the coastline.  By establishing the feasibility and 85 

accuracy thresholds of this low-cost approach, this research aims to enhance the accessibility of high-resolution weekly-scale 

coastal monitoring, enabling broader implementation of evidence-based coastal management strategies in economically 

constrained regions while contributing to our comprehensive understanding of rapid coastal morphological change. 

 

 90 
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2 Methodology 

2.1. Study area 

This study was conducted at Red Beach (6.015835° N, 80.786970° E), a prominent coastal tourist destination located in the 

Hambantota District along the southern coast of Sri Lanka (Fig. 1). The beach extends approximately 500 m in length and 

exhibits a curved morphology characteristic of pocket beaches. The coastal area demonstrates highly dynamic behavior, with 95 

continuous morphological changes driven by energetic wave conditions and seasonal variations. The site experiences 

significant wave action, with wave heights ranging from 0.6 m to 3.5 m (Survey Department of Sri Lanka, 2007). Tidal 

variation ranges between 0.4 m and 0.6 m (Morris, 1985)., while seasonal sea level fluctuations vary from 0.2 m to 0.3 m 

(Wijeratne, 2003). These energetic oceanographic conditions create a dynamic coastal environment subject to rapid 

morphological change, making it an ideal location for high frequecny monitoring studies. Tourism patterns at Red Beach 100 

exhibit strong seasonal variation, with peak visitation occurring from December to April. The energetic wave conditions 

make the beach less attractive to local visitors; however, international tourists frequently visit during the peak season to 

engage in beach-related leisure activities. To mitigate ongoing coastal erosion, the Coast Conservation Department has 

installed coastal protection structures, including a groyne and revetment system. Red Beach derives its name from the 

distinctive red coloration of its sand, which comprises a high concentration of garnet minerals, representing a unique 105 

geological feature along Sri Lanka's southern coast. The sediment composition includes traces of black ilmenite sand 

interspersed with white sand containing quartz (SiO₂) and calcium carbonate (CaCO₃) (Warnasuriya et al., 2025). The 

presence of economically valuable heavy minerals, particularly garnet and ilmenite, has implications for potential resource 

extraction industries. However, the area's primary economic value currently stems from its tourism potential, with the unique 

sand composition and coastal setting serving as major attractions. 110 
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Figure 1(a) Study area in the south coast of Sri Lanka (red box), (b) aerial image of the Red beach (Imagery © 2025 

Landsat/Copernicus, Map data © 2025 Google) and (c) high resolution orthomosaic image of the Red beach. 

2.2 UAV remote sensing system 

A DJI Mavic Air, a consumer-grade quadrotor UAV system manufactured by DJI (Shenzhen, China), was used to acquire 115 

aerial imagery of the study area (Fig. 2). The quadrotor platform was selected due to its vertical takeoff and landing 

capabilities, minimal spatial requirements for deployment, and portability, making it well-suited for coastal environments 

with limited access. The UAV system consisted of an unmanned aircraft, remote controller, three intelligent flight batteries 

with charging station, and a 4K camera. The camera was mounted on the front of the aircraft and stabilized using a three-axis 

gimbal. The system integrated multiple sensors including GPS, GLONASS, inertial measurement unit, barometer, and 120 

compass, enabling autonomous flight capabilities (Support for Mavic Air – DJI , 2025). 

 The UAV supported hovering, GPS position hold, and autopilot navigation along predetermined flight paths programmed in 

the flight plan. The system achieved a maximum cruising speed of 19 m/s and was powered by lithium-polymer batteries. 

Each battery provided approximately 21 minutes of flight time under standard conditions. Flight operations were limited to a 

maximum duration of 18 minutes per battery as a safety precaution, particularly under moderate wind conditions and high 125 
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temperatures. For larger survey areas requiring extended flight time, multiple flights with battery replacements were 

necessary (Mohsan et al., 2022). The UAV was rated for operation in wind speeds up to 10 m/s; however, flights were 

conducted only when wind speeds were below 10 m/s to ensure flight stability and image quality while minimizing coverage 

gaps. The remote controller, connected to a mobile device via Wi-Fi and radio linkage enabled real-time monitoring of flight 

parameters and captured imagery. The main technical specifications of the UAV system are presented in Table 1. 130 

 

Figure 2 (a) DJI Mavic Air UAV System and remote controller used for aerial image acquisition. (b)Aerial image captured 

from DJI Mavic Air UAV at 60 m altitude. This platform was selected for its portability and capacity to capture high-

resolution imagery for subsequent photogrammetric processing and analysis. 

 135 

Table 1 Main specifications of the Mavic Air UAV system. 

 

 

 

 140 

 

 

 

 

Feature Value 

Camera Sensor 1/2.3” CMOS (Effective Pixels: 12 MP)  

Takeoff Weight 430 g  

Dimensions Unfolded 168×184×64 mm (L×W×H) 

Max Speed (near sea level, no wind) 19 ms-1 

Max Ascent Speed 4 ms-1 

Max Flight Time (No wind) 21 min 

Max Flight Distance (no wind) 10 km 
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2.3 Data collection 145 

2.3.1 Acquisition of aerial images 

Prior to UAV flight operations, a preliminary field investigation was conducted to assess beach topographic features, identify 

important infrastructure, and detect potential sources of electromagnetic interference that could affect GPS and compass 

functionality. Flight planning and parameter configuration were performed using the DroneDeploy version 5.40 

(DroneDeploy, Inc.,2023) application, which determined the flight path, altitude, speed, and image overlap specifications 150 

(Table 2). To investigate weekly-scale coastal dynamics at Red Beach, aerial surveys were conducted on four separate days 

in December 2023 within the Northeast Monsoon. Flights were executed during both morning and evening periods each day 

to capture morphological changes across different tidal phases (Table 3).  Given the beach's relatively small dimensions 

(average width of approximately 15 m), a single flight pattern was sufficient to cover the entire monitoring area during each 

survey. However, battery replacement was required mid-flight to complete the full coverage. The DroneDeploy application 155 

facilitated this process by enabling mission pause during battery exchanges, allowing seamless continuation of the flight 

plan.  

Survey dates were selected through a coordinated planning process to ensure compliance with both meteorological safety 

standards and national aviation regulations. Since Unmanned Aerial Vehicle (UAV) operations in Sri Lanka require prior 

security clearance and approval from the Civil Aviation Authority (CAA) and the Ministry of Defence (MOD) specifying 160 

exact dates and locations, flight schedules had to be determined in advance. Consequently, dates were selected by consulting 

forecasts from the Department of Meteorology (2023) to target specific windows of stable atmospheric conditions, which 

were then submitted for regulatory approval to secure the necessary flight permissions. Prior to each data acquisition session, 

Ground Control Points (GCPs) were established and surveyed. Flight operations were then conducted, and GCP coordinates 

were recorded using mobile phone GPS receivers. Each survey session yielded approximately 200 overlapping aerial images 165 

of Red Beach. The resulting imagery clearly resolved typical coastal features, including the shoreline, vegetation cover, and 

sand surface, with a ground sampling distance of approximately 2 cm throughout the study period. 

 

 

 170 

 

 

 

 

 175 
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Table 2 Main flight parameters for the UAV flight operation. 

 

 

 180 

 

 

 

 

 185 

 

Table 3 Aerial survey dates and corresponding tidal conditions (Source: Galle tide station, Sri Lanka) 

Parameter Value 

Camera angle 70° 

Flight altitude 60 m 

Front overlap 75 % 

Side overlap 70 % 

Flight speed 5 ms-1 

Flight Pattern Double grid 

Date Tide Phase Tide Value (m) 

2023/12/08 
Low tide 0.49 

High tide 0.57 

2023/12/12 
Low tide 0.31 

High tide 0.68 

2023/12/20 
Low tide 0.39 

High tide 0.60 

2023/12/27 
Low tide 0.31 

High tide 0.71 
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2.3.2 Ground control point distribution 

Ground Control Points (GCPs) are essential for producing geometrically accurate orthomosaic products. At Red Beach, the 

surface was predominantly covered by sand and sparse vegetation, which did not provide easily identifiable natural features 190 

suitable for use as GCPs. Consequently, artificial markers were deployed throughout the monitoring area. Due to the 

energetic wave conditions and persistent wind at the beach, a total of 20 high-density polystyrene signboards (12 × 12 × 3 

cm) (Fig. 3) were installed as GCP markers. GPS coordinates for each GCP were acquired using the Polaris Navigation GPS 

version 9.25 (DS Software , 2023) mobile application, which provided an estimated horizontal accuracy of 2 m.  

Concurrently, reference photographs of each GCP and its surrounding environment were captured to facilitate accurate 195 

marker identification and placement during the subsequent image orientation process. To assess the absolute planimetric 

accuracy of the orthomosaics generated for each survey period, permanent structures including buildings, embankments, and 

large rocks were selected as independent Check Points (CPs). These CPs were also surveyed using the Polaris Navigation 

GPS mobile application with an estimated horizontal accuracy of 2 m. 

 200 

Figure 3 Example of a Ground Control Point (GCP) marker used for image georeferencing. The marker is made from 

polystyrene and has dimensions of 12 cm x 12 cm x 3 cm (a) Top-down view showing the 12cm x 12cm top surface. The 

checkerboard pattern and unique identification number (7) are designed for high visibility and accurate detection during 

image processing and photogrammetric workflows. (b) Side view illustrating the 3 cm thickness of the marker. 

 205 
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2.3.4 Orthomosaic model generation 

Orthomosaic generation from UAV imagery requires specialized photogrammetric software. Several commercial and open-

source software packages based on Structure-from-Motion (SfM) algorithms have been developed specifically for UAV 

image processing. The SfM algorithm enables the reconstruction of accurate orthomosaics and three-dimensional models 

from overlapping photographs captured at various viewing angles (Lowe et al., 2019). For this study, Agisoft Metashape 210 

Professional Free trial version 2.0.3 (Agisoft LLC, 2023) software was selected based on its user-friendly interface, 

comprehensive analytical capabilities, and optimization for UAV-derived imagery, factors that have contributed to its 

widespread adoption in aerial imagery applications (Kostrzewa et al., 2025). The general processing workflow is illustrated 

in Figure 4.  

In the preprocessing stage, all UAV imagery was imported into Agisoft Metashape Professional software. Images were 215 

manually inspected and excluded if they were captured before takeoff, after landing, or exhibited excessive blur or distortion. 

The project coordinate system was configured to WGS 84 (EPSG:4326) to match the coordinate reference system of the 

GPS-derived GCPs. Image alignment was performed using the software's automated photo alignment tool with the following 

parameters: alignment quality set to high accuracy, generic and reference preselection enabled, key point limit set to 40,000, 

tie point limit set to 4,000, and adaptive camera model fitting activated.  220 

This initial alignment produced a sparse three-dimensional point cloud representing the scene geometry based on conjugate 

feature points extracted from overlapping images. Following initial alignment, GCP coordinates were imported into the 

reference pane. Horizontal coordinates (longitude and latitude) were obtained from the Polaris Navigation mobile 

application, while vertical coordinates (elevation) were extracted from the UAV image metadata. Each GCP marker was 

manually identified and linked across 10-12 images to ensure robust spatial referencing. The sparse point cloud was then 225 

systematically refined using the gradual selection tool to remove points with high reprojection error and reconstruction 

uncertainty. Additional outliers were identified through visual inspection and manually removed. Camera alignment was 

subsequently optimized using all available camera calibration parameters (f, b₁, b₂, cx, cy, k₁-k₃, p₁, p₂) to minimize 

geometric distortions. After optimization, dense point clouds were generated using multi-view stereo reconstruction. From 

the dense point clouds, georeferenced orthomosaic imagery models were produced for each survey period. The final 230 

planimetric accuracy of these products was confirmed in the subsequent accuracy assessment (Section 3.1). Figure 5 presents 

a time-series montage of the generated orthomosaics, visually demonstrating the high spatial resolution and the temporal 

coverage of the study area across the four-week survey period, captured at both high and low tide stages. These products 

provided the foundation for subsequent shoreline extraction. 

 235 
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 245 

Figure 4 Photogrammetric workflow implemented for processing the Unmanned Aerial Vehicle (UAV) imagery using 

Agisoft Metashape Professional 2.0.3. 

 

Figure 5 Time-series of orthomosaics from weekly UAV surveys capturing tidal-phase shoreline variations. Eight panels 

represent the study area at high tide (HT) and low tide (LT) on four survey dates during December 2023: (a) 08 Dec HT, (b) 250 

08 Dec LT, (c) 12 Dec HT, (d) 12 Dec LT, (e) 20 Dec HT, (f) 20 Dec LT, (g) 27 Dec HT, (h) 27 Dec LT. Orthomosaics 

provided the base layer for dry-wet line proxy digitization and subsequent shoreline change analysis. 
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2.3.5 Accuracy assessment 

The planimetric accuracy of orthomosaics was assessed using a dual methodology appropriate for low-cost change detection 

studies (James and Robson, 2014). Two accuracy metrics serve distinct purposes: relative accuracy quantifies the 255 

consistency of measurements between survey epochs (critical for change detection), while absolute accuracy indicates 

positional fidelity relative to global coordinate systems. Relative accuracy was calculated using the Root Mean Square Error 

(RMSExy) of Ground Control Points (GCPs) used in the photogrammetric bundle block adjustment. This metric reflects the 

internal geometric consistency of each orthomosaic and represents the precision with which shoreline positions can be 

compared between survey dates (Sohl and Mahmood, 2024). GCP RMSE values ranged from 0.51m to 1.53m across the 260 

eight surveys, with a mean of 1.095m. This relative accuracy is sufficient for detecting shoreline changes exceeding the 

calculated uncertainty threshold of ±2.36m (Section 2.3.7) Absolute accuracy was assessed using independent Check Points 

(CPs) excluded from model generation. These points, located on permanent features (buildings, large rocks, embankment 

corners), were surveyed with the same smartphone GPS used for GCPs and compared against their positions in the 

orthomosaics. CP RMSE values ranged from 2.27m to 4.85m, with a mean of 4.019m. The comparatively high absolute error 265 

reflects the cumulative influence of three factors: (1) the inherent ±2m horizontal accuracy limitation of consumer 

smartphone GPS receivers, (2) checkpoint feature identification uncertainty when matching field GPS positions to 

corresponding locations in sub-decimeter resolution orthomosaics (estimated at 1.0-1.5m based on repeated identification 

tests), and (3) potential GPS multipath effects, which may vary between GCP locations (open beach) and CP locations (near 

structures). To investigate this, we compared CP errors for points located in open areas (mean RMSE = 2.9m) versus points 270 

adjacent to buildings or vegetation (mean RMSE = 4.8m), confirming that multipath contributed approximately 2m 

additional error at structurally complex locations. 

2.3.6 Extraction of shoreline and geomorphological metrics 

All spatial data extraction and processing were conducted using ArcGIS 10.5 (Esri, 2017) software. Shorelines were 

extracted from the high-resolution orthomosaic images using manual digitization at a scale of 1:500. The Dry-Wet Line 275 

(DWL) was selected as the shoreline indicator due to its clear visibility in the imagery and widespread use in coastal studies 

(Boak and Turner, 2005). All digitized shorelines were saved in shapefile (.shp) format. The shoreline change analysis was 

initially conducted on the full, unsegmented shoreline to generate the whole beach statistics reported in the results (Section 

3.2). Due to the high dynamism of the beach and spatial variability in geomorphological features, the study area was 

segmented into three distinct sections (Left, Mid, and Right) based on two prominent geomorphological discontinuities. (Fig. 280 

6) This segmentation was subsequently used for both the advanced statistical analysis (Section 2.5) and the extraction of 

secondary geomorphological metrics. Beach surface area was delineated using manual digitization techniques applied to 

each orthomosaic image at a scale of 1:600. Manual digitization was chosen over automated classification to maximize local 

accuracy and ensure the reliable delineation of complex and spectrally heterogeneous beach features. These varying scales 
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were selected to optimize visual identification for each feature while maintaining overall digitization efficiency. All 285 

delineated polygons were saved in shapefile (.shp) format. Beach width was measured using the Multipoint tool in 

conjunction with the Measure tool in ArcGIS. Points were placed along the landward baseline and the high-water line, and 

perpendicular distances between corresponding points were measured to determine beach width at regular intervals along the 

coast. 

 290 

 

Figure 6 Spatial segmentation of the beach based on geomorphological characteristics. The study area was divided into three 

segments (left, middle, right) delineated by two prominent geomorphological discontinuities caused by drainage outlets. 

2.3.7 Uncertainty estimation 

Shoreline positional uncertainty (Up ) was quantified for each digitized shoreline to establish a statistically defensible 295 

threshold for distinguishing actual coastal change from measurement error. The total positional uncertainty was calculated 

using the root sum of squares of four component errors.  

 

𝑈𝑃 = √𝐸𝑟𝑒𝑐𝑡
2 + 𝐸𝑡𝑖𝑑𝑎𝑙

2 + 𝐸𝑝𝑖𝑥𝑒𝑙
2 + 𝐸𝑑𝑖𝑔𝑖𝑡

2   (1) 

 300 

Erect represents georeferencing error, Etidal represents horizontal error resulting from water level fluctuations, Edigit represents 

manual digitization error, and Epixel represents image resolution error. The georeferencing uncertainty (Erect) was derived 
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from the Ground Control Point (GCP) RMSE rather than the checkpoint (CP) RMSE. GCP RMSE represents the relative 

accuracy between successive surveys, which is more appropriate for change detection studies than absolute positional 

accuracy. This approach maintains sensitivity to weekly morphological changes while accepting higher absolute positional 305 

error, a compromise consistent with the low-cost monitoring framework. The mean georeferencing uncertainty was 1.095 m. 

Tidal uncertainty (Etidal) was calculated by projecting the estimated vertical uncertainty in tidal prediction (Ev = 0.1m) onto 

the horizontal plane using the mean beach slope (θ = 8.18°) reported by Warnasuriya (2025).  

 

𝐸𝑡𝑖𝑑𝑎𝑙 =
𝐸𝑣  

tan(θ)
  (2) 310 

 

The pixel resolution error (Epixel) was set to 0.02 m based on ground sampling distance. Manual digitization uncertainty (Edigit

) was estimated at 1.0 m based on repeated digitization tests of the same shoreline. The calculated average positional 

uncertainty for a single shoreline was Up = ±1.67 m. For shoreline change analysis between any two survey dates, the 

combined uncertainty (Utotal) was calculated as: Eq. (3) 315 

 

𝑈𝑡𝑜𝑡𝑎𝑙 =  √𝑈𝑝,𝑡1
2 +  𝑈𝑝,𝑡2

2  (3) 

 

resulting in a mean detection threshold of ±2.36 m. Only Net Shoreline Movement (NSM) values exceeding this threshold 

were considered statistically significant indicators of coastal change. 320 

 

2.4 Data analysis 

2.4.1 Shoreline change analysis 

Shoreline shapefiles were imported into ArcGIS 10.5 and organized into separate datasets according to tidal phase (high tide 

and low tide). The merged shoreline datasets were stored in a personal geodatabase and projected to the WGS 84 UTM Zone 325 

44N coordinate system to ensure spatial consistency. Date and uncertainty attributes were added to the attribute table of each 

shoreline dataset. Date attributes recorded the acquisition time of each shoreline position, while uncertainty values quantified 

the positional accuracy of shoreline delineation. A reference baseline was manually created landward of all shoreline 

positions for each tidal dataset to serve as the origin for transect-based measurements. Each baseline was assigned a unique 

identifier in its attribute table. Approximately 100 Shore-perpendicular transects were generated at 5 m intervals along each 330 

baseline using the Digital Shoreline Analysis System (DSAS) add-in developed by the United States Geological Survey 

(USGS) for use within the ESRI ArcGIS environment. (Himmelstoss et al., 2021). The transect search distance was set to 

100 m to ensure intersection with all shoreline positions, and a smoothing distance of 10 m was applied to reduce local 
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variability in transect orientation (Fig. 7). These parameters were selected based on the beach dimensions and orientation 

variability. 335 

 

Shoreline change statistics were calculated using DSAS 5.0 at a 95% confidence interval for both high tide and low tide 

scenarios. The following metrics were computed: Shoreline Change Envelope (SCE), which measures the maximum range 

of shoreline movement; Net Shoreline Movement (NSM), which quantifies the distance between the oldest and most recent 

shoreline positions; End Point Rate (EPR), which calculates the rate of change between the oldest and most recent 340 

shorelines. Supplementary statistics including the coefficient of determination (WR²) and descriptive statistics (mean and 

standard deviation) were computed for each metric to characterize the central tendency and variability of shoreline change 

along the coast.  

 

To assess inter-tidal zone variations induced by tidal oscillations, shoreline positions were extracted at both high-tide and 345 

low-tide phases on each survey date. Since DSAS requires a unique date attribute for each shoreline feature to execute 

statistical calculations, and both tidal phases occurred on the same calendar day, a methodological workaround was 

implemented. Low-tide shorelines were assigned their actual survey dates, while high-tide shorelines were assigned mock 

dates corresponding to the day following the survey date (e.g., if the survey was conducted on December 15, the low-tide 

shoreline was dated December 15 and the high-tide shoreline was dated December 16). This approach allowed DSAS to 350 

process the dataset without temporal conflicts while maintaining the sequential relationship between tidal phases. Since 

DSAS requires unique dates for each shoreline and both tidal phases occurred on the same calendar day, rate-based metrics 

(EPR, LRR) could not be calculated for the tidal analysis. Instead, we focus on distance-based metrics (SCE and NSM) 

which accurately quantify the spatial separation between high-tide and low-tide shorelines on each survey date. 

 355 
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Figure 7 Digital Shoreline Analysis System (DSAS) setup for shoreline change assessment. The baseline (dashed line) and 

shore-perpendicular transects intersect high-tide shorelines and low-tide shorelines extracted from eight survey dates. Inset 360 

panel provides magnified view of transect spacing and tidal-phase shoreline positions. 

2.4.2 Statistical analysis 

One-way Analysis of Variance (ANOVA) was performed to test for significant differences in shoreline change statistics 

among the three beach segments. This analysis was conducted separately for high tide and low tide datasets to assess 

whether geomorphological segmentation captured meaningful spatial variation in coastal dynamics. Beach width data were 365 

analyzed using Repeated Measures ANOVA in IBM SPSS Statistics 25 (IBM Corporation, 2017) software to evaluate 

temporal changes in beach dimensions across the study period. Descriptive statistics were calculated to characterize the 

magnitude and variability of beach width changes. Beach surface area was analyzed using SPSS software. One-way 

ANOVA tests were performed to assess significant differences in these parameters among beach segments. Descriptive 

statistics were calculated to summarize the spatial and temporal patterns of the beach area changes. 370 

3 Results  

3.1 Shoreline change by whole beach  

Analysis of digital transects across the entire beach revealed substantial shoreline mobility during the study period (Fig. 8, 

Table 4). The grand mean (mean ± SD) Shoreline Change Envelope (SCE) was 8.385 ± 3.79 m, indicating considerable 

spatial variability in shoreline position. Net Shoreline Movement (NSM) averaged 4.94 ± 5.47 m across all transects and 375 
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mean End Point Rate was 7.905 m ± 8.77 m /month (Fig. 9). Weighted linear regression (WLR) analysis yielded an R² value 

of 0.468, indicating no consistent directional trend in shoreline displacement. This lack of a clear temporal pattern likely 

reflects the combined influences of wave runup, backwash, tidal oscillations, and short-term erosion-accretion cycles that 

obscured longer-term shoreline behavior.  

 380 

Table 4 Overall shoreline change statistics for the entire study area. Values represent means calculated from digital transects 

across the whole beach during the monitoring period. 

 

 

Figure 8 Spatial distribution of Net Shoreline Movement (NSM) for (a) low-tide shoreline and (b) high-tide shoreline during 385 

the monitoring period. Transects indicate areas of erosion (landward movement) and accretion (seaward movement). 

Shoreline Indicator Tide Phase 
SCE (m) 

(mean ± SD) 

NSM (m) 

(mean ± SD) 

EPR (m/month) 

(mean ± SD) 

WR2 

(mean ± SD) 

DWL Low tide 7.87 ± 3.68 4.77 ± 5.60 7.63 ± 8.97 0.43 ± 0.33 

DWL Hight tide 8.90 ± 3.90 5.10 ± 5.35 8.18 ± 8.57 0.50 ± 0.35 
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Figure 9 Shoreline change analysis showing Net Shoreline Movement (NSM) and End Point Rate (EPR) along numbered 

digital transects for the study period. (a) NSM vs Transect derived from the Low Tide Shoreline positions, indicating the 

total measured change in meters. (b) NSM vs Transect derived from the High Tide Shoreline positions, indicating the total 390 

measured change in meters. (c) EPR vs Transect derived from the Low Tide Shoreline positions, illustrating the annualized 

rate of change m/ year (d) EPR vs Transect derived from the High Tide Shoreline positions, illustrating the annualized rate 

of change m/year. 

3.2 Shoreline change by beach segment 

Spatial analysis revealed significant variability in shoreline dynamics between beach segments for both Shoreline Change 395 

Envelope (SCE) and Net Shoreline Movement (NSM) metrics (Table 5). One-way ANOVA tests indicated significant 

differences between segments for all metrics and tidal phases (p < 0.05). The left segment consistently demonstrated the 

highest variability and accretion magnitude, with mean NSM values exceeding 9 m during both tidal phases—approximately 

four times greater than the total uncertainty threshold (Utotal = ±2.36 m). The middle segment exhibited moderate accretion 

(4.70 to 6.40 m), while the right segment remained in near-equilibrium, with mean NSM values (−0.14 to 0.07 m) falling 400 

within measurement uncertainty. Post-hoc Tukey pairwise comparisons revealed significant differences (p < 0.05) between 

the left segment and both other segments for all metrics. During high tide conditions, significant differences also emerged 

between the middle and right segments for SCE values, indicating enhanced spatial variability under elevated water levels. 

This pronounced spatial gradient demonstrates that beach-averaged NSM values (approximately 5.0 m) were 

disproportionately influenced by extreme accretion in the left segment, suggesting differential exposure to wave energy and 405 

variations in sediment supply across the study area. 
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Table 5 Summary statistics for shoreline change metrics across beach segments 

Metric (m) Tidal Phase 
Left segment 

(mean ± SD) 

Mid segment 

(mean ± SD) 

Right segment 

(mean ± SD) 
ANOVA 

SCE Low tide 10.57 ± 4.21 6.14 ± 2.29 6.46 ± 2.12 p < 0.05 

SCE High tide 11.03 ± 4.59 8.88 ± 1.85 6.85 ± 3.20 p < 0.05 

NSM Low tide 9.64 ± 5.12 4.70 ± 3.31 0.07 ± 2.46 p < 0.05 

NSM High tide 9.38 ± 4.74 6.40 ± 1.76 −0.14 ± 2.53 p < 0.05 

3.3 Inter-tidal zone width variability 

The horizontal separation between high-tide and low-tide shoreline positions quantifies the width of the active inter-tidal 

zone on each survey date (Table 6, Figure 10). Net Shoreline Movement (NSM) between tidal phases averaged -1.88 ± 2.34 410 

m across all surveys, with considerable week-to-week variability. The negative sign indicates landward positioning of the 

high-tide shoreline relative to the low-tide shoreline, as expected on a sloping beach. 

Week 2 (December 12) exhibited the largest inter-tidal separation (NSM = -4.15 ± 2.34 m), exceeding the combined 

uncertainty threshold (Utotal = ±2.36 m) and indicating a statistically significant wide inter-tidal zone. The Shoreline Change 

Envelope for this date (SCE = 4.18 ± 2.28 m) was nearly identical to the NSM, suggesting relatively uniform cross-shore 415 

separation along the beach length. In contrast, Week 3 (December 20) showed minimal separation (NSM = 1.45 ± 2.38 m) 

that was not statistically significant, with the smallest SCE value (1.98 m) observed during the study period. Weeks 1 and 4 

exhibited intermediate values (NSM = -2.52 and -2.17 m respectively). 

The substantial variability in inter-tidal zone width (ranging from 1.45 to 4.15 m between weeks) demonstrates that the 

horizontal extent of the active swash zone fluctuates on weekly timescales. While the grand mean NSM (-1.88 m) across all 420 

surveys is not statistically significant, the grand mean SCE (2.84 m) confirms a real zone of tidal influence exists. This 

week-to-week variation likely reflects changes in beach profile shape in response to varying wave conditions, though actual 

elevation data would be required to confirm this interpretation. 

 

 425 

 

 

 

 

 430 
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Table 6 Inter-tidal zone metrics quantifying horizontal separation between low-tide and high-tide shoreline positions for each 

survey date. NSM indicates mean cross-shore distance; SCE indicates maximum observed separation. Negative NSM values 435 

indicate landward high-tide position. 

 

 

 

 440 

 

 

 

 

 445 

 

 

 

 

Figure 10 Weekly variability in inter-tidal zone width. Shoreline Change Envelope (SCE) represents the maximum observed 450 

horizontal separation between high-tide and low-tide shoreline positions, while Net Shoreline Movement (NSM) represents 

the mean cross-shore distance (negative values indicate landward high-tide position) on each survey date. 

3.4 Beach width  

The results of the Repeated Measures ANOVA revealed significant main effects for both time and site (p < 0.05) on beach 

width (Fig.11). The interaction effect between time and site (Time x Site) was also significant (p < 0.05), indicating that 455 

temporal changes in beach width varied spatially across the study area. The grand mean (mean ± SD) of the beach width was 

Shoreline Indicator Week 
SCE (m) 

(mean ± SD) 

NSM (m) 

(mean ± SD) 

DWL 1 2.56 ± 2.06 -2.52 ± 2.11 

DWL 2 4.18 ± 2.28 -4.15 ± 2.34 

DWL 3 1.98 ± 1.95 1.45 ± 2.38 

DWL 4 2.48 ± 1.25 -2.17 ± 1.74 
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16.350 ± 0.643 m. Post hoc pair wise comparisons revealed that there were Significant mean differences of beach width 

between the right and mid segments (p < 0.05), as well as between the right and left segments (p < 0.05). However, there was 

no significant difference between the mid and left segment (p > 0.05). Right segment had the highest mean beach width 

(20.852 ± 2.40 m) followed by mid segment (15.364 ± 2.62 m) and left segment (12.834 ± 4.36 m). The significant time and 460 

site interaction indicates that the temporal variability of beach width was site-dependent, with different segments responding 

differently to the same temporal forcing factors. 

 

Figure 11 Beach width dynamics in different segments throughout the study period. Temporal trends show distinct patterns 

of beach width variation among the left, middle, and right segments, reflecting differential responses to wave and tidal 465 

forcing. 

3.5 Beach surface area  

One-way ANOVA indicated significant differences in beach surface area among the three beach segments (p < 0.05). The 

right segment had the greatest mean surface area (4087.80 m²), accounting for approximately 50% of the total beach area, 

followed by the mid segment (2141.82 m², 26%) and the left segment (1908.94 m², 24%). Temporal analysis revealed 470 

contrasting trends among segments over the monitoring period. The right segment exhibited a slight decrease in surface area 

(−1.4%, from 3689.97 m² to 3639.96 m²), while both the mid and left segments showed substantial increases of 59.4% (from 

1511.89 m² to 2409.85 m²) and 107.8% (from 1258.05 m² to 2614.44 m²), respectively (Fig. 10). Overall, total beach surface 

area increased significantly by 34.1% throughout the monitoring period, from 6459.91 m² to 8664.26 m². 
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 475 

Figure 12 Temporal changes in proportional surface area of beach segments. Stacked bars show the percentage contribution 

of each segment (left, middle, right) to total beach area on each survey date. 

4 Discussion 

4.1 Efficacy of high-frequency monitoring and shoreline dynamics 

The results of this study demonstrate that Red Beach acts as a highly dynamic geomorphological system characterized by 480 

significant, yet spatially non-uniform, morphological changes over weekly scales. The use of high-frequency UAV 

monitoring allowed for the capture of rapid coastal processes that are often smoothed over or missed by traditional seasonal 

or annual surveys (Turner et al., 2016). The most robust evidence of this morphological variability is the high magnitude of 

the Shoreline Change Envelope (SCE), which reached mean values of 7.87 m (Low Tide) and 8.90 m (High Tide). These 

values far exceed the calculated total uncertainty threshold (Utotal = ± 2.36 m), confirming that the beach experienced 485 

substantial physical modification within the single-month study period. This finding is critical for coastal management in the 

region, as the SCE defines the maximum active zone, which serves as a more conservative and relevant metric for defining 

setback limits than the mean Net Shoreline Movement (NSM) in highly active environments. While the mean NSM values 

indicated a statistically significant net accretion trend (4.77 m for Low Tide and 5.11 m for Hight Tide), this overall average 

masked critical spatial variability. The initial observation of high Standard Deviation values relative to the mean (SD > 490 

Mean) suggested a heterogeneous response along the coast. This was statistically validated by the One-Way ANOVA, which 

confirmed a significant difference in mean shoreline change between the three geomorphological segments (p < 0.05). 

 

The Tukey post-hoc analysis revealed that the beach operates as three distinct morphological compartments. The Left 

Segment was the primary driver of the observed whole-beach accretion, advancing seaward by over 9 m (Table 5), likely 495 

influenced by the groyne structure which traps sediment in this zone (Sujivakand et al., 2024). Groynes are designed to trap 
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longshore sediment transport, causing accretion updrift (in this case, the left segment) and potential erosion downdrift 

(Sujivakand et al., 2024). In contrast, the Right Segment remained statistically stable, with mean NSM values (0.07 m and -

0.14 m) falling well within the ± 2.36 m uncertainty threshold. This segmentation analysis resolves the ambiguity of the high 

whole-beach variability, demonstrating that average shoreline change is an insufficient metric for Red Beach without spatial 500 

compartmentalization. The analysis of secondary geomorphological metrics (Beach Surface Area and Beach Width) further 

corroborates the spatial compartmentalization identified by the shoreline change statistics. The temporal increase in beach 

surface area observed in the Left and Mid segments aligns perfectly with the high positive NSM values recorded in these 

zones, confirming that the shoreline advancement represented substantial sediment gain rather than mere profile 

readjustment. Conversely, the stability or slight reduction in surface area in the Right segment mirrors its non-significant 505 

NSM results. This multidimensional coherence between linear (NSM) and areal (Surface Area) metrics validates the low-

cost photogrammetry workflow's ability to capture complex morphological evolution beyond simple shoreline position. 

Furthermore, the study highlights the non-linear and episodic nature of short-term coastal change. The extremely low 

determination coefficients (mean WR2 < 0.5) obtained for the Weighted Linear Regression (WLR) indicate that the shoreline 

did not follow a consistent linear trend even over this short duration.  510 

 

4.2 Inter-tidal zone dynamics and tidal uncertainty 

The horizontal separation between high-tide and low-tide shorelines varied substantially between weeks (range: 1.45-4.15 

m), indicating that the active inter-tidal zone width fluctuates on weekly timescales. Week 2 exhibited the widest zone (4.15 

m, exceeding Utotal), while Week 3 showed minimal separation (1.98 m, within uncertainty). These variations likely reflect 515 

changes in beach face slope responding to varying wave conditions, though elevation data would be required for definitive 

interpretation. 

This analysis validates the tidal uncertainty component (Etidal = 0.695 m) in our positional uncertainty budget, which 

represents 29% of total single-shoreline uncertainty (Up = 1.67 m). The documented tidal-phase variability confirms that 

accounting for water level differences is essential when comparing shorelines extracted at different tidal stages. 520 

4.2 Methodological feasibility and accuracy considerations 

This study addresses the critical need for low-cost, accessible monitoring solutions in resource-constrained developing 

regions. The workflow successfully demonstrates that consumer-grade UAVs combined with mobile-GPS ground control 

can generate data suitable for identifying statistically significant coastal changes, provided that the uncertainty is rigorously 

quantified. A primary technical limitation identified is the high Absolute Accuracy error, quantified by the mean independent 525 

Check Point (CP) RMSE of 4.019 m. This error, driven by the 2 m accuracy of the mobile phone GPS used for ground 

control, precludes the use of these orthomosaics for applications requiring high-precision absolute geodetic positioning. 
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However, the methodology’s strength lies in its Relative Accuracy (mean GCP RMSE of 1.095 m). Since the internal 

geometry of the models is consistent, relative changes between shorelines could be detected with a calculated confidence 

threshold of ± 2.36 m. This approach allowed the study to differentiate effectively between measurement noise (observed in 530 

the Right Segment) and real morphological change (observed in the Left Segment). This trade-off accepting lower absolute 

accuracy to achieve high-frequency temporal resolution at a fraction of the cost of RTK/DGPS surveys is justified for rapid 

assessment and disaster risk management in coastal areas where expensive equipment is unavailable. 

4.3 Limitations 

Important limitations must be acknowledged. The one-month monitoring period captured only a snapshot of beach behavior 535 

during a single season (Northeast Monsoon). The net accretion observed may represent normal seasonal variability rather 

than sustained trends. The high Absolute Accuracy (mean CP RMSE of 4.019 m) limitation does not invalidate change 

detection analyses, as these rely on relative accuracy between co-registered datasets. However, it does constrain certain 

applications: (1) integration with high-precision geodetic networks, (2) precise volumetric calculations requiring accurate 

elevation data, and (3) direct comparison with satellite imagery or government cadastral surveys without co-registration. For 540 

applications requiring absolute positioning better than 2-3m, professional RTK-GNSS ground control would be necessary. 

This accuracy trade-off is inherent to the low-cost monitoring approach and represents a deliberate methodological choice, 

accepting lower absolute accuracy in exchange for dramatically increased monitoring frequency and spatial coverage. For 

coastal management applications focused on detecting morphological change trends (erosion/accretion patterns, storm 

impacts, seasonal variability), relative accuracy is the critical metric, and the demonstrated ±2.36m detection threshold is 545 

appropriate for monthly-scale beach dynamics in high-energy environments where typical changes exceed 5-10m annually. 

Another limitation is the reliance on the Dry-Wet Line (DWL) as the shoreline indicator. Although clearly identifiable in the 

imagery, the DWL's positional accuracy is inherently influenced by factors not fully controlled, such as moisture content, 

sediment color, and wave run-up at the time of flight (Boak and Turner, 2005). This introduces variability that is contained 

within the ± 2.36 m uncertainty budget but represents a source of measurement noise. 550 

4.3 Recommendations for future research 

The study period was constrained by logistical challenges and unfavorable weather conditions in the study area. Future 

investigations should extend monitoring duration to several months or longer to identify temporal trends and seasonal 

patterns in beach morphology. Volumetric analysis should be incorporated to quantify three-dimensional sediment budget 

changes and identify additional coastal dynamics such as beach profile evolution and slope variations (Zanutta et al., 2020) 555 

. Further studies integrating advanced UAV photogrammetry systems with high-accuracy positioning instruments would help 

refine this methodology and establish optimal equipment configurations for various coastal settings. Additionally, 

comparative studies across beaches with different geomorphological characteristics, exposure conditions, and sediment 
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compositions would enhance understanding of the methodology's applicability and limitations in diverse coastal 

environments. 560 

5 Conclusion  

This study demonstrated that Red Beach functions as a highly dynamic, spatially compartmentalized geomorphological 

system. Weekly monitoring over one month (December 2023) revealed that shoreline changes are driven by rapid, episodic 

events rather than linear trends, with significant spatial variability necessitating a segmented analytical approach. Key 

findings indicate that whole-beach statistics can obscure critical localized processes. While the overall beach exhibited net 565 

accretion, one-way ANOVA confirmed that this pattern was driven primarily by the left segment, whereas the right segment 

remained in dynamic equilibrium. Furthermore, the Shoreline Change Envelope (SCE) emerged as the most critical metric 

for coastal management, defining a maximum active zone (mean > 7 m) that substantially exceeded net shoreline movement. 

The intra-day analysis further highlighted the system's volatility, capturing rapid transformations between dissipative and 

reflective beach profiles within single-week intervals. Methodologically, this research establishes a replicable framework for 570 

low-cost coastal monitoring in resource-constrained settings. The study confirmed that while consumer-grade UAVs 

combined with mobile phone GPS ground control exhibited limited absolute accuracy (checkpoint RMSE ≈ 4 m), they 

achieved sufficient relative accuracy (ground control point RMSE ≈ 1.1 m) to reliably detect morphological changes. By 

rigorously quantifying the total uncertainty budget (±2.36 m), including specific parameterization for tidal error, this 

workflow enables statistically valid identification of erosion and accretion events without expensive survey-grade GNSS 575 

equipment. This validation of consumer-grade technology demonstrates that high-temporal-resolution monitoring is 

achievable within the financial constraints typical of developing nations and under-resourced research institutions. 

For coastal management at Red Beach specifically, our findings yield several actionable recommendations. (1) Groyne 

performance monitoring: The dramatic accretion in the left segment suggests the existing groyne is effectively trapping 

sediment, but this may be creating sediment starvation downdrift. Monthly monitoring using the demonstrated low-cost 580 

approach should continue to assess whether the right segment transitions from equilibrium to erosion, which would indicate 

adverse impacts requiring mitigation measures such as beach nourishment or groyne modification. (2) Setback zone 

delineation: The maximum SCE values define the active coastal zone where infrastructure placement should be avoided or 

specially designed. Current setback regulations should incorporate segment-specific risk zones rather than applying uniform 

distances, given the threefold difference in mobility between segments. (3) Tourism facility planning: The high weekly 585 

variability in beach width and profile indicates that beach accessibility and safety conditions can change rapidly. Tourism 

operators and local authorities should implement weekly beach profile assessments during peak season (December-April) to 

inform visitor safety advisories and facility placement. 
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(4) Early warning system development: The demonstrated workflow provides a foundation for rapid-response monitoring 

following extreme events. Post-storm surveys conducted within 24-48 hours using this approach (total survey time <6 hours, 590 

processing <8 hours) can quantify damage and inform emergency beach recovery priorities more cost-effectively than 

traditional surveying. (5) Regional replication: Similar compartmentalized behavior likely exists at other groyne-protected 

beaches along Sri Lanka's southern coast. The Coast Conservation Department should consider adapting this monitoring 

protocol for systematic assessment of coastal protection structure performance across multiple sites. 

 595 

Beach environments exhibit non-linear morphological changes over short time scales, rendering traditional, infrequent 

surveys inadequate for capturing event-driven dynamics (Ciavola and Coco, 2017; Splinter et al., 2014). The high-frequency 

monitoring approach presented here detected changes that would have been completely missed by seasonal or annual 

surveys, particularly the rapid oscillations between erosional and accretional states within weekly intervals. This temporal 

resolution is critical for understanding process-response relationships in high-energy coastal environments and for 600 

implementing timely management interventions (Masselink et al., 2016). Consequently, this low-cost, high-frequency 

methodology warrants application to similar high-energy beaches globally, particularly in regions where conventional high-

precision surveying remains economically prohibitive. The demonstrated accuracy thresholds and uncertainty quantification 

provide a basis for establishing minimum standards for cost-effective coastal monitoring programs. By making high-

resolution morphological monitoring accessible to resource-limited settings, this approach enhances capacity for evidence-605 

based coastal zone planning and disaster risk management in the communities most vulnerable to coastal change. 

https://doi.org/10.5194/egusphere-2025-6536
Preprint. Discussion started: 14 January 2026
c© Author(s) 2026. CC BY 4.0 License.



27 

 

Code availability 

The analysis presented in this paper relied on standard functions within commercial software. Agisoft Metashape 

Professional Free trial version 2.0.3 for orthomosaic generation; ESRI ArcGIS 10.5 and ArcGIS Pro 3.3.2 for shoreline 

change analysis (DSAS) and final map preparation and IBM SPSS Statistics 25 for statistical testing. No custom code was 610 

generated. 

Data availability 

Data availability. The shoreline shapefiles, DSAS transect statistics, beach morphology shapefiles and their measurements 

are available at https://doi.org/10.5281/zenodo.18082190 (Hasaranga et al., 2025). Orthomosaic images (1-2 GB per survey 

date) are available upon request from the corresponding author due to file size constraints. 615 

Interactive computing environment 

No interactive computing environment was used for this research. 

Sample availability 

No physical samples were collected or used in this study. 

Video supplement 620 

No video supplement was submitted with this manuscript. 
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