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Abstract. This paper presents AD-MERGE 2.0, an enhanced integrated assessment model that evaluates reactive (’flow’) and

proactive (’stock’) adaptation strategies along with climate mitigation policies. The updated model extends AD-MERGE 1.0

through seven enhancements: i) including a more recent base year, ii) increased regional details, iii) refined energy system

modeling, iv) inclusion of variable renewable energy, v) direct air carbon capture and storage, vi) recalibrated damage and

adaptation estimates, and vii) alignment with the latest Shared Socioeconomic Pathway (SSP2, version 3.0). Next, this study5

assesses five distinct scenarios using the enhanced AD-MERGE 2.0 framework: a Baseline (no mitigation or damage consid-

eration) and two mitigation pathways, a Reference scenario (current policy-driven mitigation and climate damages), and an

Announced Pledges scenario (emissions aligned with national commitments). Each of the mitigation scenarios is studied with

and without adaptation. Collective advancements incorporated in the model refine analytical precision in scenario analysis,

thus facilitating a more extensive examination of regional heterogeneity, energy system dynamics, technological innovation,10

and economic vulnerabilities associated with climate impacts. The results underscore critical trade-offs and synergies between

adaptation and mitigation strategies, focusing on region-specific policy design and integration of clean energy technologies.

1 Introduction

Integrated Assessment Models (IAMs) are important tools for analyzing and understanding the complex relationships between15

energy systems, economic growth, and environmental sustainability. These models integrate data from various disciplines to

explore the interactions between human and natural systems and evaluate the impacts of different policy decisions. IAMs

facilitate the design of effective and sustainable policies by illustrating the long-term impacts of different emission pathways

(Keppo et al., 2021; IPCC, 2022). Since the Intergovernmental Panel on Climate Change (IPCC) Second Assessment Report

(Weyant et al., 1995; IPCC, 1996), IAMs have played a critical role to quantifying the technological and economic impacts of20

1

https://doi.org/10.5194/egusphere-2025-6408
Preprint. Discussion started: 27 January 2026
c© Author(s) 2026. CC BY 4.0 License.



decarbonization; thus, they served as key tools for Working Group III (WGIII) mitigation analyzes in AR5 and AR6 (IPCC,

2018, 2022).

This paper presents the latest developments of MERGE, a Model for Estimating the Regional and Global Effects of green-

house gas (GHG) reductions (Manne et al., 1995). It introduces AD-MERGE 2.0, a new version of MERGE-ETL (Bahn

and Kypreos, 2003; Bahn et al., 2011) and AD-MERGE (Bahn et al., 2019). MERGE-ETL incorporates the dynamics of en-25

dogenous technological learning, and AD-MERGE further includes reactive and proactive adaptation to study the interplay

of mitigation and adaptation measures. Building on the foundation laid out by its predecessors, AD-MERGE 2.0 introduces

enhancements in the following seven areas: i) base year update (from 2000 to 2015); ii) regional disaggregation (from 9 to 15

regions); iii) improved energy system modeling, with additional and updated natural resources categories, new conversion tech-

nologies, and feedback from direct air carbon capture and storage (DACCS) technologies; iv) inclusion of variable renewable30

energy (VRE) dynamics; v) inclusion of DACCS technologies; vi) recalibration of damages and adaptation; and vii) scenario

alignment with the latest version of the second shared socioeconomic pathway (SSP2) version 3.0 (IIASA, 2024).

The importance of regional disaggregation in IAMs is accentuated in the context of geopolitics, regional variability in energy

resources, climate vulnerability, and impacts (Yalew et al., 2020). Ever-evolving geopolitics and the need for tailored mitiga-

tion strategies necessitate region-specific analysis within IAMs (Gazzotti et al., 2021; Wilson et al., 2021). Detailed regional35

analysis can capture distinct regional socioeconomic and environmental dynamics, facilitating targeted policy studies (Aryan-

pur et al., 2021; Keppo et al., 2021). Moreover, since the impacts of climate change vary across regions, improved regional

disaggregation allows a more accurate analysis of these differences in climate impacts. Further, it facilitates the development

of more effective adaptation strategies (Patt et al., 2010; Awais et al., 2023). In AD-MERGE 2.0, we have increased the num-

ber of regions from 9 to 15 to better capture regional differences in climate impacts, energy resources, and socio-economic40

conditions.

Moreover, to accurately reflect evolving energy systems, integrating a diverse spectrum of energy sources and technologies,

from traditional to emerging alternatives, can improve the effectiveness of IAMs (Keppo et al., 2021; IPCC, 2022). Rapid

technological developments of emerging energy carriers and technologies pose challenges and opportunities for the energy

system. Among these developments is the integration of hydrogen, a potentially low-emission fuel with high gravimetric energy45

density and versatility (IRENA, 2022; Edelenbosch et al., 2023; Lippkau et al., 2023). Hydrogen’s energy storage and transfer

capabilities make it key to decarbonizing hard-to-abate sectors and meeting ambitious emission targets (Kouchaki-Penchah

et al., 2024). Alongside hydrogen, advanced decarbonization solutions are being explored to increase the overall flexibility of

the energy transition. DACCS captures and stores atmospheric CO2, improving negative emissions capacity. However, its high

energy and water demands raise concerns about relying on it to delay near-term mitigation, which could lead to irreversible50

warming (Realmonte et al., 2019; Fuhrman et al., 2021; Carton et al., 2023). By explicitly incorporating emerging clean

energy and carbon removal technologies, our model provides a more comprehensive evaluation of how innovation can shape

decarbonization pathways within a dynamic and evolving energy landscape.

Along with the imperative to address climate change in recent years, we have seen a dramatic decline in the cost of renewable

energy technologies, driven by policy support and technological advancements (IEA, 2020a; NREL, 2021). Thus, renewable55
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energy sources have transitioned from policy-dependent options to market-competitive alternatives, often surpassing fossil

fuels in the levelized cost of generation (Gong et al., 2023). The rise of VRE, characterized by its intermittent nature along

with demand fluctuations, requires power systems to adapt to various operational challenges (Bianco et al., 2019; Parrado-

Hernando et al., 2022). This highlights the need for IAMs to account for the growing complexity of energy systems and

power system dynamics. Nevertheless, IAMs are designed for long-term trends; they often encounter significant challenges60

when it comes to capturing the short-term dynamics of the power sector. Although some IAMs improved temporal and spatial

resolutions or added mechanisms to reflect system complexity (Carrara and Marangoni, 2017; Pietzcker et al., 2017; Ueckerdt

et al., 2017; Gong et al., 2023), many still fall short in accurately capturing power system dynamics. This can significantly

misrepresent transmission constraints, regional variability in renewable energy, and the flexibility needed to balance supply

and demand (Aryanpur et al., 2021; Martínez-Gordón et al., 2021). In this paper, we contribute to addressing these modeling65

limitations by incorporating different power sector dynamics within AD-MERGE.

IAMs are essential for analyzing the economic impacts of climate change, but often face challenges in accurately repre-

senting adaptation measures, particularly at finer spatial resolutions, where adaptation is often overlooked or oversimplified.

Although models like AD-RICE, AD-WITCH, and Ada-BaHaMA have explicitly incorporated adaptation as a policy variable

(de Bruin et al., 2009; Agrawala et al., 2011a; Bahn et al., 2012, 2015), given the fast pace at which impact studies have evolved,70

existing assessments of climate impacts and the costs and effectiveness of adaptation measures are mostly outdated. Despite

the critical importance of adaptation, there has been limited progress over the past decade in developing reliable estimates

for global adaptation costs (UNEP, 2023), leaving it inadequately integrated into current modeling and SSP frameworks (van

Maanen et al., 2023). Addressing this shortcoming is essential to improve the accuracy of future projections, as inadequate

adaptation modeling limits the ability to assess the full spectrum of climate impacts and the effectiveness of different policy75

responses. In this paper, we contribute by recalibrating the climate damage function and the associated adaptation costs and

benefits within the AD-MERGE framework.

The evolution of IAMs has been marked by the incorporation of frameworks such as Representative Concentration Path-

ways (RCPs) (Van Vuuren et al., 2011) and Shared Socioeconomic Pathways SSPs (Riahi et al., 2017). While SSPs outline

potential trajectories for global societal, demographic, and economic development, RCPs specify alternative radiative forcing80

pathways that reflect different GHG concentration scenarios. The SSP-RCP frameworks (Van Vuuren et al., 2014; Riahi et al.,

2017) effectively complement each other by exploring climate and societal futures. This integrated approach allows for more

comprehensive climate change-related studies (O’Neill et al., 2020). As a result, it improves our ability to envision and plan for

the diverse impacts of societal and climatic transformations. For this paper, we have aligned the demographic and economic

developments of AD-MERGE 2.0 with the latest iteration of the SSP version 3.0 scenarios (IIASA, 2024).85

The remainder of this paper is organized as follows. Section 2 describes AD-MERGE 2.0 framework and presents model

improvements. Section 3 introduces the calibration process and outlines the scenarios studied. Section 4 analyzes different

climate policies with AD-MERGE 2.0 and studies the interplay between adaptation and mitigation of climate change. Section 5

provides a discussion of our findings and presents our concluding remarks.
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Figure 1. Structure of AD-MERGE comprises four modules. In the Macro module, AEEI stands for autonomous energy efficiencies, whereas

ELVS and KLVS are elasticities of substitution among production and factors.

2 Methodology and model enhancements90

In this section, we present several key advancements within AD-MERGE 2.0. We begin by introducing the overall framework of

the model, then describe the new regional disaggregation. We next present the expanded energy portfolio, which incorporates

new explicit technologies and updated techno-economic parameters across a range of technologies, and finally outline the

recalibration process for climate damages and adaptation costs.

2.1 AD-MERGE overall framework95

As depicted in Fig. 1, AD-MERGE comprises four modules: i) The Energy Technology Assessment (ETA) module uses a

bottom-up approach to model the energy supply sector, separating the production and associated GHG emissions of electric

and non-electric energy. This module enables transitions among energy carriers and technologies. ii) The Macroeconomic

(MACRO) module applies a top-down approach to capture the interplay between the energy sector and the broader economy
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by modeling substitutions between value-added and energy aggregates. iii) The Climate module represents the causal chain100

through which GHG emissions increase atmospheric GHG concentrations, alter the radiative forcing balance, and lead to

changes in global mean surface temperature. In AD-MERGE, this reduced-form module is internally integrated within the

model’s optimization framework, allowing climate dynamics to evolve endogenously and enabling explicit feedbacks between

climate outcomes, economic activity, energy-system decisions, and adaptation responses. Owing to the thermal inertia of the

climate system, driven by a slower heat uptake of the oceans, actual temperature change lags behind potential temperature105

(Manne et al., 1995). Accordingly, the model distinguishes between potential temperature and actual temperature, with the

latter adjusting gradually over time. iv) The Damage module quantifies gross damages, which are economic losses due to

temperature changes, assuming no adaptation. Through adaptation policies, these gross damages can be reduced to residual

damages. In AD-MERGE, the original market damage function from the MERGE model is replaced with a new function

that incorporates these residual damages as well as the costs of adaptation measures, representing net costs of climate change110

(Bahn et al., 2019). Reactive adaptation is modeled as immediate spending (i.e. a flow variable), and proactive adaptation is

modeled as an investment in capital that provides protection (i.e. a stock variable). These strategies are integrated using a

Constant Elasticity of Substitution (CES) function, reflecting the premise that reactive and proactive adaptations are imperfect

substitutes.

AD-MERGE is formulated as a non-linear optimization problem, designed to optimize a global Negishi welfare function,115

which aggregates the discounted utility of consumption across regions (Negishi, 1960). The Negishi welfare function adjusts

regional utility weights to equalize the marginal utility of income across regions, maximizing overall social welfare while

accounting for regional differences (Stanton et al., 2014). This allows for the maximization of a single global social welfare

while ensuring that regions act in their own best interest. The economic structure of each region is represented using a Ramsey-

Solow framework, which captures the dynamics of optimal long-term economic growth. AD-MERGE follows an intertemporal120

optimization problem under the assumption of perfect foresight, solving for all time periods simultaneously. The model ensures

that supply and demand are balanced in each period through the pricing of traded goods, including energy commodities, and a

numeraire, which represents all non-energy production.

Table 1 offers an overview of how AD-MERGE 2.0’s mathematical formulation, climate and damage specifications, carbon

dioxide removal (CDR), adaptation treatment, and regional coverage compare with those of other widely used IAMs. The table125

is meant to situate the model within the broader IAM landscape and to clarify the structural choices that underpin the analysis

that follows.

2.2 Improved regional disaggregation

To achieve a more granular and region-specific representation of the socioeconomic dynamics, the initial nine regions of AD-

MERGE have been divided into 15 regions (Fig. 2). The new regional disaggregation enhances AD-MERGE by capturing130

the diversity of development patterns, challenges, and opportunities across more regions. This improves the model’s ability to

study regional energy policies, resource management, and the assessment of impacts and adaptation strategies. Several factors,
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Table 1. Structural characteristics of AD-MERGE 2.0 compared with selected IAMs.

Model Math.a

structure

Perspectiveb Base

year

Impact

assessment

CDR Adaptation

modeling

Impacte and

adaptation data

Regions Climatef

modeling

AD-MERGE 2.0 IO/NLP Hybrid 2015 Quadratic Explicit Explicit Current study

(2025)

15 Internal

AD-MERGE 1.0 IO/NLP Hybrid 2000 Quadratic Generic Explicit de Bruin (2014) 9 Internal

AD-RICE IO/NLP TD 2010 Quadratic Implicit Explicit de Bruin (2014) 12 Internal

AD-WITCH IO/NLP Hybrid 2005 Quadratic Explicit Explicit Agrawala et al.

(2011a, b)

13 Internal

FUND RD/S TD 2000 Multi-impact

modules

Implicit Implicit Anthoff and Tol

(2014)

16

GCAM RD/NLP Hybrid 2015 Complex Explicit Policy/

Implicitc
– 11 External

GRACE RD/NLP TD 2014 Quadratic Implicit Explicitd

only EU

Aaheim et al.

(2012)

11 External

AIM RD/S TD 2005 Complex Explicit Policy/

Explicitc
– 26 External

IMAGE RD/S TD 2005 Complex Explicit Policy/

Explicitc
Aaheim et al.

(2012)

26 External

MESSAGE IO/LP Hybrid 2010 – Explicit Policy – 11 External

REMIND IO/NLP Hybrid 2005 Quadratic Explicit Policy/

Implicit

– 12 External

TIAM IO/LP BU 2005 – Explicit Policy – 16 Internal

a,b Abbreviations: IO – intertemporal optimisation; RD – recursive dynamic; (N)LP – (Non)linear programming; S – simulation; BU - Bottom-up; TD -

Top-down; CDR - Carbon Dioxide Removal.
c IMAGE account for adaptation explicitly when it is coupled with the AD-FAIR model.
d GRACE only accounts for adaptation in the European economies.
e Although some models have incorporated new climate impact estimates, adaptation parameters remain largely unrevised, except for sea level rise.
f Comparison of climate-modeling approaches, showing the use of external models, often lacking feedbacks, versus internally integrated modules that

explicitly capture climate–economy feedbacks.

including insights from other IAMs, geographical considerations, political coalitions, and the availability of data have informed

this development.

As part of this refined disaggregation, large countries such as Canada (CAN), Mexico (MEX), Brazil (BRA), and Russia135

(RUS) are now represented as standalone regions. This update complements the original AD-MERGE model, where major

economies such as the United States (USA), China (CHN), and India (IND) were already treated as separate regions. Australia

and New Zealand, previously aggregated with Canada in the “Canada, Australia, and New Zealand” region, are now represented

as a separate region (ANZ), distinctively. Furthermore, previously grouped “Eastern Europe and the former Soviet Union” have

been divided into two distinct regions, Russia and Eurasia (OEA). Finally, the “rest of the world group” is disaggregated into140

three distinct continental groups: Central and Latin America (CLA), Africa (AFR), and other Asian countries (OAS). Moreover,
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new regions such as Japan and South Korea (JSK) and the Middle East (MEA) have been introduced, while Western Europe

(WEU) continues to be represented in the model. Table A1 in Appendix A presents the list of newly defined regions, their

abbreviations, and descriptions of the countries included within each region.

Figure 2. AD-MERGE 2.0 new regional disaggregation that considers 15 regions of individual countries or groups of countries. Created

using MapChart (https://www.mapchart.net/index.html).

2.3 Enhanced energy system modeling145

The ETA module is critical in modeling the conversion of primary energy sources into secondary energy carriers through

a variety of energy conversion technologies. In AD-MERGE, 20 distinct energy conversion technologies were incorporated

within the model, each competing to provide various types of secondary energy. In AD-MERGE 2.0, these technologies have

been extended to 36 distinct energy conversion technologies, including nine new power generation technologies and five new

hydrogen generation technologies (as shown in Fig. 3).150

In earlier model versions, renewable technologies were grouped under broad categories of “advanced high-” and “low-

cost” technologies, which included an aggregated representation of carbon-free options such as modern nuclear, biomass,

wind, and solar. AD-MERGE 2.0 replaces these generic carbon-free technologies with specific technologies, including solar
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photovoltaics (PV), concentrated solar power (CSP), BECCS, onshore and offshore wind, and distinct nuclear technologies.

Furthermore, AD-MERGE 2.0’s power sector now features explicit fossil fuel technology options. Natural gas technologies are155

differentiated into combined-cycle and open-cycle gas turbines, with the option for combined-cycle to be paired with carbon

capture and sequestration (CCS). Additionally, coal technologies now distinguish between subcritical, supercritical, and ultra-

supercritical technologies, which can also be equipped with CCS. The model also includes battery storage and pumped hydro

storage (PHS), considering short-term and seasonal storage derived from curtailment.

The new AD-MERGE 2.0 framework employs a granular approach to resource characterization, categorizing oil and gas into160

13 extraction cost tiers, where categories 1 to 10 denote conventional sources, and 11 to 13 represent unconventional reserves.

Coal is divided into five cost categories that include bituminous, sub-bituminous, and lignite extraction costs with a similar

approach to Rochedo (2016). To ensure consistency between resource inputs and nuclear technologies electricity generation,

the model tracks aggregated macro-level fuel resource consumption, thermal efficiency parameters, and associated long-term

waste management requirements with a similar approach to Marcucci and Turton (2012). The energy reserves and resources165

estimates incorporate the latest data from IEA (2017) and BGR (2022).

2.3.1 Integration of hydrogen

Alternative hydrogen production technologies, with and without carbon capture and sequestration (CCS), utilizing diverse feed-

stocks such as natural gas, coal, and electricity, have been modeled in AD-MERGE 2.0 (see again Fig. 3). Techno-economic

data, including levelized cost of hydrogen production, efficiency, and emission profiles for each technology, have been com-170

puted using the H2A tool (NREL, 2023). This has involved removing fuel costs from the calculations, as the model endoge-

nously accounts for them. The model incorporates steam methane reforming of natural gas, a widely utilized process for

hydrogen production without CCS (Lewis et al., 2022). Furthermore, the model now simulates steam methane reforming of

natural gas with CCS, capturing 96% of carbon as CO2 (Lewis et al., 2022). For coal-based hydrogen production, the model

simulates the water shift reaction of syngas from coal gasification, including a version with CCS to capture 91% of emitted175

CO2 (Lewis et al., 2022).

The model includes two types of electrolysis for hydrogen production; the first is a dedicated plant used exclusively for gen-

erating hydrogen. It incorporates electrolysis using a state-of-the-art polymer electrolyte membrane electrolyzer (DOE, 2020)

to split water into hydrogen and oxygen, a critical process for leveraging electricity from renewable sources. The second option

is a flexible electrolysis system, which uses surplus or curtailed electricity from VRE to produce hydrogen. The latter plant’s180

operational capacity factor is dynamically determined by the extent of electricity curtailment, meaning that higher curtailment

levels directly translate into increased power to hydrogen conversion. Information on hydrogen production capacities and con-

sumption in each region in the base year has been gathered from various international and national reports, including the IEA’s

Global Hydrogen Reviews (IEA, 2022, 2023), the IEA’s World Energy Outlook (IEA, 2023), the Hydrogen Council’s Global

Hydrogen Flows report (Hydrogen Council, 2022), and NRCan’s Hydrogen Strategy for Canada (NRCan, 2020).185
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Figure 3. Reference energy system for AD-MERGE 2.0. In this figure, key technologies are represented by the following acronyms: OCGT

(Open Cycle Gas Turbine), NGCC (Natural Gas Combined Cycle), CCS (Carbon Capture and Sequestration), (U)SC ((Ultra) Supercritical),

IGCC (Integrated Gasification Combined Cycle), NLWR (Conventional Light Water), (Small Modular units), NVHTR (Very High Temper-

ature process heat), NSFR (advanced fast-spectrum design), BECSS (BioEnergy with CCS), PV (Photovoltaics), CSP (Concentrated Solar

Power), PHS (Pumped Hydro Storage), FT (Fischer-Tropsch synthesis), SMR (Steam Methane Reforming), SR (Steam Reforming). New

technologies are highlighted in oat color.
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2.3.2 Modeling of VRE dynamics

AD-MERGE 2.0 now adopts a more practical approach for evaluating VRE technologies by explicitly Solar PV, offshore,

and onshore wind. The solar energy variables are classified into seven classes and two distance ranges from the grid, capturing

unique characteristics and variability of solar energy generation. This approach is implemented for both solar PV and CSP with

battery storage. We derived the data on the maximum resource potentials in each region from Pietzcker et al. (2014). These190

supply curves account for full load hours and are divided into different classes for PV and CSP for different distances from the

grid (near and far). Wind technologies are also divided into offshore and onshore, each classified into nine different classes.

This classification is based on the estimated wind energy supply curves estimated by Eurek et al. (2017). We consider these

curves to determine the regional resource potential considering: i) capacity factor, ii) distance from the grid (near, mid, and far),

and iii) sea depth for the offshore wind (shallow, transitional, and deep). This classification enables a granular evaluation of195

solar and wind installations, allowing for a detailed analysis of the energy output potential in different geographical locations.

The cost and performance data for VRE technologies have been derived from NREL (2021), while the regional cost differences

are based on IRENA (2023).

Beyond characterizing regional VRE potentials, a key challenge lies in accurately capturing how these technologies interact

with the power system. Therefore, assessing the impact of VRE on power systems within IAMs poses significant challenges200

due to the mismatches in time and location between VRE supply and electricity demand. The complexity of power systems

further complicates this, often resulting in a limited representation of integration costs and system feasibility within IAMs

(Ueckerdt et al., 2015; Gong et al., 2023; Parrado-Hernando et al., 2022). Some of the essential adjustments include reliable

reserve capacity, enhanced operational flexibility, VRE curtailment management, and expansion of the transmission and grid

infrastructure (Pietzcker et al., 2017; IEA, 2020b). Despite the complexities, IAMs and energy system models often represent205

these integration costs through direct integration (Carrara and Marangoni, 2017), where the relevant dynamics and costs are

embedded directly within the model structure and equations. Direct integration enhances model accuracy through improved

temporal, technical and spatial aspects and incorporates equations that simulate these impacts. Another approach is soft-linking

or coupling, which connects detailed energy system models with IAMs for improved power system analysis (Ueckerdt et al.,

2017; Gong et al., 2023).210

To address identified limitations, AD-MERGE 2.0 employs several mechanisms to directly integrate VRE into the power

system. Drawing on the framework presented by Pietzcker et al. (2017), which identified 18 key dynamics and five broader

categories for VRE integration in IAMs, our model incorporates 11 of these dynamics. Specific integrated features include

flexibility constraints, a Residual Load Duration Curve (RLDC) method for finer temporal analysis, short-term and seasonal

storage representation, and grid cost adjustments (see Fig. 4). These features are incorporated within all five broader categories:215

investment dynamics, power system operation, temporal matching of VRE and demand, storage, and grid. Together, these

mechanisms enable AD-MERGE 2.0 to more accurately capture the operational and economic implications of integrating high

shares of renewable energy.
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Figure 4. The effect of variable renewable energy (VRE) expansion at about 10% share to 50% share in total annual load on the residual

load duration curve (RLDC). This figure is adopted from Ueckerdt et al. (2017).

• Flexibility constraints are crucial for adapting electricity systems to fluctuating loads, as they allow for more efficient use

of VRE generation and mitigate costs associated with curtailment, congestion, and load shedding (Sullivan et al., 2013;220

Joos and Staffell, 2018; Miri et al., 2022). However, IAMs with long time steps often overlook short-term flexibility

needs, potentially overestimating VRE integration (Sullivan et al., 2013). Incorporating these constraints into IAMs

is essential for accurately representing the challenges of integrating high shares of VRE into the energy system. For

mathematical details, see Appendix B1.

• Residual Load Duration Curve (RLDC) has been integrated into AD-MERGE 2.0 to better represent the temporal225

aspects of electricity generation and demand. RLDCs provide a reordered representation of the residual load, the demand

remaining after accounting for VRE generation, highlighting the necessity for dispatchable power plants to fill these

gaps (Ueckerdt et al., 2015). Following the RLDC parameterization approach of Ueckerdt et al. (2017), load bands are

constructed to define peak load and estimate VRE curtailment levels (see Fig. 4). In addition, storage capacities and

costs are also parameterized based on the regional VRE share. The RLDC and storage parameters are modeled using a230

third-order polynomial that accounts for the contributions of solar PV and wind energy to the overall load.

Curtailment in electricity systems occurs when excess electricity production surpasses demand or storage capacity. This

issue is traditionally managed through the strategic operation of dispatchable power plants that can quickly adapt to

fluctuations (Johnson et al., 2017). However, the increasing adoption of VRE complicates this process, as excess genera-
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tion cannot be managed solely through system flexibility enhancements (Ueckerdt et al., 2017; McPherson et al., 2018).235

To address this, the model now incorporates short-term and seasonal storage solutions, such as electricity storage and

conversion into hydrogen via electrolysis, to utilize surplus energy from curtailment.

In AD-MERGE 2.0, storage plays a critical role in mitigating curtailment and enhancing system flexibility. Short-term

storage from curtailment contributes to system flexibility, while seasonal storage involves using surplus electricity to

produce hydrogen, which can be used in different sectors or hydrogen turbines. The model also includes PHS and grid-240

scale battery storage, each offering distinct advantages such as scalability, low maintenance, and versatility. In 2021, PHS

accounted for over 90% of total global electricity storage (IEA, 2020b). PHS dominates global electricity storage when

hydro reservoirs are excluded. Meanwhile, grid-scale battery storage is advancing rapidly (Schoenfisch and Dasgupta,

2023). This trend underscores the growing importance of both pumped hydro and battery storage in the energy sector to

balance short-term fluctuations, stabilize the grid, and manage peak loads.245

• Grid cost adjustment in IAMs is essential to accurately reflect the economic and logistical challenges of integrating VRE

into the power system. For the grid infrastructure, we assume the presence of a developed AC grid capable of efficiently

distributing electricity across smaller spatial scales. The costs for this portion of the grid are assumed to depend on total

electricity demand, independent of VRE deployment, and are considered as linear markups applied uniformly across all

generation technologies as levelized costs, regardless of generation type.250

The additional costs of integrating VRE into the grid are represented by accounting for transmission line expenses,

which are calculated for each region and time period. As VRE penetration increases, the system requires enhanced

interconnections to manage variability, reduce curtailment, and improve dispatchability (IEA, 2020b). Therefore, in

addition to the expenses of VRE transmission due to the spatial distance between generation sites and grid infrastructure,

adjustments to grid capital costs are also incorporated. Specifically, grid capital cost for VRE is adjusted based on their255

share in the energy mix, using an exponential function to reflect the non-linear impact of higher VRE integration on grid

infrastructure costs based on Luderer et al. (2015). A detailed mathematical formulation is given in the Appendix B2.

2.4 Modeling of direct air carbon capture and storage

DACCS offers a promising approach to remove CO2 directly from ambient air and store it, which facilitates offsetting emis-

sions from hard-to-abate sectors. In current IAMs, DACCS has been shown to contribute significantly to achieving mitigation260

pathways and building negative emissions portfolios (Fuhrman et al., 2019; Realmonte et al., 2019; Morrow et al., 2022;

Motlaghzadeh et al., 2023). In our model, we represent two DACCS technologies: a liquid-scrubbing process (e.g., hydrox-

ide–carbonate) and a solid-sorbent process (e.g., temperature vacuum swing adsorption, TVSA), based on the latest literature

and their technological readiness (Bouaboula et al., 2024). Each technology is characterized by the corresponding energy use,

efficiency, and levelized costs over time, reflecting the assumed cost reductions. Appendix C provides the assumptions and pa-265

rameter values. Our modeling framework endogenously selects between liquid and solid DAC technologies, representing their

competition with other mitigation and removal options. Furthermore, the model integrates additional negative emissions strate-
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gies, such as Bioenergy with Carbon Capture and Storage (BECCS) and afforestation, to comprehensively evaluate pathways

towards more stringent carbon targets.

2.5 Damage and adaptation modeling270

In AD-MERGE 2.0, the impacts of climate change and the costs and benefits of adaptation were calibrated across the 15 regions

included in our analysis. We distinguish between reactive and proactive adaptation. Reactive adaptation covers reaction to

climate change stimuli, whose costs and benefits are confined to the current period and do not carry over; in our model,

these measures are treated as flow variables reflecting decentralized, low-investment actions. Proactive adaptation, in contrast,

involves large-scale anticipatory investments that incur upfront costs and generate a stock of adaptation whose benefits unfold275

over multiple future periods. The adaptation stock is modeled as a form of capital that depreciates over time and is treated

as a regional public good, as its costs and benefits extend beyond individual decision-makers. Together, these two modeling

approaches capture both immediate individual-level coping strategies and long-term collective resilience measures consistently

across all 15 regions.

The gross damage and adaptation functions in AD-MERGE 2.0 are calibrated using the same functional form as in Bahn280

et al. (2019). This functional form and the calibration procedure are described in Appendix D. The assessment focuses on

six climate impacts for which there are reliable regional data. These impacts are river flooding, total energy demand, coastal

impacts, labor productivity, health, and tourism. The data used for each impact are given in Table D1 of Appendix D. For each

impact in a specific region, a relationship was estimated over temperature and economic growth to allow more data points.

Impacts in a specific region were then aggregated for different levels of temperature change and economic growth. Based285

on these observations, a regional damage curve was parameterized to reflect relationships between temperature change and

economic losses as a percentage of GDP. Specifying losses as a percentage of GDP allows us to incorporate the effect of

economic growth on total economic costs.

Figure 5 presents a comparative assessment of global damage functions, illustrating climate-induced economic losses as a

percentage of GDP under a no-adaptation assumption. The revised damage curve in AD-MERGE 2.0 reflects the integration of290

recent estimates of sectoral and regional vulnerabilities, leading to a more pronounced increase in economic losses with rising

temperatures. The updated curve exhibits mid- to high-end estimates from the literature, such as Howard and Sterner (2017),

and projects a higher damage trajectory than the earlier AD-MERGE 1.0 version, which is closer to the more conservative

projections of Nordhaus (2013). This upward shift in damage estimates suggests greater sensitivity of economic outcomes to

warming, underscoring the importance of accounting for heterogeneous sectoral and regional impacts in integrated assessment295

modeling and of regularly updating damage estimates in IAMs. The corresponding regional damage functions Appendix D

Fig. D1a.

When calibrating adaptation, we estimate the costs and benefits of each form of adaptation, namely stock (reactive) and flow

(proactive). The costs are given as a percentage of GDP, whereas the benefits are given as a fraction of gross damages avoided.

This is referred to as the level of adaptation and represents the difference between gross and residual damages. Then, ‘optimal300

adaptation levels’ and concomitant adaptation costs are estimated for each impact for a specific region and adaptation type
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based on data or other literature. A maximum level of adaptation is also estimated, reflecting the point at which the adaptation

cost function would become extremely high. An adaptation cost and benefits function over temperature is estimated per impact

in a specific region. Adaptation costs and benefits are then aggregated over impacts for each region, and adaptation coefficients

are calibrated to capture these estimates.305

Figure 5. Global climate change damage curves comparison.

3 Model calibration and scenario development

3.1 Model calibration and validation

The IPCC uses the SSP, RCP and C1-C8 warming categories to describe potential socioeconomic futures and climate scenarios

collectively. The SSPs outline distinct socio-economic futures that influence the drivers of GHG emissions and thereby the

resulting radiative forcing levels (RCPs) used in climate scenarios. The RCPs describe the potential atmospheric concentra-310

tions of GHGs. In the AR6 framework, the temperature categories C1–C8 distinguish these scenarios based on their projected

temperature outcomes by the end of the 21st century relative to the pre-industrial era (1850-1900). The AR6 scenario ensem-

ble includes a diverse set of quantitative scenarios developed by different modeling groups, using various frameworks that

incorporate these SSP, RCP, and C-category structures.

AD-MERGE 2.0 is calibrated using 2015 as the base year and aligns with the SSP version 3.0 demographic and economic315

projections from 2015 through 2100, ensuring consistency with the latest available SSP datasets IIASA (2024). Specifically,

the model integrates the most recent population projections from the SSP2 scenario provided by KC et al. (2024) and in-

corporates GDP trajectories based on estimates by Cuaresma (2017). The new calibration also involved revising key model

parameters and adjusting variables, including base year values for primary and secondary energy production, existing produc-

14

https://doi.org/10.5194/egusphere-2025-6408
Preprint. Discussion started: 27 January 2026
c© Author(s) 2026. CC BY 4.0 License.



tion capacities, and total trade volumes, based on IEA (2023). Emission-related variables, such as global warming potentials,320

cumulative emissions in the base year, energy and non-energy emissions, and radiative forcing, were updated using data from

AR6 WGI (Forster et al., 2022) and Synthesis Report (IPCC, 2023). In addition to hydrogen (see Section 2.3.1) and VRE (see

Section 2.3.2), the technical parameters for other emerging technologies were revised based on IEA (2020a). To assess consis-

tency, the AD-MERGE 2.0 Baseline scenario results were compared with the SSP2 scenario of the AR6 database (Byers et al.,

2022), with a particular focus on warming levels categories C7-C8, as these categories correspond to our baseline emission and325

temperature trajectories.

Figure 6a presents total GHG emission projections. In AD-MERGE 1.0, which uses 2000 as a base year, the projected

emissions are well below the observed emissions for 2015 and 2020 (see ‘Baseline 1.0’ in the figure). Afterwards, emissions

increase steadily to a level approaching an RCP 8.5 scenario. The emissions estimates from the updated AD-MERGE 2.0 (see

‘Baseline 2.0’ in the figure) are consistent with the observed emissions in 2015 and 2020 and follow the RCP 7.0 scenario330

closely over time (see ‘SSP3-7.0’ in the figure). In this figure, the warming categories C6-C7 (limit warming between 3 and

4 degrees) and C8 (exceed warming of 4 degrees) are also provided for comparison. Non-energy-related emissions are treated

exogenously in the model, with their trajectories calibrated to align with the warming level categories corresponding to each

of our main scenarios, based on the representative scenarios in the AR6 WGIII report (IPCC, 2022).

In Fig. 6b-6d, AD-MERGE 2.0 outputs, represented by data points, consistently fall within the interquartile ranges of the335

AR6 scenario ensemble for SSP2 categories C7 and C8. These categories were selected as a comparison benchmark since

the AD-MERGE Baseline scenario aligns with this range of projected warming. The projections of primary energy supply

(Fig. 6b) and electricity generation (Fig. 6c) closely track the median trends, reflecting the model’s ability to capture regional

patterns of electrification, technological diffusion, and decarbonization efforts. In addition, GDP trajectories (Fig. 6d), shown

in alignment with the interquartile ranges across regions, further support the consistency of the economic and demographic340

assumptions embedded in the model calibration.

3.2 Scenarios

We explore five main scenarios using AD-MERGE 2.0:

Baseline This scenario represents our calibration scenario. This scenario assumes the continuation of current global trends

in energy use, GHG emissions, and economic development in the absence of additional climate policies. This scenario345

excludes climate damages from decision-making, providing a counterfactual framework to evaluate the effectiveness of

climate policy interventions when such damages are considered.

Reference without adaptation—REF-NA This scenario represents a progression under existing policies and measures, draw-

ing from the IEA’s Stated Policy Scenario (STEPS) (IEA, 2023). The IEA-STEPS outlines the expected progression of

the energy system based on an analysis of the current policy framework. It includes a modest carbon pricing mechanism350

and additional measures designed to curb emissions. In REF-NA scenario, we implemented these measures to the extent

allowed by the structural capabilities of our model. We applied the same carbon pricing to the specified regions and
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(a) (b)

(c) (d)

Figure 6. (a) World total GHG emissions; (b) regional primary energy supply, (c) regional electricity generation and (d) regional GDP—all

presented for the year 2100 in SSP2 C7–C8 scenarios compared to AD-MERGE 2.0 (diamond). In Fig. 5a, Baseline 2.0 and Baseline 1.0

refer to AD-MERGE 2.0 and AD-MERGE 1.0 Baseline scenarios, respectively.

assumed comparable emission trajectories for the rest. Furthermore, we implement gross damages in this scenario and

do not allow the use of adaptation. REF-NA benchmarks the effectiveness of current policies in tackling climate change

and fostering energy transitions, evaluating their adequacy in achieving regional decarbonization targets.355

Reference with optimal adaptation—REF-OA This scenario expands on the REF-NA scenario by incorporating both proac-

tive and reactive adaptation strategies. Adaptation is optimized, assuming full knowledge of adaptation costs and benefits

and future economic and gross damage projections. This scenario assesses the effectiveness of coordinated climate strate-

gies by analyzing the combined impact of adaptation measures and moderate mitigation efforts, supporting the global

transition to a more sustainable future.360

Announced pledges without adaptation—APS-NA This scenario reflects the progression of the energy system under all

publicly announced climate pledges and net-zero commitments, drawing from the IEA’s Announced Pledges Scenario

(APS) (IEA, 2023). The IEA-APS outlines the trajectory of global and regional emissions if the stated commitments are

16

https://doi.org/10.5194/egusphere-2025-6408
Preprint. Discussion started: 27 January 2026
c© Author(s) 2026. CC BY 4.0 License.



met in full and on schedule. Accordingly, we adopt regional emission constraints that follow the IEA-APS pathways. In

this scenario, the analysis includes the consideration of climate impacts in the absence of adaptation measures.365

Announced pledges with optimal adaptation—APS-OA This scenario is an advancement of the APS-NA scenario, incor-

porating optimal adaptation strategies. Since APS-OA and APS-NA share identical mitigation assumptions, their energy

system outcomes and emission trajectories coincide. Consequently, APS-OA is used to represent the APS scenarios when

comparing energy system developments and emission pathways (Section 4.1-4.2), while APS-NA serves to illustrate the

interaction between adaptation and mitigation (Section 4.3).370

4 Results analysis

4.1 Emission trajectories and temperature change

The Baseline scenario of AD-MERGE 2.0 projects a persistent increase in total GHG emissions throughout the 21st century,

with a notable increase until 2040, followed by a more moderate trend until 2100. This trajectory is consistent with the high-

emission pathway of SSP3-7.0 and yields an estimated temperature increase of 3.6◦C by 2100 (see Fig. 7a). The Baseline375

scenario highlights the need for additional decarbonization measures and shows the deviation from effective carbon mitigation

strategies. The REF-NA scenario depicts a continuous decline in emissions falling well below Baseline levels, leading to

a potential temperature rise to 2.3◦C. Although this trend demonstrates that the inclusion of climate damages and current

policies helps shift emissions toward lower trajectories, it underscores that additional efforts are still needed to limit the 2◦C

goal set by the Paris Agreement (UNFCCC, 2015). The implementation of adaptation measures in the REF-OA scenario results380

in a reduction in climate-related damages. This, in turn, decreases the marginal benefits of mitigation, leading to a reduction

in mitigation efforts and ultimately higher temperature increases that reach 2.4◦C by the end of the century. The APS-OA

scenario, which replicates the IEA-APS emission trajectory for energy-related CO2 emissions, represents a more ambitious

climate mitigation pathway. In this scenario, alignment with the announced policy targets results in an emission pathway that

limits global warming to 2◦C by 2100. Our scenarios fall into the following AR6 temperature categories: Baseline is between385

C7–C8 categories, REF scenarios between C5–C6, and APS between C3–C4.

Figure 7b depicts the trajectories of energy-related CO2 emissions and allows comparison with IEA scenarios. As discussed

in Section 3.1, AD-MERGE 2.0 Baseline is consistent with the SSP3-7.0, although the emissions are slightly higher in the short

run. For the REF-NA scenario, energy-related CO2 emissions broadly follow the IEA-STEPS trajectory in the short run but fall

below it in the long run, suggesting AD-MERGE responds more strongly to similar policy assumptions. Consistent with the390

pattern for total GHG emissions, the REF-OA scenario reduces energy-related emissions, but leaves them slightly higher than

under REF-NA. Under APS-OA scenario, emissions further decline over the century, falling to less than 8 Gt CO2 per year by

2100. Non-CO2 GHG emissions under the Baseline 2.0 scenario continue to rise steadily throughout the century, as shown in

Fig. 7c-d. In contrast, the REF-NA and APS-OA scenarios exhibit consistent downward trends in emissions of nitrous oxide

(N2O) and methane (CH4) (see Fig. 7c-d) with the APS-OA scenario achieving the highest reductions over the century.395
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Figure 7. (a) Total GHG emissions (b) energy-related CO2 emissions (c) total N2O emissions, and (d) total CH4 emissions comparison

across various scenarios: AD-MERGE 2.0 (Baseline 2.0, REF-NA, REF-OA and APS-OA), two IPCC representative pathways (SSP2-4.5

and SSP3-7.0), and IEA scenarios (IEA-STEPS and IEA-APS). Shaded patterns represent the C8 to C3 warming levels based on IPCC (2022)

classifications, providing a comparative context for emission trajectories. The ‘Implemented policies’ ranges show emissions pathways

assuming policies implemented by the end of 2020 and pathways assuming implementation of NDCs before COP26. The gradient boxes

show the 5th to 95th percentile of the projected warming levels in 2100. The figure also illustrates each scenario’s warming levels relative to

the period 1850–1900.

4.2 Energy system overview

The energy supply projections (Fig. 8) show a significant shift in the global energy landscape under the decarbonization

scenarios, REF-NA, REF-OA, and APS-OA, compared to the Baseline scenario. In the Baseline scenario, primary energy
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supply reaches 1221 EJ and final energy use reaches 1050 EJ by 2100, whereas all alternative scenarios result in reduced levels

of both metrics. The reduction is primarily driven by mitigation policies that increase production costs and the inclusion of400

climate damages, which both yield GDP losses, resulting in lower energy demands.

In the Baseline scenario, the global energy supply continues to grow steadily, with fossil fuels maintaining their predom-

inance in the energy supply throughout the century. By 2100, fossil fuels will account for 75% of the total primary energy

supply, with coal leading at 28%, closely followed by oil at 27%. Renewable energy sources, such as wind, solar, and biomass,

see only limited expansion, contributing just 15% to the overall energy mix. In contrast, the REF-NA and REF-OA scenarios405

show a marked decline in coal and oil use, paired with a notable increase in renewable energy, 40% and 32% of the total energy

supply, respectively. In the APS-OA scenario, this share increases further to 55%, due to the stronger policy commitment to

decarbonization.

Across all three decarbonization scenarios, final energy use undergoes a major transformation, marked by a decline in fossil

fuel reliance and a growing role for electricity, hydrogen, and renewables. Electrification accelerates as the share of electricity410

in final energy rises from 31% in the Baseline to 35% in REF-NA, 33% in REF-OA, and 38% in APS-OA, reflecting lower

decarbonization costs in the power sector and rapid advances in renewable and storage technologies. Hydrogen also moves

from a marginal role in the Baseline scenario, where it contributes just 2.5% of final energy (mainly gray hydrogen), to a

more central position in the policy scenarios, doubling to 5% in REF-NA and REF-OA and reaching 10% in APS-OA by

2100. This shift is driven by the scale-up of green hydrogen from renewables and blue hydrogen with CCS, enabling deeper415

decarbonization of hard-to-electrify sectors and expanding hydrogen’s role as a flexible energy carrier in a low-carbon future.

Bioenergy and carbon-removal technologies become increasingly important contributors to deep-decarbonization in all pol-

icy scenarios. Throughout the century, the share of biomass in global final energy use rises from just 5% in the Baseline to 13%

in REF-NA, 8% in REF-OA, and 21% in APS-OA by 2100. Most of the biomass is supplied via Fischer–Tropsch synthesis

and bio-energy with carbon capture and storage. BECCS is absent in the Baseline, but by 2100 it accounts for roughly 70% of420

bioenergy use in REF-NA, 65% in REF-OA, and 75% in APS-OA, positioning it as the dominant negative-emissions option in

these pathways. The strong uptake of BECCS not only supplies low-carbon fuels and electricity but also delivers net removals

that offset residual emissions from hard-to-abate sectors, enabling the tighter carbon budgets embodied in the policy scenar-

ios. A detailed breakdown of regional BECCS deployment and feedstock sourcing is provided in Appendix E to illustrate the

geographic concentration of bioenergy resources and capture potential.425

Power generation mix: Figure 9a illustrates the projected power generation mix in different scenarios, offering insights

into the evolving energy landscape. In the Baseline scenario, fossil fuels, especially coal and natural gas, continue to dominate

the power generation mix, holding a 59% share by 2100. Despite this continued reliance on fossil fuels, there is a noticeable

presence of renewable energy sources, contributing a total of 34% to the power generation mix. This indicates progress in the

adoption of renewables, although it remains insufficient to shift the overall energy landscape away from fossil fuel dependency.430

The REF-NA and REF-OA scenarios illustrate a considerable increase in the adoption of renewable energy sources, par-

ticularly wind and solar power. While all mitigation scenarios reduce coal use substantially, only APS-OA nearly eliminates

unabated fossil fuel generation by the end of the century. In APS-OA, unabated fossil generation is nearly eliminated by 2100,
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(a) (b)

Figure 8. (a) Primary energy supply mixes by sources (b) final energy use by sources for all scenarios.

(a) (b)

Figure 9. (a) Electricity generation mixes (b) Hydrogen production mixes by technologies for all scenarios.

while increased deployment of CCS provides transitional support. Nuclear and hydropower also expand steadily as reliable

baseload providers that complement the growing share of VRE, with nuclear output increasing most notably in the APS-435

OA scenario. Additionally, the increased use of gas-CCS and coal-CCS technologies in decarbonization scenarios indicates a

transition role for fossil fuels with carbon capture in reducing emissions. The resulting portfolio avoids over-reliance on any

single technology, instead achieving decarbonization through a balanced mix of variable renewables, dispatchable low-carbon

baseload, and carbon-captured fossil units.

Hydrogen production: The integration of green hydrogen technologies plays a growing role in long-term decarbonization440

pathways. As shown in Fig. 9b, there is a clear shift toward low-carbon hydrogen production across decarbonization scenarios.

In the Baseline scenario, hydrogen is primarily produced from fossil fuels, mainly natural gas and coal, with electrolysis
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remaining negligible through 2030 and even 2050. This pattern persists in the REF-NA and REF-OA scenarios during the

early and mid-century, reflecting delayed policy action and continued reliance on conventional hydrogen production methods.

The dominance of gray hydrogen in these scenarios underscores the inertia in transitioning without strong policy signals or445

economic incentives.

The REF-NA and REF-OA scenarios demonstrate an increase in electrolysis-based hydrogen production in the second half

of the century, suggesting that even under moderate climate objectives, technological advancements and cost reductions can

lead to a gradual transition toward sustainable hydrogen. On the other hand, the APS-OA scenario demonstrates a faster and

more decisive change. Beginning shortly after 2030, low-carbon hydrogen, produced through electrolysis (green hydrogen) and450

natural gas with carbon capture (blue hydrogen), gains a rapidly growing share. By 2050, over 60% of the hydrogen supply is

derived from these cleaner sources, and by 2100, hydrogen production is almost fully decarbonized. This transition is a prod-

uct of more ambitious climate targets and reflects broader system-wide changes, including increased renewable penetration.

These trends highlight the pivotal role of hydrogen as a flexible energy carrier and the need for early investment in enabling

technologies such as renewable energy integration and carbon capture systems.455

We compared our hydrogen production results with the temperature-categories benchmarks presented in Ghaboulian Zare

et al. (2025), which provide the confidence intervals of hydrogen production derived from the AR6 scenario ensemble. De-

spite methodological differences, across all modeled scenarios, AD-MERGE 2.0 results remain within the corresponding AR6

confidence intervals for their respective temperature categories. This further indicates consistency with the broader literature.

Notably, in the APS-OA scenario, hydrogen production reaches 87 EJ by 2100, which lies slightly above the multi-model460

mean reported for the C3–C4 warming category. This deviation suggests a more prominent role for hydrogen in our mitigation

pathway, particularly under ambitious policy assumptions and enhanced technological deployment.

4.3 Climate change impact insights

Figure 10 illustrates the economic implications of global and regional climate change damages and adaptation options. Fig-

ure 10a compares global climate change costs, i.e. the sum of climate change damages and adaptation costs, as a percentage of465

global GDP from 2030 to 2100 under different scenarios. Costs in the Baseline scenario, given no adaptation, represent gross

damages and increase significantly, reaching about 10% of GDP by 2100, clearly highlighting the economic burden associated

with climate inaction. Implementing mitigation targets lowers these impacts to about 6.0% in REF-NA and 5.2% in APS-NA,

without any adaptation measures. In contrast, the REF-OA and APS-OA scenarios demonstrate the substantial potential for

targeted mitigation and adaptation measures, significantly reducing climate change costs to less than 2% of GDP by 2100. This470

trend underscores adaptation’s pivotal role in minimizing climate-induced economic impacts. Notably, the costs for different

adaptation scenarios converge at the global level, indicating that the aggregate effectiveness of adaptation is relatively consis-

tent across these policy pathways. However, this global convergence masks regional disparities, where the impacts and benefits

of adaptation are more pronounced. A more detailed regional analysis would reveal greater variation and highlight areas where

adaptation efforts are most effective (see Fig. 10d).475
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(d)

Figure 10. (a) Global total climate change impacts; (b) impacts components in REF-OA and (c) APS-OA scenario; and (d) regional climate

damages in 2100 as a percentage of GDP.

Figure 10b-10c decompose the total climate change costs into residual damages, adaptation costs (reactive and proactive),

and avoided damages for the REF-OA and APS-OA scenarios, respectively. When comparing avoided damages (adaptation

benefits) with adaptation costs, the high cost-effectiveness of adaptation is evident, where adaptation benefits outweigh costs

threefold. On a global scale, proactive and reactive adaptation costs are initially dominated by higher investments in proactive

measures, but over time they converge to similar magnitudes.480

The baseline climate impact analysis reveals a profound inequality in exposure, characterized by extreme risks in the Global

South and significant heterogeneity among developed economies. In particular, regional climate change costs (damages and

adaptation costs) as a share of GDP in Fig. 10d highlight that vulnerable regions such as Africa and Other Asian countries face

disproportionately high climate-related damages, where their climate change costs exceed 18–21% of GDP. In comparison,

high-latitude regions of Russia and Canada experience low impacts. Other vulnerable regions are Central and Latin America485

and India, which experience significantly higher than average climate-related damages, particularly under the Baseline scenario.
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Western Europe and the Middle East experience a comparable rate of impacts. While mitigation alone (REF-NA) reduces the

absolute ceiling of damages, it fails to alter this structural disparity.

The analysis underscores adaptation as a critical divergence point, although its effectiveness varies markedly between the 15

regions. Regions with high baseline risks—such as Africa, Other Asia, and Central Latin America—alongside those with high490

adaptive capacity like the USA, China, and Western Europe, experience the greatest relative gains from adaptation measures.

This contrast highlights a significant disparity: while mitigation is universally beneficial, adaptation delivers disproportionately

large benefits to vulnerable developing regions that have contributed the least to historic emissions. By disaggregating these re-

gions, this study reveals inequalities that were previously masked in AD-MERGE 1.0, emphasizing the need for comprehensive

policy frameworks that integrate both strategies to achieve a more equitable distribution of climate risk.495

Overall, while mitigation policies under the REF-NA and APS-NA scenarios achieve a general reduction in impacts, the

incorporation of adaptation measures provides a crucial additional layer of protection, significantly lowering residual damages.

The cumulative benefit of combining these strategies is evident in all scenarios, yet distinct regional vulnerabilities persist. Even

under the most ambitious combined strategy (APS-OA), Africa and India remain critically exposed, retaining residual damage

scores exceeding 3% of GDP, while the Middle East and Other Asia face impacts above 1.5%. These findings demonstrate500

that, while combined strategies effectively minimize economic consequences globally, they do not fully eliminate high-risk

exposure of the most vulnerable regions.

5 Discussion and conclusion

AD-MERGE 2.0 contributes to the integrated assessment modeling literature by improving the representations of energy sys-

tem dynamics, mitigation strategies, and climate change impacts and adaptation within a consistent optimization framework.505

Relative to many widely used IAMs, which either emphasize detailed energy system transitions with limited impact feedbacks

or focus on climate damages with simplified energy representations, AD-MERGE 2.0 offers a middle ground that explicitly

links long-term economic growth, energy system transformation, climate dynamics, and adaptation responses under a unified

welfare-maximizing structure. This integrated design allows the model to explore interactions and trade-offs that are difficult

to capture in more specialized IAM architectures.510

A feature of AD-MERGE 2.0, as in the original MERGE model (Manne et al., 1995), is the internal integration of a climate

module within the optimization framework. GHG emissions, radiative forcing, and global mean temperature change are deter-

mined endogenously, allowing two-way feedbacks between the energy system, the macroeconomy, and climate outcomes. As

a result, mitigation, adaptation, and energy investment decisions respond directly to climate-induced impacts and temperature

evolution. Several IAMs rely on externally linked climate models, which often limit or omit feedbacks from climate outcomes515

back to economic decision-making, thereby constraining their ability to consistently capture dynamic mitigation–adaptation

interactions (see Table 1). AD-MERGE 2.0 includes revised base-year calibration and SSP consistency while maintaining the

internally connected climate-economy structure. This recalibration corrects historical underestimations in AD-MERGE 1.0

and aligns emissions, demographic, climatic, and energy trajectories with observed trends and recent scenario ensembles.
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The enhanced energy system representation further differentiates AD-MERGE 2.0 from more aggregated IAMs (like AD-520

DICE, AD-RICE, and FUND), positioning AD-MERGE 2.0 among the most detailed IAMs in terms of mitigation-option

representation within models that explicitly incorporate adaptation. An important enhancement is the expanded representation

of the energy system, now explicitly featuring VRE and its dynamics, electricity storage, and hydrogen production pathways.

This updated representation replaces the generic energy system representation of previous versions, allowing for a more ac-

curate analysis of system-wide mitigation dynamics. Moreover, the explicit inclusion of DACCS and BECCS, replacing the525

generic backstop removals of AD-MERGE 1.0, enables the model to generate feasible pathways for deep decarbonization

scenarios such as APS and to analyze regional heterogeneity in carbon removal deployment across 15 geographic regions (see

Appendix E). In contrast to IAMs that rely on generic backstop technologies or renewables (like AD-DICE, AD-RICE, FUND,

AD-MERGE 1.0), AD-MERGE 2.0 incorporates operational considerations such as residual load duration curves, curtailment,

flexibility constraints, and grid cost adjustments. While this representation remains stylized compared with detailed power-530

system models, it provides a more realistic depiction of the challenges associated with high shares of VRE than is typical in

long-horizon IAMs.

Besides, although the structural representation of climate-change impacts and adaptation was already established in AD-

MERGE 1.0, in AD-MERGE 2.0 we strengthen its empirical foundations by recalibrating sectoral damages and adaptation

effectiveness across regions using the latest available estimates. This recalibration addresses a broader limitation of many535

IAMs, in which adaptation is either treated implicitly, modeled exogenously, or parameterized using outdated estimates. Also, it

improves the relevance of region-specific damage projections and adaptation responses, particularly in highly vulnerable areas.

As a result, AD-MERGE 2.0 provides a more robust basis for assessing climate-resilience pathways and the distributional

consequences of combined climate strategies. Unlike IAMs that rely on external climate models or soft-linked impact models,

AD-MERGE 2.0 embeds the climate and damage modules directly within the economic decision problem, enabling feedbacks540

from emissions to temperature, damages, and economic outcomes to influence optimal policy choices endogenously. This

design is particularly important for analyzing mitigation–adaptation interactions, where feedback effects can materially alter

incentives and long-term outcomes.

The results highlight the growing importance of VRE in the global energy transition. These sources can substantially reduce

reliance on fossil fuels, but their successful integration requires significant investments in grid infrastructure and storage tech-545

nologies to manage their intermittency. Furthermore, the integration of hydrogen as a key energy carrier in AD-MERGE 2.0

offers a promising avenue for deep decarbonization. Hydrogen production, particularly via renewable-powered electrolysis and

natural gas combined with CCS, emerges in the model as a favorable option to further decarbonize the energy sector. Nonethe-

less, large-scale adoption of hydrogen will depend on continued reductions in renewable-energy costs and advances in efficient

hydrogen storage and distribution infrastructure.550

Results also highlight that carbon-removal technologies are indispensable complements to mitigation and adaptation mea-

sures, although their contributions differ markedly across pathways. BECCS emerges as an important negative-emission option

in REF scenarios and supplies up to three-quarters of all biomass use in the most ambitious APS-OA scenario. By contrast,

DACCS appears only in APS-OA, reflecting its high capital, energy, and infrastructure requirements. Together, these findings
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underscore that sustained investment in sustainable biomass supply chains is critical for realizing BECCS at scale. Moreover,555

accelerating technological learning and cost reductions for DACCS remain essential if it is to provide a meaningful option for

closing residual emission gaps in the second half of the century.

The findings of the REF-OA scenario indicate that integrating optimal adaptation strategies enhances climate resilience

by reducing residual damages, which temporarily delays, but does not prevent, the transition to decarbonization. This delay,

seen in the nearly two-decade gap in emissions reductions compared to the REF-NA scenario, reflects a clear crowd-out560

effect, where investment in adaptation reduces the immediate resources available for mitigation. However, even with optimal

adaptation investments, residual damages remain high, highlighting that modest climate policies are inadequate to fully offset

climate-related costs. Crucially, it is important to note that these results are obtained on the assumption of optimal adaptation, an

idealized scenario in practice. Consequently, these findings should not be interpreted as a justification for postponing mitigation

efforts.565

The model’s insights into regional disparities in climate change impacts, adaptation effectiveness, and energy transitions sug-

gest that an optimal policy approach should carefully balance adaptation and mitigation strategies, tailored to the unique needs

and capabilities of each region. For instance, countries like India and China demonstrate substantial benefits from mitigation

efforts in reducing climate-related damages (e.g., comparing REF-NA to APS-NA). In contrast, highly vulnerable regions such

as Africa and Other Asia, despite facing disproportionately high projected damages, exhibit substantial reductions in impacts570

through the implementation of optimal adaptation strategies (REF-OA and APS-OA). Consistently, the lowest climate impacts

are observed in the combined ambitious mitigation and optimal adaptation scenario (APS-OA), highlighting the greater net

benefit of an integrated strategy over focusing solely on mitigation.

In conclusion, the enhancements made in AD-MERGE 2.0 provide a more nuanced understanding of the decarbonization

pathways. The model’s insights into regional disparities, energy transition dynamics, and integration of adaptation and mitiga-575

tion strategies highlight the need for an integrated approach to global climate policy.

Although AD-MERGE 2.0 offers significant advancements, several areas require further improvement. AD-MERGE 2.0

only considers six climate change impact categories (namely, labor productivity, health, coastal flooding, river flooding,

tourism, and energy consumption); however, in reality, many more impact categories exist, including agriculture and extreme

weather events. As such, the climate change damage estimate is likely an underestimate of the true impacts. Another key limi-580

tation is the model’s current economic sectoral granularity; despite providing a robust framework for analyzing energy transi-

tions, its lack of granular representation hinders accurate assessment of individual sectors’ climate contributions and impacts.

Furthermore, AD-MERGE 2.0 can benefit from capturing more of the complexities of land-use change and its interactions

with energy systems and climate policies, which are crucial to understanding broader impacts on biodiversity, food security,

and carbon sequestration. In this respect, IAMs such as GCAM and IMAGE explicitly represent land-use dynamics within the585

modeling framework (Kyle et al., 2011; Doelman et al., 2018), while MESSAGE and WITCH achieve this integration when

linked to the GLOBIOM land-use model (Emmerling et al., 2016; Krey et al., 2020) or REMIND when linked to MAgPIE (Hi-

laire and Bertram, 2020). Together, these approaches enable a more comprehensive representation of cross-sectoral interactions

between energy systems, land use, and climate.
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Beyond these limitations, future work should present opportunities to further enrich the model’s capacity for comprehensive590

climate solutions. Incorporating a broader range of CDR options would allow a more extensive exploration of global net-zero

pathways and evaluation of removal technology trade-offs. Additionally, future research must explore the interdependencies

of adaptation and mitigation and refine their modeling to achieve more effective and equitable climate action. While our study

explored optimal adaptation, future research is crucial to quantify adaptation gaps and limits and apply them regionally. This

will allow for the exploration of more realistic suboptimal pathways beyond current optimal considerations.595
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Appendix A: Spatial resolution

The spatial disaggregation of AD-MERGE 2.0 categorizes countries into 15 distinct global regions. In this study, Table A1

details the assignment of countries, represented by their ISO codes, to the respective regions.

Name Abbreviation Description

Africa AFR AGO, BEN, BFA, BDI, BWA, CAF, CMR, COD, COG, COM, CPV, CIV, TCD,

DJI, DZA, EGY, GNQ, ERI, ETH, GAB, GHA, GIN, GMB, GNB, KEN, LBR,

LBY, LSO, MDG, MWI, MLI, MAR, MRT, MUS, MOZ, NAM, NER, NGA,

RWA, STP, SEN, SYC, SLE, SOM, SSD, ZAF, SDN, SWZ, TZA, TGO, TUN,

UGA, ZMB, ZWE

Australia and New Zealand ANZ AUS, NZL

Brazil BRA BRA

Canada CAN CAN

China CHN CHN

India IND IND

Japan and South Korea JSK JPN, KOR

Mexico MEX MEX

Middle East MEA BHR, IRN, IRQ, ISR, JOR, KWT, LBN, OMN, PSE, QAT, SAU, SYR, ARE,

YEM

Other Asia OAS AFG, BGD, BTN, MMR, BRN, KHM, CHN, HKG, IND, IDN, LAO, MAC,

MYS, MDV, MNG, NPL, PRK, PAK, PHL, PNG, SGP, LKA, TLS, THA,

VNM. Oceania (excluding Australia and New Zealand): ASM, COK, FJI, PYF,

GUM, KIR, MHL, FSM, NRU, NIU, MNP, PLW, PNG, WSM, SLB, TKL,

TON, TUV, VUT, WLF

Other Central & South America CLA ARG, BOL, CHL, COL, ECU, FLK, GUY, PRY, PER, SUR, URY, VEN, BLZ,

CRI, SLV, GTM, HND, NIC, PAN,AIA, ATG, ABW, BHS, BRB, BMU, BES,

VGB, CYM, CUB, CUW, DMA, DOM, GRD, GLP, HTI, JAM, MTQ, MSR,

PRI, BLM, KNA, LCA, MAF, VCT, TTO, TCA, VIR

Other Euroasia OEA ALB, ARM, AZE, BLR, BIH, BGR, CYP, GEO, KAZ, KGZ, XKX, LVA, LTU,

MDA, MKD, ROU, SRB, TJK, TUR, TKM, UKR, UZB

Russia RUS RUS

United States of America USA USA

Western Europe WEU AND, AUT, BEL, CHE, CZE, DEU, DNK, EST, FIN, FRA, FRO, GBR, GIB,

GRC, GRL, HRV, HUN, IEA, IMN, IRL, ISL, ITA, LIE, LUX, MCO, MLT,

MNE, NLD, NOR, POL, PRT, SMR, SVK, SVN, SWE, VAT

Table A1. AD-MERGE 2.0 regional mapping.
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Appendix B: Selected new model equations615

This section presents a selection of new equations introduced in the ETA (energy) module.

B1 Mathematical formulation of flexibility requirement

A new flexibility constraint ensures that the power system can accommodate fluctuating loads induced by high shares of VRE:

∑

vre,ts

f(et)×PE(et, tp, ts,rg) + f(load)×E(tp,rg)≥ 0 (B1)

The term PE(et, tp, ts,rg) denotes the power generation of technology et in time slice ts, time period tp, and region rg,620

while E(rg, tp) denotes the electricity demand. Equation (B1) ensures that the total electricity generated by all technologies,

each weighted by its flexibility coefficient f(et), plus the system load weighted by the load coefficient f(load) to account

for load uncertainty, remains non-negative. Each power technology is assigned a flexibility coefficient ranging from negative

(indicating inflexibility) to positive (indicating flexibility), following Sullivan et al. (2013). Intermittent technologies, due to

their variability, receive negative values, whereas technologies that cannot quickly adjust their output, such as nuclear and625

CSP, are assigned a value of zero. By contrast, more dispatchable technologies, including natural gas combined cycles and

hydropower, receive positive values to reflect their ramping capability. Storage technologies also contribute to maintaining the

system’s overall flexibility. This implicit representation of flexibility highlights the need for a balanced and adaptable power

system under increasing penetration of VRE.

B2 Mathematical formulation of grid costs630

A new equation (EQ. B2) represents the additional VRE-related grid costs, TGLvre(tp,rg), calculated for each time period

tp and region rg. With increasing VRE penetration, the system requires additional grid integration to manage variability and

improve dispatchability, leading to a rapid, non-linear increase in grid capital costs driven by transmission expansion needs and

their impact on infrastructure.

TGLvre(tp,rg) =
∑

vre,ts,cl,ds

KEvre(vre, tp, ts,rg,ds,cl) · (1 +S(vre, tp,rg))β

+
∑

vre,ts,cl,ds

KEvre(vre, tp, ts,rg,ds,cl) · Ct(vre,ds)
Cg

(B2)635

The term KEvre(vre, tp, ts,rg,ds,cl) represents the capital expenditures for transmission infrastructure required by VRE

sources vre across time periods tp, time slices ts, regions rg, distances ds, and technology classes cl. These costs are scaled

by the share of VRE in the regional energy mix for each time period, S(vre, tp,rg), capturing the non-linear impact on grid

costs through an exponential factor β, following a similar approach to Luderer et al. (2015) and Carrara and Marangoni (2017).

Equation (B2) also accounts for distance-related transmission expenses through Ct(vre,ds), which reflects the additional costs640
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imposed by the spatial separation between the power sources and the grid for each technology and class. Parameter Cg denotes

the average levelized cost of VRE transmission, based on Gorman et al. (2019).

Appendix C: Direct air carbon capture and storage assumptions

Table C1 provides a general comparison between two DAC technologies. The liquid-scrubbing approach utilizes hydroxide-

based solutions and relies on high-temperature calcination at ambient pressure, resulting in relatively higher energy require-645

ments. In contrast, the solid sorbent approach employs amine-functionalized materials within a temperature–vacuum swing

adsorption configuration, operating at lower temperatures under vacuum conditions and generally showing lower energy con-

sumption (Bouaboula et al., 2024). These differences in operating conditions, energy profiles, and materials are essential for

evaluating the overall feasibility and scalability of each DAC pathway. Consistent with the methodology of Grant et al. (2022),

our study adopts a similar approach to estimating CO2 storage potential. This approach constrains annual CO2 storage to be650

less than the historical maximum level of oil and gas extraction within each region. The regional breakdown aligns with their

approach, which also considers static volumetric estimates of CO2 storage capacity (Hendriks et al., 2004). Notably, while

this study incorporated a levelized cost of CO2 transportation, future research must assess the more complex realities of the

essential CO2 transport infrastructure, such as natural gas pipelines, liquefaction facilities, and high-speed rail analogs. These

components introduce significant complexities that were not explicitly considered in detail here.655

Technology Electricity (GJ/tCO2) Heat (GJ/tCO2) Temperature Pressure (bar) Sorbents/Materials Used

Liquid-scrubbing [0.82–1.52] [5.25–8.8] 900◦C (calciner) Ambient Hydroxides

Solid sorbent [0.4–1.4] [4–11.8] 80–130◦C Vacuum Amine-functionalized sorbents

Table C1. Comparison of energy and process conditions for DAC technologies based on Bouaboula et al. (2024).

Appendix D: Calibration of climate impacts, damages, and adaptation

This appendix summarizes how climate-related economic damages and adaptation are represented and calibrated in AD-

MERGE 2.0. The implementation follows the general structure of AD-MERGE 1.0 (Bahn et al., 2019), but all parameters

are updated and recalibrated using new sectoral impact and adaptation information. Here, we present only the key functional

forms and concentrate on the empirical calibration procedure.660

D1 Damage data and calibration

Gross market damages are expressed as a share of regional output and depend on global mean temperature change. Let r index

regions and t index time, and let Tt denote the global mean surface temperature increase relative to the pre-industrial period.

The gross damages in region r at time t are given by:

GDr,t = α1,r T
α2,r

t + α3,r T
α4,r

t (D1)665
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The parameters α1,r,...,α4,r are region-specific. This specification allows for both a linear and nonlinear response to tem-

perature. The damage function coefficients are determined from an impact assessment that covers six impact categories for

which consistent regional data are available: river flooding, coastal impacts, total energy demand, labor productivity, health

and tourism. The underlying data sources for these impact categories are summarized in Table D1. For each region, impact-

specific estimates are then aggregated across the six impact categories for different combinations of Tt and GDP. This yields a670

set of observations for total gross damages as a fraction of regional output, which is used to calibrate the parameters α1,r, α2,r,

and α3,r. The resulting regional damage curves are shown in Fig. D1a. These curves support the global damage comparison

presented in Fig. 5 (see Section 2.5).

Table D1. Data sources and impacts considered for different impact categories.

Impact categories Specific impacts Data source

Health

Health mortality and morbidity from dengue,

malaria, diarrhea and undernutrition. Mortality

for heat / cold stress.

World Health Organization (2014)

Institute for Health Metrics and Evaluation

(2024)

Tourism
Changes in tourist flows and expenditures based

on per capita income and climate change.

Hamburg Tourism Model (Hamilton et al., 2005)

Calibrated using data from: The World Bank

(2024), CIA (2024) and Our World in Data

(2024)

River flooding
The annual affected damage to GDP caused by

river flooding under different future scenarios.
World Resources Institute (2020)

Labour productivity
Loss of working hours attributed to climate

change.

Climate Impact Lab and Human Development

Report Office, UNDP (2022)

International Labour Organization (2024)

Energy consumption
Average yearly change in energy use driven by

climate-induced shifts in temperatures.

Climate Impact Lab and Human Development

Report Office, UNDP (2022)

Coastal flooding

Coastal impacts from sea-level rise, including

permanent land loss and population displace-

ment / forced migration.

Based on simulations using the CIAM model

(Diaz, 2016)

D2 Adaptation structure and calibration

Two types of adaptation are distinguished based on their differences in the flow of adaptation benefits over time. Flow (reactive)675

adaptation option, FADr,t, reflects expenditures on short-lived or operational measures whose impact is felt within the same

period as their costs. Stock (proactive) adaptation, SADr,t, represents adaptation capital that is built up over time and provides

protection services over future periods. These two types of adaptation reduce gross damages to residual damages, where the

total adaptation / protection, PTr,t, is modeled by a constant elasticity of substitution (CES) function:
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(a) (b)

Figure D1. (a) Regional climate change damage curves. (b) Conceptual illustration of an adaptation cost curve adopted from Patt et al.

(2010). The shapes of the curves are theoretical and do not reflect specific empirical estimates.

PTr,t = β1,r

(
β2,r SADρ

r,t + (1−β2,r)FADρ
r,t

)β3,r/ρ

, ρ =
σ− 1

σ
(D2)680

where σ is the elasticity of substitution between stock and flow adaptation, and β1,r, β2,r, and β3,r are calibration parameters.

This CES structure governs the trade-off between reactive and proactive measures and allows us to explore how different

assumptions about substitutability affect adaptation outcomes. Stock adaptation evolves through investment and depreciation,

and total adaptation expenditures in a given period are the total of reactive spending and proactive investment in adaptation

capital. From the total protection function, the adaptation / protection level is calculated. Residual damages, RDr,t, are then685

obtained by reducing gross damages by the achieved protection level as follows:

RDr,t =
1

1 +PTr,t
GDr,t. (D3)

Total climate-related impacts are finally given by the sum of residual damages and adaptation expenditures.

Drawing on the data sources summarized in Table D1, complemented by insights from the broader adaptation literature,

we construct temperature-dependent profiles for (i) the fraction of gross climate damages that can be feasibly avoided through690

adaptation and (ii) the associated adaptation expenditures, by impact category and region. For each region and impact cate-

gory, we further identify the ‘optimal’ adaptation level at which the sum of residual damages and adaptation expenditures is

minimized.

Figure D1b provides a conceptual illustration of the adaptation cost curve, depicting the theoretical trade-off between rising

adaptation expenditures and decreasing residual damages as adaptation effort increases. Sector-specific protection and cost695

profiles are then aggregated to obtain regional benchmarks for (i) the share of gross damages avoided by adaptation, (ii) the

decomposition of total climate-related costs into residual damages and adaptation expenditures, and (iii) the split between
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flow and stock adaptation at several temperature levels. These calibration targets are summarized in Fig. D2. The parameters

governing the CES protection function, (β1,r,β2,r,β3,r,σ), are calibrated such that the simulated protection levels, residual

damages, and adaptation expenditures reproduce the regional benchmarks over the calibration temperature range.700

Figure D2. Regional gross climate damages and percentage of gross damages avoided by adaptation at selected levels of global mean

temperature change ∆T . All values are in percent.

Appendix E: Regional dynamics of carbon-removal technologies deployment

The extent of global DACCS deployment is driven by the scale of residual CO2 emissions (see Fig. E1c) and the availability

of suitable geological storage sites. On the other hand, BECCS deployment is more geographically distributed (see Fig. E1b),

particularly notable in regions with high biomass availability. The global deployment of DACCS is projected to be led by

China, the USA, and the Middle East, owing to their substantial remaining emissions and extensive geological storage ca-705

pacities. India and Russia are also expected to scale up DACCS use in accordance with their respective emissions profiles.

Distinct regional deployment patterns emerge among other regions observed: regions with high mitigation ambition, such as

Western Europe, Canada, and Australia and New Zealand, demonstrate a greater reliance on DACCS for achieving deep decar-

bonization; however, regions with more limited commitments, Other Asia and Other Eurasia, make comparatively greater use

of BECCS and deploy less DACCS. By integrating DACCS and BECCS into AD-MERGE 2.0, the model expands its nega-710

tive emission portfolio, allowing a detailed analysis of how regions can fulfill national pledges and progress toward long-term

net-zero objectives.
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Figure E1. Regional trajectories of cumulative deployment of (a) direct air carbon capture and storage (DACCS) and (b) bioenergy with

carbon capture and storage (BECCS), alongside (c) cumulative CO2 emissions under the Announced Pledges Scenario (APS) for each region

from 2015 to 2100.
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