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14 June 2025

Dear Prof. Natale Alberto Carrassi,

Thank you very much for reviewing our manuscript entitled “Bottom-up approach for mitigating
extreme events with limited intervention options: a case study with the Lorenz 96 model.” We are
pleased to resubmit a revised version of the manuscript, which has been updated in accordance
with the referees’” comments.

Below, we provide a summary of the main changes, followed by our detailed, point-by-point
responses to the referees’ comments. We believe that these revisions have significantly improved
the clarity and overall quality of the manuscript.

Summary of the main changes

[13

e The title “... under limited options: a case study with Lorenz 96” is slightly modified as
with limited options: a case study with Lorenz 96 model”.

e Following a comment by Reviewer #2, Figure 11 is updated to include both the results for the
standard LETKF parameters in the present study and those for the optimized parameters.
Please see the response to the last comment below.

e As Referee #2 pointed out, our comparison of success rates with Sun et al. (2023) was not
entirely fair, as the results were obtained under different intervention energies. In the revised
manuscript, we have modified the concluding statement to emphasize our own achievements
rather than making potentially debatable comparisons (see p. 5 of this document).

In the following, the referees’ comments are shown in idtalics, our responses are presented in
violet, and the corresponding revisions made to the manuscript are indicated in bold.

Reply to Referee #1

1. DA method comparison - This study uses LETKF for data assimilation, following Sun
et al. (2023), which makes sense for a high-dimensional system like L96. Several other studies in
this area (e.g., Miyoshi & Sun 2022; Kawasaki & Kotsuki 2024; Nagai et al. 2024) use EnKF,
particularly with the lower-dimensional L63 model. It could be helpful to briefly clarify the rationale
for choosing LETKF here, and short comments on whether the assimilation method affects control
outcomes (even qualitatively) could be of interest to readers.

We appreciate this reviewer’s comment. In the revised manuscript, we have mentioned the
rationale for using the LETKF and also whether the assimilation method affects control outcomes
(Section 2.2, Lines 76-79 and 103-107):

“As in Sun et al. (2023), we adopt the Local Ensemble Transform Kalman Filter
(LETKF) (Hunt et al., 2007), a variant of the Ensemble Kalman Filter, for data as-
similation due to its efficiency and scalability in high-dimensional settings such as
numerical weather prediction models (Lien et al., 2017). [...] In sum, the LETKF



performs data assimilation locally and operates within a low-dimensional ensemble
space, thereby avoiding expensive full-space computations and reducing the computa-
tional cost in high-dimensional systems. Although we use the LETKF in this study,
comparable control performance may be achieved with other data assimilation meth-
ods, such as the Serial Ensemble Square Root Filter, provided that state estimation
is performed as accurately as with the LETKF (Miyoshi, 2005).”

Control method comparison - While the manuscript positions the proposed method as a bottom-
up alternative to top-down strategies like MPC, it does not include direct performance comparisons.
A brief discussion of how the approach compares relative to recent MPC-based or other CSE studies
could help contextualize its contributions. If direct comparisons are not feasible, outlining conceptual
trade-offs or implementation differences would help clarify the novelty and practical significance.

We agree that our manuscript does not provide a direct performance comparison between our
bottom-up strategy and top-down approaches such as Model Predictive Control (MPC). However,
directly comparable MPC-based studies with the Lorenz 96 model have not been published yet.
Therefore, we briefly outline the conceptual trade-offs and implementation differences in Section 4,
Lines 265-268: “Our bottom-up approach may be particularly well-suited when inter-
vention options can be limited or discretized. In contrast, top-down methods such
as MPC are generally more effective when intervention options are continuous or
nearly unlimited. Moreover, our method is relatively simple to implement and highly
interpretable, whereas methods like MPC, although typically more computationally
demanding, can provide mathematically optimal control solutions under given con-
straints.”

Optimal control - The current method selecting intervention scenarios by minimizing the maz-
imum ensemble outcome is effective but not optimal. While other top-down strategies determine
puts using optimization minimizing costs, this utilizes limited intervention criteria.

Yes, we agree that our bottom-up approach is not optimal. Top-down approaches typically
determine optimal control inputs under cost constraints. Therefore, if sufficient computational re-
sources and time are available, control-theoretic methods such as MPC would indeed be the most
effective. Our study instead offers a complementary approach for cases where computational power
is limited. The response is already included in the above one.

Perturbation magnitude - In Fig. 4 (one-site) and Fig. 8 (two-site), the reported perturbation
magnitudes (642.1 and 674.9, respectively) seem quite large. It would help to clarify the units or
scale used, are these relative to system variability, or absolute values in state units?

To gain intuition about the perturbation magnitude, one can compare the intervention size,
u, with the other terms in Eq. (1). Actually, the intervention size u = 1.6 that achieves success-
ful control (Fig. 4) is not particularly small relative to the parameter F' = 8 or the typical state
range —12 < X; < 16. This corresponds to an intervention-induced displacement of one step,
with uAt = 0.016 and At = 0.01. In comparison, Sun et al. (2023) employed intervention-induced
displacements aDg, ranging from 0.01989 to 0.1989. Thus, the intervention magnitude in our study
is comparable to or smaller than that in Sun et al. (2023). We have added this explanation in lines
198-202 in Section 3.1.

Also, Fig. 4 references ”operation energy” - what exactly does this refer to?
We apologize for the confusion. The quantity “operation energy” is the same as “intervention
energy”. It was mistakenly shown in the figure and is no longer used in the present version of the



manuscript. We have deleted it in the revised manuscript.

The average number of changes (22.4, 22.1) are shown as non-integers, since interventions are
presumably discrete in time, why are these fractional? Is this an average over ensembles or multiple
trials?

Yes, exactly. The average number of changes is shown as a fractional value because it is aver-
aged over ten 100-year segments. To be clear, we have added the following sentence in the caption
of Fig. 5: “Points represent the average values, and error bars indicate one standard
deviation across 10 experimental results with different initial conditions.”

Overall, these suggestions are meant as optional additions - the manuscript is already very
complete and well-structured. Including a bit more comparative context could further enhance clarity
for readers unfamiliar with the broader control and data assimilation literature.

We believe that the present revisions significantly improve the clarity.

Reply to Referee #2

L115-120 The notation and explanation of the two intervention scenarios presented here are not
so clear. In the “intervention-off” scenario, is there any intervention prior to time s?

Thank you for pointing this out. For the “intervention-off” scenario planned in s <t < s+6 h,
there can be previously-planned interventions until ¢ = s 4+ 6 h, but any intervention is turned
off from that point onward. We have added this explanation just after Eq. (2), which defines the
intervention-off scenario as follows: “Here u;(s) can be either zero or non-zero depending
on the preceding scenario chosen during s—6 h <t < s, but any intervention is switched
off from ¢t =s+6 h.”

In this scenario I assume u can be nonzero at different grid points. Is that correct?

Yes, it is. More precisely, in the one-site intervention scenario, an intervention input w;(¢) can
take the non-zero value u only at a single site, while in the two-site intervention scenario, u;(t) can
be non-zero at two different sites, at most.

In the one-site intervention scenario, u is nonzero at one grid point only but can also be nonzero
before time s and after time s+6 hr. Is u;(t) constant fort > s+ 6 hr?

A simple answer is yes: the intervention input u;(t) is constant for ¢ > s + 6 h in a scenario
planned in each 6-h cycle. However, we can update the scenario in the following 6-h cycles. There-
fore, the actual sequence of u;(t) can change in time for ¢t > s 4 6 h.

Is the intervention forcing u a constant (e.g., given that the forcing will be applied at grid point
i, is the value of this forcing known a priori or is it something that will be optimized)?

Yes, the intervention size, u, is a predetermined constant parameter here. The optimization of
u is omitted in the present study to reduce computational cost. For clarity, we have added the
following sentence after Eq. (3): “where u is a constant parameter representing the actual
intervention size.” This assumption may be justified by the following consideration: since human
influence is small compared to the dynamics of weather systems, it is reasonable to assume that
the intervention operates at its maximal feasible strength.

Figure 2: What do the second panels of Figure a) i) and ii) mean? Also in Figure b)iii), ALERT
instead of ALEAT.



The first and the second panels in Fig. 2a (i) and (ii) show two different cases. In the second
panels of Fig. 2a (i) and (ii), there is no intervention over s <t < s+ 6 h since it was not selected
in the previous 6-h cycle. On the other hand, the first panels show the cases where there is an
intervention over s <t < s+ 6 h. In the revised manuscript, we have added the following sentence
in the caption: “The lower panels in both (a-i) and (a—ii) show the cases where no in-
tervention over ¢t > s was selected in the previous 6-h cycle.” Also the typo is corrected.

L137 Multi-scenario ensemble forecast and local intervention:
We have corrected the typo ‘milti’.

L145 In the sentence starting with “Other criteria ... “ I can not clearly follow the difference
from the previous criterion.

Sorry for this confusion. We have revised the phrase ‘the expected maximum’ to ‘the ensem-
ble mean of the maximum value across all sites’ to clarify the meaning.’

L152 In this part the approach to evaluate sampling errors in the resulting scores is discussed.
Why did the authors decide to work with smaller samples instead of applying bootstrap to the whole
sample?

We worked with ten 100-year samples, following Sun et al. (2023), to evaluate sampling errors,
as this allows direct comparison with their work. Nevertheless, we fully understand the reviewer’s
concern. To assess the robustness of the error bars with respect to the calculation method, we
compared the results in Fig. 5 using two different approaches, as illustrated in Fig. 1 below. The
first approach is the original method, which uses ten 100-year samples from the 1000-year data series
to compute the standard deviation of the metrics (‘stats 1’, shown in orange in Fig. 1). The second
approach uses one hundred 100-year samples obtained from the same 1000-year series by sliding
the sampling window every 10 years (‘stats 2’, shown in blue in Fig. 1). While the latter method
provides a much larger sample size for estimating error bars, the samples are heavily overlapping.
Nevertheless, the resulting error bars are not substantially different as shown in Fig. 1 below.
Therefore, we continue to use the original method for calculating error bars, as it is consistent with
the benchmark study in Sun et al. (2023).

In the revised manuscript, we have added the following statement (Lines 158-159): “similar
error bars are obtained using an alternative sampling approach in which one hundred
100-yr samples are extracted from the 1000-yr series using a 10-yr sliding window”.
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Figure 1: Performance metrics versus input size u of the proposed control method at a single
intervention site: (a) success rate, (b) intervention energy, and (c) number of scenario changes.
The prediction horizon 7" is 7 d. Error bars are computed using two different approaches. The
first is the original approach, which uses ten 100-year samples from the 1000-year data series to
compute the standard deviation of the metrics (‘stats 1’). The second uses one hundred 100-year
samples obtained from the same 1000-year series by sliding the sampling window every 10 years
(‘stats 27).

L167 “This metric is particularly relevant ...” My impression is the opposite: when the inter-
vention is static, scenarios can not be changed, and this metric is not relevant.

Indeed, if the intervention is static (i.e., time-invariant), the scenarios cannot be changed. In
order to solve this apparent contradiction, we have removed ‘static’ form the corresponding sen-
tence. We believe that this solves the issue.

In the discussion of Figure 4, the method of Sun et al. is compared with the new method. In the
first comparison the success rate is much higher for the new method. Howewver, this is done for a
larger intervention size and for a shorter forecast window than in Sun et al. Figures 5 and 6 show
that under similar intervention energy and forecast length, Sun et al.’s method are closer to the
results obtained with the proposed method. A similar comparison is presented in the abstract and
in the conclusions; however, it is unclear if the numbers commented on in the abstract correspond
to the numbers in this section. If so, the claim of the abstract and the conclusions does not seem
to be a clear comparison with Sun et al.’s approach.

As Referee #2 pointed out, our comparison of success rates with Sun et al. (2023) was not
entirely fair, as the results were obtained under different intervention energies. In the revised
manuscript, we have modified the concluding statement to focus on our own achievement rather
than making potentially debatable comparisons.

In the abstract:
(Before) The success rate of our method is markedly higher than that of Sun et al.’s method ...
(After) Our method achieves high success rates ...

Also for a further fair comparison, we have mentioned the observation by the referee: “With
the same intervention energy (in the case u = 0.5), our success rate (~45%) is lower
than 60% reported in Sun et al. (2023)” (lines 194-195 in Section 3.1 and lines 248-250 in
the summary).

L190: “.. necessary is not guaranteed”. Can this be assessed from the previous experiment?



The distribution of the distance of the optimal interventions with respect to the location of the
extreme event can be obtained and analyzed to support this claim.

The original statement, “Whether interventions across all 40 sites are feasible or (if feasible)
necessary is not guaranteed,” was potentially misleading. What we actually intended was that
examining all possible intervention combinations is infeasible in real-world operations. We have
revised the statement at line 207: “Assuming real-world applications, interventions across
all sites could be neither feasible nor necessary.”

Figure 7. Panel ¢ describes the number of scenario changes. This metric seems to grow rapidly
from 1 intervention-eligible site to 3. However, I wonder what the behavior would be if the distance
assoctated with each change is also taken into account. It would make sense to distinguish between
many small changes and few larger changes (also considering that sometimes the change needs to
be done in a small time frame).

We assume that the reviewer is concerned with spatial distances between consecutive interven-
tion sites. These distances may increase as the number of intervention-eligible sites increases. In
the present study, this factor is not included in the cost estimation. In the revised manuscript,
we have noted as follows (lines 176-177). “Obviously, other types of cost functions can be
considered—for example, changing the intervention site to a more distant location may
incur higher costs. However, in this study, we focus on the three performance metrics
mentioned above.”

L211 complete instead of complate.
Corrected.

L214 Figure 117
We have corrected it from Fig. 10 to Fig. 11.

L215: Why is the ensemble size increased in this experiment? I understand that the localization
scale has to be adjusted when the observation network is changed; however, increasing the ensemble
size is assumed to always lead to a better performance of the filter (particularly at these relatively
small ensemble sizes), but always limited by the available computational power.

We increased the number of ensemble size only a little from 10 to 11 in order to have a better
performance. However, as the referee points out, it makes the interpretation of the results less
clear. Thus, in the revised manuscript, we have shown the cases with 10 ensemble members to
clearly show the effect of partial observation in new Fig. 11. Accordingly, we have modified text in
the last paragraph of Section 3.4 (Lines 230-237).
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