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Abstract. We present the second generation of ROCKE-3D (Resolving Orbital and Climate Keys of Earth and Extraterrestrial 

Environments with Dynamics), a generalized 3-dimensional General Circulation Model (GCM) for use in Solar System and 

exoplanetary simulations of rocky planet climates. ROCKE-3D version 2.0 is a descendant of ModelE2.1, the flagship Earth 20 

System Model of the NASA Goddard Institute for Space Studies (GISS) used in the most recent Intergovernmental Panel for 

on Climate Change (IPCC) assessments. ROCKE-3D is a continuous effort to expand the capabilities of GISS ModelE to 

handle a broader range of planetary conditions, including different atmospheric planet sizes, gravities, pressures, rotation rates, 

more diverse chemistry schemes and atmospheric compositions, diverse ocean and land distributions and topographies, and 

potential basic biosphere functions. In this release we present updated physics, and many more supported configurations which 25 

can serve as starting points to simulate the atmospheres of rocky terrestrial planets of interest. Two different radiation schemes 

are supported, the GISS radiation, valid only for atmospheres similar to that of modern Earth, and SOCRATES , which is more 

generalized but more computationally expensive. While ROCKE-3D can simulate a very wide range of planetary and 

atmospheric configurations, we describe here a small subset of them, with the goal of demonstrating the structural capabilities, 

rather than the scientific breadth, of the model. Three different atmospheric composition options are described (preindustrial 30 

Earth, the aerosol and ozone-free atmosphere used in ROCKE-3D 1.0, and an anoxic atmosphere with no aerosols), three ocean 

configurations (prescribed, Q-flux, and dynamic), and two resolutions: the medium resolution (4x5 degrees in latitude and 

longitude, previously used in ROCKE-3D 1.0), and the fine resolution, which has double the resolution in the atmosphere and 

4 times the horizontal and 3 times the vertical resolution in the ocean. Finally, for the land surface hydrology, we have 
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introduced generalized physics for arbitrary topography in the pooling and evaporation of water and river transport of water 35 

between grid cells, and for the vertical stratification of temperature in dynamic lakes. We quantify how the different component 

choices affect model results, and discuss strengths and limitations of using each component, together with how one can select 

which component to use. ROCKE-3D is publicly available and tutorial sessions are available for the community, greatly 

facilitating its use by any interested group. 

1. Introduction 40 

Three-dimensional General Circulation Models (GCMs) have been in existence for several decades, dating as far back as the 

1950s (Phillips, 1956). Their use has mostly been in the climate modeling of Modern Earth, as well as in more generic studies 

of atmospheric (e.g. Showman et al., 2013) and oceanic circulation (e.g. Bryan, 1969). Initially these models were focused on 

the atmospheric component and have been called Atmospheric GCMs, or AGCMs (Manabe and Wetherald, 1967). The next 

major component to be added were the oceans which provided a source of water to the atmosphere, and a variety of 45 

computationally efficient ocean models were coupled to the AGCMs and became known as AOGCMs (Manabe and Stouffer, 

1993). These computationally efficient oceans included those with fixed sea surface temperatures (SSTs) and later what were 

termed Q-flux oceans where the heat (Q) fluxes (flux) between oceanic grid cells were fixed at model start (e.g. Russell et al., 

1985; Slingo, 1982). Initially the fluxes used came from satellite observations or from numerical ocean models (e.g. Bryan, 

1982; Miller et al., 1983). The depths of these oceans had no standard fixed values, but researchers have typically used depths 50 

up to ~100m. These computationally efficient types of oceans have a variety of names such as thermodynamic, slab, etc (see 

Way et al. 2017 for more details). In the past couple of decades the Earth GCM community has moved to fully dynamic oceans 

that explicitly calculate horizontal and vertical ocean heat transports at resolved spatial scales while also including a range of 

parameterized processes that operate on smaller unresolved scalesthat include a range of parameterized processes, but they are 

more computationally expensive than the simpler SST or Q-flux oceans. In modern times the exoplanet community has started 55 

to use AOGCMsa parameterized ocean, but they typically use Q-flux type oceans where the fluxes are set to zero (highlighted 

as Q-flux=0 here when relevant). This is because they have no way to set the ocean heat fluxes because they obviously do not 

havedue to the lack of any observations, and have typically been unwilling to use fully dynamic oceanic models (AOGCMs) 

to estimate the fluxes, due to the increased computational cost and additional free parameters, given the lack of information 

about oceans in exoplanets. This approach obviously has limitations in accurately modeling the climate with perhaps the most 60 

“notorious” being the eyeball world of tidally locked planets around M-dwarf type stars (e.g. Pierrehumbert, 2010). For 

example, using the ROCKE-3D model Del Genio et al. (2019a) showed in simulations of Proxima Centauri b that large scale 

circulation patterns (see their Figures 1a,b and 2a,b) and mean surface temperatures (Q-flux=0 had a mean surface T=-37 °C, 

while the dynamical ocean had T=-21 °C) can differ drastically between a model using a Q-flux=0 and a fully dynamic ocean 

model. Yet in other scenarios the differences can be minor as seen in the work of Way et al. (2018) in a parameter study of 65 

slowly rotating worlds with increasing insolation. They showed that Earth-like planets around solar type stars showed large 
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mean surface temperature differences when the length of day was similar to that of modern Earth, but at longer length of days 

and higher insolations the differences were marginal (<2 °C; See their Fig. 2). As demonstrated in this brief introduction, the 

ROCKE-3D model is capable of modeling the atmosphere coupled to any of the ocean models described above. ROCKE-3D 

also has fully coupled cryosphere and land surface models, interactive ocean biogeochemistry and interactive atmospheric 70 

chemistry. Not only are these processes vital for a model Earth GCM, they are also important for studying the climates of 

exoplanets found at the inner and outer edges of the habitable zone (e.g. Kopparapu et al., 2013). Herein we discuss the second 

release of the ROCKE-3D GCM. Sect. 2 provides a detailed model description; Sect. 3 describes how ROCKE-3D evolved 

from its parent Earth GCM, ModelE; Sect. 4 presents model configurations than can be utilized by the end user; and Sect. 05 

is the discussion. 75 

2. Model description 

ROCKE-3D version 1.0 (Way et al., 2017), named planet_1.0 here, was a descendent of GISS ModelE2, described and 

thoroughly evaluated by Schmidt et al. (2014). Since then, several bug fixes, updates and upgrades to both ROCKE-3D and 

ModelE have happened in parallel and are brought together in ROCKE-3D version 2.0, named planet_2.0 here, which is 

described in this work. There are two development pathways that contributed to planet_ROCKE-3D 2.0: The Earth-centric 80 

development in ModelE2.1 is summarized in Sect. 2.1, while the planetary-centric development in ROCKE-3D 2.0 is described 

in Sect. 2.2. More specifically, several physics changes were introduced in GISS ModelE2.1, which is the version of ModelE 

used in the Coupled Model Intercomparison Project phase 6 (CMIP6; Eyring et al., 2016), and are thoroughly described 

elsewhere (Kelley et al., 2020). Additional changes present in ModelE2.1 that are either bug fixes or structural enhancements 

since the CMIP6 version of the model were also ported to planet_ROCKE-3D 2.0 and are briefly described in the same 85 

sectionSect. 2.1. These latter enhancements include major changes in the prognostic tracers code present in ROCKE-3D 2.0, 

which will be described elsewhere, since they are not used here. The planetary-related changes, which include both physics 

enhancements and diagnostics enrichment relevant to the generalized ROCKE-3D 2.0 model, are described in Sect. 2.2. Here 

we study the climatology simulated by the model using a fixed atmospheric composition per configuration, in the exact same 

way that was the case for ROCKE-3D 1.0 (Way et al., 2017).  90 

The hydrostatic ModelE2.1 dynamical core employed in ROCKE-3D utilizes the Arakawa "B"-grid staggering, whose benefits 

at coarse resolution over the conventional "C"-grid were argued by Hansen et al. (1983); this reference provides other 

introductory details as well. Momentum and air-mass transport continues to employ the Arakawa centered-differencing 

approach, with dissipation at small scales applied via a Shapiro filter. A prominent update from the Hansen et al. (1983) version 

is that potential temperature, humidity, and other scalars are transported using the conservative quadratic upstream scheme 95 

(QUS; Prather, 1986) whose implicit numerical diffusion is inherently very scale-selective. The benefits of the QUS for tracers 

were described in Rind and Lerner (1996). Air mass and momentum fields are advanced using a leapfrog scheme with a 

timestep respecting the Courant–Friedrichs–Lewy (CFL) condition for the barotropic mode (Lamb wave) whose horizontal 
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velocity is on the order of the speed of sound. Potential temperature advection is performed on the even leapfrog timesteps, 

with temporal interpolation as needed for hydrostatic integrations. Since humidity and tracer fields do not directly affect the 100 

dynamics in this version, they are advected on a longer, but locally adaptive, timestep, respecting local CFL conditions for 

wind speeds, which are typically much less than the speed of sound. 

The ROCKE-3D atmosphere includes hydrostatic resolved dynamics and parameterized sub-grid vertical transport via 

turbulent eddies and vertically extensive cumulus-cloud convection; stratiform cloud fraction is diagnosed from relative 

humidity and convective cloud fraction from vertical mass exchange rates; condensation of water vapor is explicitly calculated 105 

in clouds as a source of precipitation and the liquid and ice hydrometeors seen by radiative transfer; optional chemical and 

aerosol tracer constituents propagate through all these phenonena as they undergo their own processes. The evolutions of these 

processes are outlined in a series of papers (Bauer et al., 2020; Kelley et al., 2020; Schmidt et al., 2006, 2014) which themselves 

may refer back to component-specific "original version" descriptions, e.g. Del Genio et al. (1996) for stratiform clouds or 

Lacis and Oinas (1991) for longwave radiative transfer. 110 

Sea ice in ROCKE-3D 2.0 is treated as two mass layers, each containing two thermal layers: 1) the top mass layer has a fixed 

thickness of 0.1 m and contains both ice and snow (snow thickness evolves with precipitation), and 2) the bottom mass layer 

is ice only and can grow infinitely in thickness (with a minimum of 0.1 m). Sea ice thermodynamics are based on the Brine 

Pockets or "BP" formulation, with both mass and energy budget (Schmidt et al., 2004) and include brine rejection through 

gravity drainage and flushing of meltwater. Ice sheets are bottomless, but only the upper 3 m are used for thermodynamics 115 

computations. Those are represented by two layers of ice: 0.1 m at the top and 2.9 m at the bottom. The ice can accumulate a 

layer of snow on top of it. The snow in excess of 0.1 m of dense ice equivalent is converted to the ice and pushed down the ice 

layers. If iceberg calving is enabled (optional) the accumulated ice is distributed as icebergs to the ocean cells according to a 

prescribed mask (specified in an input file). The albedo of the ice sheet snow is either fixed at 0.8 (default for modern Earth) 

or is updated according to a snow aging algorithm as described in Hansen et al. (1983). 120 

The vegetation model coupled to ROCKE-3D is the Ent Terrestrial Biosphere Model (Ent TBM). This dynamic global 

vegetation model (DGVM) provides simulation of biophysics (albedo, photosynthesis, transpiration, plant and soil respiration) 

given prescribed vegetation boundary conditions of sub-grid cover fractions of up to 13 plant functional types (PFTs), canopy 

heights, plant densities, and monthly leaf area index (LAI). PFTs are distinguished by growth form (grass, shrub, tree), 

photosynthetic pathway (C3, C4), phenology (evergreen/deciduous, perennial/annual), and some climatological distinctions 125 

(cold vs. arid shrubs, cold vs. warm grasses). The PFTs are based on Earth’s vegetation, and can be used to simulate 

paleovegetation at time periods that had similar PFTs, but these are not generalized in behavior to be suitable for arbitrary 

exoplanets that have very different climatology, seasonality, orbital period, and atmospheric composition. The model's physics 

are described in Kim et al. (2015), and global scale performance in coupled carbon cycle simulations is described in Ito et al. 

(2020). 130 

The public release of the planet_ROCKE-3D 2.0 code comes with multiple possible configurations of radiative transfer 

calculations, atmospheric composition, ocean parameterizations, and model resolution that cross the parameter space with all 
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possible combinations of them. Their physics, outlined in Sect. 2.3 to 2.6, existed as options in planet_ROCKE-3D 1.0 (Way 

et al., 2017), but were not provided as standard configurations, and were not examined in parallel as done here. In addition to 

those template configurations detailed in Sect. 4, we also describe here new and improved physics options that are available 135 

in planet_ROCKE-3D 2.0 in Sect. 2.2. These include new land/river/lakes development, the option of including geothermal 

heat flux, the updates that support thin atmospheres, and calendar and equation of time updates. Finally, more technical changes 

that are of interest to model users, are discussed in Appendix A. The model code, all output, and the model configurations used 

here, are available on a zenodo archive (Tsigaridis et al., 2025).  

2.1. GISS ModelE2.1 development since ModelE2 140 

As mentioned above, ROCKE-3D Planet 1.0 is based upon GISS ModelE2. The parent Earth GCM upon which ROCKE-3D 

is based on is continuously being developed and serves as the basis for GISS participation in CMIP (e.g. Bauer et al., 2020; 

Kelley et al., 2020; Miller et al., 2021; Nazarenko et al., 2022). Successive generations of CMIP GCMs in turn form the basis 

for assessments of past and future terrestrial climate change as well as current climate variability. The model changes going 

from the previous GISS ModelE2 to the current ModelE2.1 are described in detail in Kelley et al. (2020). Here we present a 145 

summary of the most important ModelE improvements in the E2.1 version and expand on them as needed throughout the 

manuscript. 

Other than trivial structural changes, the GISS radiation scheme was not updated since planet_ROCKE-3D 1.0 in any 

significant way. Moist convection was improved by increasing entrainment of environmental air into convective updrafts and 

by increasing the evaporation of falling precipitation into the environment, both of which have the effect of making humidity 150 

more sensitive to convection and vice-versa. In ModelE2, glaciation of a supercooled liquid water cloud was determined 

probabilistically as a function of temperature since the model does allow liquid and ice to co-exist in a gridbox, and once 

glaciated, remains ice for the lifetime of the cloud. In E2.1, this is replaced by a temperature-dependent autoconversion rate of 

supercooled water to precipitating ice that increases with decreasing temperature, the effect of which is to increase supercooled 

liquid cloud occurrence at high latitudes. Another change makes the threshold relative humidity for subgrid cloud formation 155 

sensitive toaware of the planetary boundary layer height as simulated by the model, rather than assuming a fixed pressure 

altitude that was the case in older model versions. Several changes were also made to the model turbulence scheme to increase 

vertical turbulent transport of water vapor and improve spatial variations in boundary layer depth. 

The dynamic ocean that is coupled to the atmosphere for many ROCKE-3D applications was improved via enhancements to 

the parameterization of mesoscale horizontal diffusivity due to subgrid scale ocean eddies and small-scale vertical diffusivity. 160 

The mesoscale diffusivity is now stronger at the ocean surface and decreases exponentially with depth. The baroclinicity 

scaling of the diffusivity now utilizes a fixed length scale rather than the Rossby radius but retains the Rossby latitudinal 

dependence, an option that should only be used for Earth simulations. The vertical diffusivity now includes a contribution from 

tidal dissipation. The physics of interactive sea ice were updated to allow low lead fractions and closures of leads, independent 
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horizontal advection of snow mass, and thermodynamics based on an energy-conserving brine pocket parameterization that 165 

allows salt to directly affect specific heat and ice melt rates. 

The model has the capability to include irrigation, in which water is withdrawn from lakes and then from an unlimited 

groundwater pool if lakes are insufficient. This groundwater pool is not dynamic with the full hydrological cycle and does not 

get recharged from runoff or infiltration Groundwater recharge is not accounted for (Sect. 2.4.1 in Kelley et al., 2020), so there 

are small increases or decreases in total planet water mass and sea level depending on whether a particular climate simulation 170 

draws from or adds to the groundwater supply. For simulations without humans (i.e. modern Earth), irrigation is not included. 

2.2. Updates to ROCKE-3D 2.0 since version 1.0 

This section describes model development that was done specifically for ROCKE-3D 2.0 and that are not necessarily in 

ModelE2.1. These includes improvements to land surface hydrology, introduction of a geothermal heat flux, capabilities for 

thin atmospheres, and improved calendaring options. 175 

2.2.1. Land 

In planet_ROCKE-3D 1.0, surface hydrology on land was as described for soils in Rosenzweig and Abramopoulos (1997) and 

for lakes and rivers in Russell et al. (1995) and Schmidt et al. (2014). Surface soil hydrology physics remain the same in 

planet_ROCKE-3D 2.0, but that for lakes and rivers has been considerably updated to be generalized for arbitrary topography. 

The original physics and the new physics are will be described in detail elsewhere in the future(Kiang et al., in preparation). 180 

Briefly, as before, each grid cell can have a single dynamic lake of conical shape that can shrink and swell in area and depth, 

and rivers transport excess lake water between grid cells. The new physics: allow lake size and initial lake water to be initialized 

separately; introduce lake bathymetry that scales with grid size; allow variable river speed based on lake surface relative 

altitudes (previously the speed was fixed by topography); allow rivers to transport water in any of 8 gridded directions (sides 

and corners) from a grid cell based on relative lake surface altitudes (previously only one direction was allowed and was 185 

prescribed based on topography only); allow very small, shallow lakes to dry out; and improve prediction of the mixed layer 

depth and therefore lake temperature. These new physics have been evaluated for modern Earth, and result in improved 

continental recycling of moisture and precipitation in the tropics, improved seasonality of river flow, and improved surface 

temperature and seasonality of ice cover for large lakes; in addition, they have been evaluated for sensitivities of idealized flat 

land planets (Kiang et al., in preparation). A publication about these evaluations is forthcoming. The option to prescribe river 190 

directions as in planet_ROCKE-3D 1.0 is retained for cases of known or historical river directions. The planet_ROCKE-3D 

2.0 dynamic lakes and rivers make the land surface hydrology suitable for modern Earth, Earth paleo-topography, and other 

planets, from idealized flat land planets to those with known topographies like Venus or Mars, as well as for climate changes 

on any planet that would affect the spatial patterns of precipitation. However, the new prognostic river routing can result in 



7 

 

very large lakes where there would otherwise be wetlands, effectively removing vegetation because currently wetlands and 195 

flooding physics are not represented, so the prognostic rivers should not be used for carbon cycle simulations. 

The processes that accumulate water in lakes, combined with the horizontal transport of water across the land surface via 

runoff and river flow, are important for capturing the mass water balance on land. The geographic distribution of lakes 

determines the evaporative surface area, the surface cover of liquid water (which can produce glint as a sign of liquid water), 

the regional formation of clouds, the surface energy balance, and temperature. Previous ROCKE-3D 1.0 experiments could 200 

have lakes either without river transport, leading to potential excess buildup of water in some grid cells, or with prescribed 

river directions in a single direction, which could still result in excess buildup and generally lacked realism in the spread of 

water across the land surface. Fully prognostic, multi-directional river transport reproduced the retention of water in areas that 

are in fact wetlands, promoted continental recycling of precipitation, and significantly rectified the warm bias. The generalized 

lake/river dynamics also enable the simulation of surface hydrology of idealized planets for which only a flat topography is 205 

specified, in which case river directions cannot be estimated from topography but must arise from the relative balance of 

surface water between grid cells. 

The new lake and river physics, which were not used in this work but are available in the public release of planet_ROCKE-

3D 2.0, can be turned on with these different options: 1) using a new function to scale conical lake shape (cone slope) with 

grid size, or alternatively an input file that explicitly prescribes every grid cell with its lake cover fraction and sill height; 2) a 210 

new variable speed river flow; 3) defining river directions can either be assigned from an input file or use the new prognostic 

multi-directional river directions; 4) decide whether to allow small lakes to evaporate or not; 5) use the new more variable 

mixed layer depth. Alternative river direction files may be constructed for a variety of topographies and climates. 

2.2.2. Geothermal heat flux 

Coupled atmosphere-ocean GCM simulations of modern Earth have seldom included geothermal heat flux (GHF) as a 215 

background energy source, since the radiative forcingenergy it contributes to Earth’s climate system is low (~0.1 W m-2 on 

global average; Davies, 2013) compared to anthropogenic greenhouse gases (see e.g. Fig. 7.6 in Intergovernmental Panel on 

Climate Change (IPCC), 2023). However, the influence of GHF through the ocean floor in particular has long been recognized 

as a source of warming that disrupts deep ocean stratification and the rate of ocean circulation at depth, whether the GHF is 

applied uniformly across the ocean floor or in a more realistic spatially-variant pattern (Adcroft et al., 2001; Emile-Geay and 220 

Madec, 2009; Hofmann and Maqueda, 2009; Scott et al., 2001). We expect that interior heat flow from any rocky planet 

interior, whether from primordial radiogenic heat or contemporary tidal heating, would be at least as important for a variety of 

other rocky worlds. These include Earth-like planets with extensive snow and ice cover, in highly elliptical orbits or otherwise 

on the outer margins of habitability, as well as icy moons with deep interior oceans (e.g. Běhounková et al., 2010; Butcher et 

al., 2017; Colose et al., 2021; Hendrix et al., 2019; Henning and Hurford, 2014).  225 
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In ROCKE-3D, GHF is available as an optional boundary condition that can be added in any configuration. Heat fluxes may 

be prescribed as either a uniform heat flow or a spatially variant field, and they may be prescribed for land only, for ocean 

only, or for both. If applied to land, fluxes will be added to the lowest soil level and to lakes. If a Q-flux ocean is used, heat 

will be applied to the mixed layer and sea ice. If a dynamic ocean is used, fluxes will be added to the lowest ocean layer, 

whether that ocean is open or ice-covered. Heat fluxes are not applied to prescribed sea surface temperature fields, nor will 230 

they have an impact on the bases of prescribed land ice sheets.  

NetCDF input files for spatially-variant heat fluxes should be prepared at the appropriate model resolution used for a given 

simulation. We provide sample modern Earth heat flow files at 4x5 degree resolution for both the atmosphere and the ocean, 

typical for exoplanet runs; and at 2x2.5 and 1x1.25 degrees for when a higher atmosphere/ocean resolution is needed (Fig. 1).  

 235 

 

Figure 1. Modern Earth geothermal heat fluxes at 4x5 (left) and 1x1.125 (right) degree resolutions from a digital 2x2 degree equal area map, 

developed by Davies (2013) from a collection of more than 38,000 heat flow measurements from around the world.  

2.2.3. Thin atmospheres 

If atmospheric pressure at the surface of the planet is significantly lower than the one on modern Earth, then special care should 240 

be taken to represent certain processes and to ensure the stability of the model in general. Typically, we consider the atmosphere 

“thin” if the surface pressure falls below the triple point of water (~6 mbar). Examples of such planets are modern Mars and 

planets with transient atmospheres induced by impactors or periods of high volcanic activity (Aleinov et al., 2019). 

Atmospheres below the triple point of water cannot support liquid water, and while most model algorithms (clouds, 

precipitation) handle this automatically, a special option is provided to exclude any movement of liquid water in the ground. 245 

This option has to be enabled (Appendix B) for proper simulation of the hydrological cycle on such planets. 

For thin atmospheres, the ground temperature is mainly determined by the competition of absorbed solar stellar and outgoing 

longwave radiation fluxes. As a result, a high temperature gradient is present between the insolated and shaded parts of the 

surface. This causes the lower atmospheric temperature to decouple from the ground temperature over the shaded regions due 

to the very stable stratification near the surface, especially for a radiatively neutral atmosphere. In such cases, the conditions 250 
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in the lower atmosphere are mainly determined by the sensible heat flux over the insolated regions, which is much lower than 

other surface fluxes, and special care should be taken to avoid its distortion by numerical artefacts. The algorithms for surface 

fluxes in planet_ROCKE-3D 2.0 were updated to properly handle such conditions. We also disable the horizontal heat transport 

in the planetary boundary layer; these fluxes are negligible under thin atmospheric conditions, but they can cause numerical 

instabilities. At the top of the atmosphere, the atmospheric layers are very thin, and may require very short time step to maintain 255 

their stability with respect to radiative heating/cooling. To avoid this problem, we provide an option to treat the upper three 

layers as isothermal layers by the radiation model (Appendix B). In the current release, the model can handle surface 

atmospheric pressures down to 10 microbar. This configuration was already used to simulate aA thin CO atmosphere is as a 

likely candidate for a transient volcanically-induced paleo-lunar atmosphere (Aleinov et al., 2019; Needham and Kring, 2017). 

Depending on atmospheric composition, extremely thin atmospheres may require non-Local Thermal Equilibrium (non-LTE) 260 

corrections in the radiation algorithm. These have not been implemented yet and may become available in future releases. For 

exceedingly thin atmospheres (< 10 microbars) non-LTE radiative effects may become important, however, non-LTE physics 

are not implemented in SOCRATES. For Early Moon simulations we assume CO-dominated atmospheres, in which, 

fortuitously, non-LTE effects are negligible and can be ignored One should notice though, that in some cases non-LTE 

corrections may not be needed even for atmospheres thinner than 10 microbar, as is the case for a CO atmosphere (Forget et 265 

al., 2017). However, caution should be exercised that for different atmospheric compositions (e.g. CO2-dominated) non-LTE 

effects can be important and can have non-negligible impacts on results. A thin CO atmosphere is a likely candidate for a 

transient volcanically-induced paleo-lunar atmosphere (Aleinov et al., 2019; Needham and Kring, 2017). 

2.2.4.  Calendar and equation of time 

The calendar facility in ModelE is designed to generate a custom calendar that is tailored to the various exoplanet orbital 270 

parameters. With some important caveats that are elaborated on below, the generated calendar maintains a familiar 

correspondence to conventional Earth-based calendars, e.g. each orbital year is divided into 12 months of varying duration, 

but integral integer numbers of days. An attempt is made to align seasons by forcing the vernal equinox to be at the same 

fraction of the calendar as is the case for the Earth. Each day is divided evenly into 24 “hours”, which are generally different 

than the expected 3600 seconds in duration.  275 

To avoid complexities analogous to leap days/years, the rotational period is, by default, quantized to ensure an integral integer 

number of days per orbit. More specifically, the rotational period is adjusted in a minimal manner such that the number of 

rotational periods evenly divides the orbital period. We adjust the rotational period rather than the orbital period, because we 

generally have superior information about orbital periods of actual observed exoplanets. This quantization can be deactivated, 

in which case the orbital year and the calendar year are of different durations, which then requires some caution in interpreting 280 

some diagnostics, i.e. an “annual mean” quantity might require more than one orbit to properly average out. 
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The duration of each of the 12 months is determined by a heuristic based upon a reference orbit and calendar for the Earth. 

More precisely, we determine the longitude relative to the vernal equinox of the start time of each month in the reference 365-

day pseudo-Julian calendar used by ModelE for modern Earth simulations. The exoplanet calendar attempts to preserve the 

same angles for the start times of its months, but makes small adjustments to ensure an integral integer number of days in each 285 

month. In this manner, all other things being equal the exoplanet “February” will generally be a shorter month, simply because 

it is a short month in a conventional calendar. This aspect is easily dominated by other factors for planets with large 

eccentricities and/or different longitude of the periapsis as compared to that of the Earth. 

For exoplanets with a large separation between rotational and orbital periods, the above calendaring system works quite well, 

but the implementation requires and allows further adjustments to better support slow rotators. By default, the minimum 290 

number of calendar days in a year is 120 (roughly 10 per month). For a slow rotator, this means that calendar days will lose 

direct correspondence with the solar days. This default can be overridden, which can result in months that have 0 days. Further, 

for extremely slow rotators such as Venus, the quantization of the rotational period mentioned above is too severe, and the 

implementation therefore provides an option to deactivate the default quantization. In such cases, the calendar is of relatively 

little use, and useful diagnostics generally require averages over many orbits to avoid day-night biases within any given orbit. 295 

The implementation of calendar in planet_ROCKE-3D 1.0, or more precisely the calculation of the actual hour angle, did not 

include the effects due to the equation of time (EOT) which arises due to the difference in the length of a solar day at apoapsis 

versus periapsis and also the obliquity-induced effect between solstices and equinoxes. For the Earth this effect is minor and 

not usually included when studying modern climate, but for highly elliptical orbits this effect can be significant (Colose et al., 

2021). ROCKE-3D 2.0 corrects this oversight, and introduces 3 options for EOT that can be chosen by the user upon model 300 

configuration: “off”, “naïve”, and “default”. The “naïve” option implementation neglects the contributions due to obliquity. 

This option and “off” are provided for backward compatibility, and we recommend that the correct formula provided by 

“default” is always used.  

2.3. Radiation schemes 

Two fundamentally different radiation schemes are available in ROCKE-3D: the first is the GISS radiation (denoted as “G” in 305 

our naming convention; Sect. 4), which is strongly optimized for present-day and near-term paleoclimate Earth applications 

(Kelley et al., 2020 and references therein), and the other is the SOCRATES radiation (denoted as “S”; Amundsen et al., 2016, 

2017; Edwards, 1996; Edwards and Slingo, 1996), whose implementation in ROCKE-3D has been presented in Way et al. 

(2017). The GISS radiation is much faster, but has limited applicability, and suffers accuracy losses when the atmosphere and 

incident stellar energy distribution (SED) under study deviates appreciably from that of preindustrial Earth and present-day 310 

Sun combination. This is especially important when it comes to making large changes to the amount of atmospheric absorbers 

(e.g. H2O, CO2, CH4), large changes in the temperature profile, and when using SEDs from cool stars where the peak in 

radiation is shifted into the near-infrared. SOCRATES, on the other hand, is much more flexible and can simulate different 
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atmosphere and SEDs combinations very easily, albeit with preprocessing requirements to create the so-called “spectral file”. 

A spectral file is a construct native to SOCRATES which contains all aspects of the radiation problem, including the spectral 315 

interval and gauss point grids, gas absorption coefficients for major and minor species, Rayleigh scattering coefficients, cloud 

optical properties, and aerosol optical properties. Different spectral files can be fed in to SOCRATES at runtime, meaning that 

the radiative transfer problem can be defined for numerous diverse atmospheres without needing to modify the code and 

recompile SOCRATES. Generally, better accuracy for more exotic star-atmosphere combinations requires increasing the 

density of spectral intervals and gauss points which results in a slower runtime performance (also see Sect. 4.5). However, the 320 

speed reduction is necessary to obtain highly accurate radiative transfer results for the variety of atmospheres that can be 

studied with ROCKE-3D. All simulations presented here use the ga7_dsa spectral file (Appendix C).  

 

The motivated user can create their own unique spectral files using a set of shell and python scripts provided publicly on 

Github (see Code availability), which wrap native SOCRATES routines for creating and manipulating all components of the 325 

spectral file. However, as part of ROCKE-3D, we provide numerous pre-computed spectral files, which should satisfy the 

requirements of most use cases (see Data availability). These are divided into several general classes based on the atmospheric 

composition which they serve, referencing Earth and Mars time-periods. Each class has numerous spectral files optimized for 

specific subsets of the atmospheric composition. As the name implies, “Modern Earth” spectral files are only appropriate for 

modern Earth atmospheric compositions and temperature ranges, while allowing for increases and decreases by several 330 

doublings of CO2 or CH4. “Archean” spectral files have been constructed to incorporate high amounts of CO2 and CH4 in an 

N2 dominated anoxic atmosphere while allowing total pressures up to 10 bars. The Paleoproterozoic spectral file includes a 

combination of low O2 and moderately elevated CO2 and CH4 in an otherwise N2 dominated atmosphere. We signify “Mars 

Through Time” to describe spectral files which feature CO2 dominated anoxic atmospheres, valid for modern Mars but also 

any generic dense CO2 atmosphere (Del Genio et al., 2019b; Guzewich et al., 2021; Schmidt et al., 2022). We have also 335 

constructed additional spectral files for other worlds, including Titan and a putative early lunar atmosphere (Aleinov et al., 

2019). Stellar spectra have been constructed for numerous stars ranging from ultracool M-dwarf stars to late F-dwarfs. An at 

length description of the technical details of the currently available spectral files and stellar spectra is included with our publicly 

available materials (ROCKE-3D spectral files). Refer to Appendix C for additional information. 

2.4. Atmospheres 340 

In planet_ROCKE-3D 1.0 we only provided template configurations for one type of atmosphere, that of preindustrial Earth 

but without atmospheric aerosols, O3, and stratospheric formation of H2O from CH4 oxidation. In planet_ROCKE-3D 2.0, in 

addition to the planet_ROCKE-3D 1.0 atmospheric configuration (denoted as “x” in our naming convention; Sect. 4), we 

added two additional template configurations: one (denoted as “A”) is the exact atmosphere of preindustrial Earth for the year 

1850, and the other (denoted as “N”) is the same atmosphere but without aerosols, O3, and stratospheric formation of H2O 345 
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from CH4 oxidation, and with the O2 and Ar of the atmosphere replaced by N2. This makes the N configuration essentially a 

pure N2 atmosphere, other than trace components present like CO2 and N2O, both of which are at their preindustrial Earth 

levels. ROCKE-3D can run using a wide range of additional compositions, e.g. pure CO2 (Mars), pure CO or N2 (Aleinov et 

al., 2019), as well as mixtures of non-condensable gases.  

2.5. Oceans 350 

The ocean parameterization chosen is key very important in the simulated climate of any planet with a substantial ocean 

present. In Earth’s modern climate, most of the poleward planetary heat transport occurs in the atmosphere except in the deep 

tropicsmust act to diverge energy from the tropics and converge energy in Polar Regions. Most of this poleward energy 

transport occurs in the atmosphere (Held, 2001; Klinger and Marotzke, 2000; Trenberth and Caron, 2001), with only a small 

fraction of the energetic demand taken up by the ocean. Nonetheless, Nnumerous studies have also demonstrated a very strong 355 

coupling between the sea ice margin and convergence of ocean heat transport at higher latitudes (e.g. Aylmer et al., 2020; Bitz 

et al., 2005; Ferreira et al., 2011; Rose et al., 2013; Winton, 2003). An exception is in the tropical belt, where the atmospheric 

energy transport is a small residual of contributions from the Hadley cell’s low-level equatorward branch (where most of the 

moisture resides) and upper-level poleward flow. Net poleward transport occurs due to the higher potential energy aloft and 

the rising and sinking of air in the overturning circulation. The equatorial ocean favors a significant role for ocean heat transport 360 

into the subtropics (Held, 2001; Klinger and Marotzke, 2000), however, the atmosphere quickly overtakes the ocean heat 

transport by 15-20° latitude in both hemispheres. Numerous studies have also demonstrated a very strong coupling between 

the sea ice margin and convergence of ocean heat transport at higher latitudes (Aylmer et al., 2020; Bitz et al., 2005; Ferreira 

et al., 2011; Rose et al., 2013; e.g. Winton, 2003), which must be small beyond the ice edge due to the insulating effect of ice. 

Even further, on tidally locked worldsFor exoplanets, the effect of ocean dynamics can produce results that are qualitatively 365 

far different than that assuming Q-flux=0 (Del Genio et al., 2019b; Hu and Yang, 2014). Most notably, on synchronously 

rotating worlds, the presence of a dynamic ocean can expand the area of deglaciated ocean on planets near temperatures where 

sea ice is expected to form. Generally, a dynamic ocean forms what is termed a “lobster pattern” in temperature, while a Q-

flux=0 ocean forms an “eyeball” world (e.g. Pierrehumbert, 2010; see also Fig. 2a and 2b in Del Genio et al., 2019). 

As in planet_ROCKE-3D 1.0, three ocean configurations are available. The first configuration (prescribed sea surface 370 

temperature (sst); denoted as “p” in our naming convention; Sect. 4) has no interactive ocean but rather a prescribed sea ice 

extent and sst. Although no ocean calculations happen in this configuration, the ocean heat transport is implied and is equal to 

that of preindustrial Earth. The second (Q-flux; denoted as “q”) is a Q-flux ocean (Miller et al., 1983; Russell et al., 1985), in 

which (contrary to planet_ROCKE-3D 1.0 where we used Earth-like heat fluxes) the heat fluxes throughout the ocean are set 

to zero. This is a common assumption in exoplanet studies with important consequences to the simulated climate, as shown 375 

here. Even further, on tidally locked worlds the effect of ocean dynamics can produce results that are qualitatively far different 

than that assuming Q-flux=0 (Del Genio et al., 2019b; Hu and Yang, 2014). Most notably, the presence of a dynamic ocean 
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can expand the area of deglaciated ocean on planets near temperatures where sea ice is expected to form. Generally, a dynamic 

ocean forms what is termed a “lobster pattern”, while a Q-flux=0 ocean forms an “eyeball” world (e.g. Pierrehumbert, 2010; 

see also Fig. 2a and 2b in Del Genio et al., 2019). In this model setup the atmosphere and sea ice are coupled to a mixed-layer 380 

ocean of a specified depth, which allows for time-varying storage and release of heat, and source of evaporation to the 

atmosphere. The depth of the Q-flux=0 ocean in planet_ROCKE-3D 2.0 is 100 m (the default value was 65 m in 

planet_ROCKE-3D 1.0), and it is trivial to change to any desired depth. The last configuration (“dynamic ocean”; denoted as 

“o”) is a fully dynamic ocean, similar to what was used in planet_ROCKE-3D 1.0, with present-day Earth’s bathymetry, but 

any configuration can be used, e.g. a bathtub ocean with flat bathymetry used in aquaplanet simulations (Sect. 4.4.4). The 385 

initial conditions used are based on present-day Earth’s modern ocean configuration (Levitus et al., 1994; Levitus and Boyer, 

1994).  

2.6. Grid resolutions 

The Earth version of ROCKE-3D, ModelE2.1, is routinely run in the fine horizontal atmospheric resolution of 2x2.5 degrees 

in latitude and longitude, denoted as “F” in our naming convention (Sect. 4), with 40 horizontal layers to 0.1 hPa. This model 390 

version is coupled to a dynamic ocean with a 1x1.25 degrees resolution in latitude and longitude and 40 layers to the ocean 

floor. Virtually all studies done thus far with ROCKE-3D have been performed at medium resolution (denoted as “M”), either 

using 40 or 20 atmospheric vertical layers and a 4x5 ocean with 13 layers. In planet_ROCKE-3D 2.0 we only kept the 20-

layer atmospheric model version as a legacy (working but unsupported) option, and opted to use for all simulations the 40-

layer atmospheric version. We also decided to include both the M and F resolutions, in order to be able to resolve with greater 395 

accuracy larger-than-Earth planets and fast rotators. 

2.7. Template model configurations 

In planet_ROCKE-3D 1.0 (Way et al., 2017), we provided template configurations for an Earth-like atmosphere with 

conditions similar to preindustrial (year 1850), but with zero aerosols, ozone (O3), and stratospheric water vapor formation 

from methane (CH4) oxidation. In planet_ROCKE-3D 2.0 we expanded the available options offered, which now include 400 

combinations of two radiation schemes, three different atmospheres, three ocean configurations, and two horizontal 

resolutions, resulting in a total of 36 supported configurations. Here we will describe the reasons that led us to the choice of 

such configurations, the decisions made to balance them, their differences, and their limitations. Their naming convention is 

presented in Fig. 2, which is the one used in the code repository and here, and a detailed discussion of their resulted climates 

will follow in the next sections. 405 
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Figure 2. Template configuration naming convention. For the meaning of the letters, see Table 1Table 1. As an example, a fine resolution 

configuration of preindustrial Earth atmosphere with a dynamic ocean and GISS radiation is named P2GApF40. 425 

 

Table 11. ROCKE-3D version 2.0 template configuration naming convention explanation. 

Component Explanation 

Model version 
P1: Template configuration of ROCKE-3D version 1.0 (Way et al., 2017)  

P2: Template configuration of ROCKE-3D version 2.0 (planet_2.0; this work) 

Radiation 
G: GISS radiation 

S: SOCRATES radiation 

Atmospherea 

A: Atmosphere of preindustrial Earth (year 1850), as described by GISS ModelE CMIP6 simulations 

x: Same as A, without a) aerosols; b) O3; c) stratospheric H2O formation from CH4 oxidation 

N: Same as x, with O2 and Ar replaced by N2 

Ocean 

p: prescribed sea surface temperature and sea ice extent and thickness 

q: Q-flux=0 ocean, 100m mixed layer depth 

o: dynamic ocean; see next line for resolution 

Resolution 
M40: atmosphere: 4°x5° with 40 layers to 0.1 hPa; ocean, if o configuration: 4°x5° with 13 layers 

F40: atmosphere: 2°x2.5° with 40 layers to 0.1 hPa; ocean, if o configuration: 1°x1.25° with 40 layers 

a: In the text these configurations are frequently named Earth’s (A), planet_ROCKE-3D 1.0 (x), and anoxic (N) atmospheres. 

3. Generalizing ModelE into ROCKE-3D 

In this work, we use the GCM variable names of the model output are in italics of the model output for many quantities, rather 430 

than a more verbose explanation. This helps the model user to exactly understand which model output we’ve used in our 

analysis, but also to detail which variables are important to analyze when creating a new world. These variables are explained 

in Appendix D. 

3.1. Radiative balance 

Bringing the model into radiative balance is a necessary step to create a control simulation in which temperature, as well as 435 

shortwave and longwave fluxes, are acceptably close to target values. There are multiple ways one can calibrate the model to 

achieve this. Our method is to bring the model into radiative balance under preindustrial conditions (described in Sect. 4.1), 

for which we use a prescribed ocean configuration and make changes to cloud parameters so that the absolute value of the net 

incoming solar stellar and outgoing thermal radiation of the whole planet (net_rad_planet) is small (within ±0.2 W m-2). For 

Earth-centric science questions, aA secondary goal is that the present-day net radiative balance of the planet is on the order of 440 
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+1 W m-2, which but this is not relevant to this work which focuses on a generalized planetary configuration rather than the 

current state of the planet and the impact humans have on it. It is important to note that not all configurations can easily (if at 

all) stay within those limits, mostly because when deviating from the actual preindustrial Earth there is no “real” ocean field 

to be used, so the atmosphere might have a hard timetake much longer, or even fail, to fully adjust. This will be discussed later, 

on a case-by-case basis, when it occurs.  445 

There are other, secondary criteria that also need to be loosely met, which are known for the present-day atmosphere, but can 

only be estimated for the preindustrial one. These include global mean surface air temperature (tsurf; 14-15 °C at present day, 

roughly 1 °C cooler at preindustrial); planetary albedo (plan_alb; about 29.6% at present day, unknown at preindustrial); solar 

stellar (shortwave) radiation net flux at the top of the atmosphere (srnf_toa; 239±2 W m-2 at present day, probably the same at 

preindustrial); and ocean sea ice fraction (oicefr; 4% at present day, slightly greater at preindustrial). When balancing the 450 

model, we always try to have |net_rad_planet| ≤ 0.2 W m-2, while trying to also maintain srnf_toa as close as possible to 239±2 

W m-2, by modifying the radiative balancing factors of clouds (see Sect. 4.1). 

We only balanced the model for configurations of interest for the public release of the model. Intermediate configurations use 

balancing values which might or might not bring the model to radiative balance, depending on how much different model 

physics affect the modeled climatologies. In Sect. 3.3 below, some model runs will clearly be out of radiative balance, by 455 

design.  

3.2. Effects of new physics on mean climatology 

We checked whether the code merges across the Earth (Sect. 2.1) and planetary (ROCKE-3D 2.0; Sect. 2.2) model versions 

affected the mean climatology of the model in any significant way. For this, we simulated both the year 2000 and year 1850 

climatologies, by performing 30-year simulations with the prescribed ocean (p) model: the first 10 years were used as a spinup, 460 

and the latter 20 for the analysis. This is twice as many years as we typically use for balancing the Earth model (both spinup 

and analysis); we decided to use more years than usual as an additional layer of safety, and as expected it was proven to be 

unnecessary. The set of simulations performed for the year 2000 showed that all key diagnostics mentioned in Sect. 3.14.1 are 

both within bounds and extremely close to each other across model versions, ensuring that the merging process was successful. 

The same applies for the 1850 climatology across model versions, where all simulations showed that they are in radiative 465 

balance. From now on, all simulations discussed are done with the merged product, the planet_ROCKE-3D 2.0 version of 

ROCKE-3D, and with 1850 base climatological conditions. 

There are two major changes that as expected introduced major changes in the model physics, and require rebalancing: the 

change from GISS radiation to SOCRATES (using the ga7_dsa spectral file; Appendix C), and the coarsening of the default 

Earth resolution from F40 to M40. Note that the M20 resolution used in planet_ROCKE-3D 1.0 is not supported any more. 470 

When SOCRATES is used, net_rad_planet decreases by 1.3 W m-2 and srnf_toa decreases by 6 W m-2. When changing 
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resolution from F40 to M40 net_rad_planet increases by 0.8 W m-2 for GISS and by 0.2 W m-2 for SOCRATES radiation, 

while srnf_toa decreases by 2.0 and 2.6 W m-2, respectively.  

The change in resolution includes not only the physical change of grid box sizes, but also the disabling replacement of the 

gravity wave drag parameterization from that used on the Earth version of the model (Kelley et al., 2020), with the simpler 475 

“Rayleigh friction” version used in planet_ROCKE-3D 1.0 (Way et al., 2017). Structurally, the M simulations employ a 

simplified version of “Rayleigh friction”, which exponentially decays wind components over a user-specified range of layers 

near the model top. The simplification is to apply a user-specified exponential time constant per layer. This replaces the 

parameters traditionally associated with momentum loss to a solid surface (e.g. drag coefficient, air density, and quadratic 

dependence upon wind speed). Furthermore, the Earth-oriented version has a special tuning of its “Rayleigh friction” near the 480 

poles; this was especially important for getting the correct stratospheric wind structure in M configurations, because they 

completely lack the parameterized gravity wave momentum transports that shape stratospheric winds in later model 

generations (F resolution). no This geographic adjustment is imposed, unlike the original dropped in non-Earth-oriented 

versionsimulations. An even further improved version of the gravity wave drag that is present to the high model top version 

of the Earth model (Rind et al., 2020) will become available in the next release of ROCKE-3D, but again only for the F model 485 

resolution, not the M, and with many more than 40 layers (102 in Rind et al., 2020). When using the F40 resolution with the 

simplified gravity wave drag, the net_rad_planet change for GISS (SOCRATES) radiation is -0.46 (-0.50) W m-2, and the 

corresponding change for srnf_toa is -0.24 (-0.29) W m-2.  

Another necessary change between resolutions is the time step used in the Shapiro filter, which is a hyperdiffusion operator 

that is applied to remove numerically-induced high-frequency noise from the velocity and tracer fields (Shapiro, 1970, 1975): 490 

in the fine (F40) resolution this is 225 s, while in the medium resolution (M40) it is 450 s. This change has only a marginal 

impact in the key diagnostics net_rad_planet and srnf_toa. 

3.3. Creation of a generalized Earth configuration 

ModelE2.1 contains a control configuration which is meant to simulate preindustrial Earth (year 1850; E2.1GApF40_1850). 

This contains some Earth-centric parameterizations, each for a different reason, that are not valid for use in other planetary 495 

configurations. In planet_ROCKE-3D 1.0 such configurations also existed, but the changes from the tight Earth configuration 

to the more general one were not studied systematically. Here we present in detail which options we have either eliminated or 

generalized, and their individual impact on model results, towards the creation of the several supported template configurations 

in planet_ROCKE-3D 2.0, described in Sect. 4. We focus on the net planetary radiation (net_rad_planet) and the solar stellar 

(shortwave) radiation net flux at the top of the atmosphere (srnf_toa). Box-and-whisker plots of those diagnostics for the 20 500 

years of the simulation (following 10 years of spinup) are presented in Fig. 3. It is important to mention that many of the 

differences discussed here would have been reduced by rebalancing the model, but since these are interim simulations that are 

not meant to be used for production the absolute values of such differences do not matter much. 
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 515 

 

 

Figure 3. Box-and-whisker plots of net planetary radiation (net_rad_planet; left) and solar stellar (shortwave) radiation net flux at the top 

of the atmosphere (srnf_toa; right) for the intermediate simulations described in Sect. 3.3. The part of the simulation names before the 

underscore is explained in Sect. 3 4, with the addition that E2.1 and T3 mean the default and the updated E2.1 version of GISS ModelE, 520 
respectively. For the part after the underscore, see Table 2Table 2. 

 

Table 22. Description of intermediate simulations described in Sect. 3.3 with the GISS radiation. All configurations that start with P2G in 

the table were also performed using the SOCRATES radiation instead of GISS, in which case we replace G with S in the name, e.g. 

P2GApM40_1850 becomes P2SApM40_1850, but are omitted below for brevity. 525 

Name Year Incremental from Description 

E2.1GApF40_2000 2000 None Base Earth configuration of ModelE2.1. 

T3GApF40_2000 2000 E2.1GApF40_2000 Base Earth configuration of updated E2.1. 
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Name Year Incremental from Description 

P2GApF40_2000 2000 T3GApF40_2000 
Starting F40 configuration of planet_ROCKE-3D 2.0, includes 

planet_ROCKE-3D 1.0 and updated E2.1. 

P2GApM40_2000 2000 P2GApF40_2000 
Starting M40 configuration of planet_ROCKE-3D 2.0, 

includes planet_ROCKE-3D 1.0 and updated E2.1. 

E2.1GApF40_1850 1850 None Base Earth configuration of ModelE2.1.  

T3GApF40_1850 1850 E2.1GApF40_1850 Updated Earth configuration of ModelE2.1. 

P2GApF40_1850 1850 T3GApF40_1850 

Starting point (F40) of planet_ROCKE-3D 2.0. It includes 

planet_ROCKE-3D 1.0 and updated E2.1, for the A 

atmosphere (Table 1Table 1). 

P2GApM40_1850 1850 P2GApF40_1850 

Starting point (M40) of planet_ROCKE-3D 2.0. It includes 

planet_ROCKE-3D 1.0 and updated E2.1, for the A 

atmosphere (Table 1Table 1). 

E2.1GApF40_2000 2000 None Base Earth configuration of ModelE2.1. 

T3GApF40_2000 2000 E2.1GApF40_2000 Base Earth configuration of updated E2.1. 

P2GApF40_2000 2000 T3GApF40_2000 
Starting F40 configuration of planet_2.0, includes planet_1.0 

and updated E2.1. 

P2GApM40_2000 2000 P2GApF40_2000 
Starting M40 configuration of planet_2.0, includes planet_1.0 

and updated E2.1. 

P2GApF40_nodrag 1850 P2GApF40_1850 Simplified “Rayleigh friction” gravity wave drag. 

P2GApM40_DT 1850 P2GApM40_1850 Half time step for Shapiro filter. 

P2GApM40_noIRR 1850 P2GApM40_1850 No irrigation. 

P2GxpM40_noO3etc 1850 P2GApM40_noIRR 
No aerosols, no O3, and no H2O formation from CH4 oxidation 

in the stratosphere.  

P2GApM40_notEarth 1850 P2GApM40_1850 No RADN8a, maxctopb,c, and SW-H2O absorption increased. 

P2GApM40_interim 

P2GApF40_interim 
1850 

P2GApM40_noIRR 

P2GxpM40_noO3etc 

P2GApM40_notEarth 

Combination of noIRR, noO3etc, and notEarth, and uniform 

GHGs distribution, for both M40 and F40 resolutions. These 

are the starting point for the x and N atmospheres (Table 

1Table 1). 

P2GxpM40_noRADN4 

P2GxpF40_noRADN4 
1850 

P2GApM40_interim 

P2GApF40_interim 

Disabled second-order optimization of LW radiation specific 

to Earth conditions. 

P2GxpM40_UTCF 

P2GxpF40_UTCF 
1850 

P2GApM40_interim 

P2GApF40_interim 

Allows for a more physically-consistent profile of longwave 

flux divergence near the top of the atmosphere. 
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a: Earth-centric clouds inhomogeneity correction, but instead use a constant value of 0.12. 

b: CPU-saving setting which skips cloud calculations above a fixed pressure level (50hPa for Earth).  

c: This is the only change that is relevant for SOCRATES in P2SApM40_notEarth. 

d: Shortwave long-path H2O absorption increase. 

 530 

After having constructed preindustrial Earth model configurations for all combinations between fine and medium resolutions, 

and GISS and SOCRATES radiations, the next goal was to set up configurations for uninhabited planet simulations. These 

primarily included configurations that do not include irrigation, aerosols, and O3, but also other changes related to clouds 

(P2GApM40_notEarth in Table 2). We quantified the difference they introduce to srnf_toa, and by assuming linearity in 

responses (in the absence of a better assumption), we modified our target srnf_toa value from 239±2 W m-2 (Sect. 3.1 4.1) for 535 

the radiative balancing to a new value, as described below. All simulations have been performed with the M40 resolution, 

which is anticipated to become the most used one. 

The removal of irrigation does not produce any noticeable change in net_rad_planet and srnf_toa. The same applies to key 

diagnostics like surface temperature and total cloud fraction, where any regional changes calculated are not statistically 

significant. On the other hand, and as expected, removing aerosols, O3, and the formation of H2O in the stratosphere by CH4 540 

oxidation produces a large change in net_rad_planet for GISS (SOCRATES) radiation of +1.33 (-1.60) W m-2 and -3.5 (-8.7) 

W m-2 for srnf_toa. The large difference of srnf_toa between the two radiation schemes leads to a very different response in 

clouds, which results in a net_rad_planet change of a different sign between the two model configurations. Regionally, the 

removal of aerosols, O3, and stratospheric H2O from CH4 oxidation completely dominates the change in total cloud cover. 

Cloud cover Throughout the tropics cloud cover increases nearly everywhere throughout the tropics by as much as 60% locally, 545 

but has no effectchanges less than 5% anywhere else (Fig. 4). It also has some statistically significant impact on tsurf at polar 

latitudes and in particular in Antarctica, but the effect is overall smaller than the removal of Earth-centric adjustments 

(P2GApM40_notEarth in Table 2) that cause a cooling of surface temperatures over land almost everywhere, which largely 

dominates the net effect of both changes (Fig. 4). Over the ocean the changes of tsurf are negligible, primarily because we use 

the prescribed ocean configuration (p) which does not allow changes to sst, a major driver to tsurf. It has to be noted that the 550 

choice of atmospheric composition described here (no ozone, aerosols, and stratospheric water vapor from methane oxidation; 

x configuration in Table 1) was made for consistency with the planet_ROCKE-3D 1.0 non-Earth configurations. We decided 

to keep that legacy configuration in planet_ROCKE-3D 2.0 for continuity, although it contains inconsistencies, in that the 

atmosphere contains O2 but not O3. We also created a set of configurations in planet_ROCKE-3D 2.0 (anoxic Earth) that 

eliminates that inconsistency, which we recommend to be the default one for future studies. More on this in Sect. 4.  555 
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 570 

Figure 4. Surface temperature (top row) and total cloud fraction (bottom row) change due to the removal of aerosols, O3, and stratospheric 

water vapor from CH4 oxidation (left column), some Earth-centric corrections (including the cloud-top limit, see text and Table 2Table 2; 

middle column), and the combination of the two (right column). Note that the right column also includes the effect of irrigation removal, 

which is statistically insignificant in the preindustrial atmosphere used here. Dots show grid boxes where the calculated differences are not 

statistically significant (p>0.05).  575 

 

In another simulation generalized for non-Earth simulations, we removed a clouds heterogeneity parameterization whose 

spatial distribution is relevant for Earth only (first introduced in ModelE by Schmidt et al., 2006), and used a constant factor 

instead. This factor scales the cloud optical depth down to account for the fact that variable optical depth within a partially 

cloudy gridbox causes shortwave extinction to be less than what one would get from a homogeneous cloud. ModelE uses a 580 
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map of the inhomogeneity correction appropriate to Earth from the International Satellite Cloud Climatology Project (ISCCP) 

D1 cloud climatology (Rossow et al., 2002). In order to not impose an Earth-like pattern of inhomogeneity, we used instead a 

global mean value of 0.12 (see Appendix B for technical instructions). In addition, we removed a shortwave long-path H2O 

absorption increase, which was found to be necessary for Earth simulations to correct an underestimate of the direct and diffuse 

shortwave H2O band absorption analytical fit used in the GISS radiation when compared against measurements, particularly 585 

for high-humidity cases. All of those changes are only relevant when using GISS radiation, not SOCRATES. We also allowed 

the clouds code to run up to the model top (0.1 hPa), instead of up to 50hPa, a limit inspired by present-day Earth and set for 

computational efficiency. Other atmospheres, especially those without a stratospheric temperature inversione, might have 

clouds much higher than where they exist on Earth, so removing this Earth-centric limit is important. This change is relevant 

for both GISS and SOCRATES simulations. The GISS radiation simulation with those adjustments removed resulted in a 590 

change in net_rad_planet of -1.27 W m-2 and srnf_toa of -1.9 W m-2. As expected, these changes require the model to be 

rebalanced. The clouds change (allow them to reach the model top) in the SOCRATES simulation did not change either of the 

diagnostics beyond noise, since no clouds are expected to exist in that model configurationabove 50 hPa. Although no 

incremental simulation with was performed with the clouds change allowed to reach the model top alone was performed using 

the GISS radiation, it is expected that it will not affect the climatology, as was the case for SOCRATES.  595 

After having tested all changes from the standard preindustrial Earth configuration, we combined all pieces together, and 

generated a candidate configuration for radiative balancing, for both radiation schemes and for both resolutions. These are the 

interim simulations in Table 2. For the GISS radiation, the total srnf_toa change for both resolutions is -5.7 W m-2, while for 

SOCRATES it is a bit over -9 W m-2 (-9.1 for M40 and -9.7 for F40). For the GISS radiation this net change adds up pretty 

linearly to the individual changes caused by the elimination of O3 and aerosols (-3.5 W m-2) and adjustments in radiation (-1.9 600 

W m-2). For SOCRATES, the change from O3 and aerosols is -8.7 W m-2 (no Earth-specific adjustments exist to be eliminated), 

which is also very close to the net effect of M40 (-9.1 W m-2). The net_rad_planet for the GISS radiation ends up pretty well 

balanced for M40 (-0.06 W m-2), probably by chance, while it is 0.4 W m-2 for F40. SOCRATES is further away from radiative 

balance, with -1.8 and -2.3 W m-2 net_rad_planet for M40 and F40, respectively.  

As a last configuration test for the GISS radiation only, we removed a longwave correction (noRADN4 in Table 2), which we 605 

will only keep enabled in the atmospheres that exactly resemble modern Earth, and also enabled a more physically-consistent 

profile of longwave flux divergence near the top of the atmosphere (Appendix B). The longwave correction introduces a major 

radiative imbalance of +8.1 W m-2 for both resolutions and a +1.0 W m-2 (M40) and +1.3 W m-2 (F40) change in srnf_toa, 

while the longwave flux divergence, probably the least impactful modification, only marginally changed results.  

3.4. Analysis of additional diagnostics 610 

Although net_rad_planet and srnf_toa are key diagnostics that affect the simulated climate of any atmosphere, there are many 

more diagnostics one can examine and understand differences between simulations. A key set of those, but by no means an 
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exhaustive one, are compared against the default preindustrial configuration of ModelE2.1 in Fig. 5. A key conclusion is the 

confirmation that virtually all Earth configurations across model versions (ModelE2.1 (E2.1GApF40_1850), ModelE2.1 with 

updates (T3GApF40_1850), ROCKE-3D 2.0 starting point (P2GApF40_1850), and final ROCKE-3D 2.0 generalized 

configuration (P2GApF40); also see Table 2) produce the same climatology. These are marked with a blue arrow in Fig. 5, 

where there are practically no differences between the simulations.  630 

 

 

Figure 5. Relative differences of key diagnostics of the intermediate simulations listed in Table 2Table 2 compared to the original 

preindustrial Earth simulation in ModelE2.1, marked with an orange arrow. Exactly equivalent simulations with different model versions 

(see text for details) are marked with blue arrows. Remember that most of the simulations presented here are not in radiative balance. 635 
Diagnostics are: sst: sea surface temperature; oicefr: ocean ice fraction; lakefr: lake fraction; grnd_alb: ground albedo; plan_alb; planetary 

albedo; wsurf: wind speed at surface; snowdp: snow depth; snowfr: snow fraction; snowfall: snow fall; prec: precipitation; cldi: cloud 

condensed ice column; cldw: cloud condensed water column; cldtpt: cloud top temperature; cldtpp: cloud top pressure; clwp: cloud liquid 

Formatted: Font: Not Bold



23 

 

water path; pcldh/pcldm/pcldl/pcldt: high/middle/low/total cloud cover; qatm: atmospheric water vapor column; qsurf: surface air specific 

humidity; tsurf: surface air temperature; srnf_toa: net solar stellar radiation at the top of the atmosphere. See Appendix D for more details.  640 

 

A number of interesting patterns emerge when looking at the other simulations, which will be only briefly discussed here. 

Those simulations are not in radiative balance (Fig. 3), due to their intermediate nature, as mentioned earlier. First of all, the 

year 2000 simulations are slightly warmer as expected, which results in less ocean ice (oicefr) and reduced snowfall rate and 

snow amount (both depth and fraction). The warmer temperature also allows the atmosphere to hold more moisture at surface 645 

and in the column. Another persistent pattern is for the year 1850 simulations with SOCRATES, which calculate warmer 

cloud-top temperatures and higher pressures, implying that clouds reach higher altitudes when using the GISS radiation. 

Further, the simulations without O3 are cloudier, in particular in the higher altitude clouds region. This is mostly due to the 

increased presence of ice clouds, a result of colder temperatures from the middle troposphere and upwards. Also note that these 

simulations do not have a stratospheric temperature inversione, due to the absence of O3, as further discussed in Sect. 05. The 650 

cloudier atmosphere also results in an increase in the planetary albedo.  

4. Working with different model configurations 

4.1. Radiative balancing per configuration 

For preindustrial conditions, Earth is assumed to be very close to radiative balance, meaning that the absorbed shortwave 

solarstellar radiation is approximately equal to the outgoing longwave radiation at the top of the atmosphere, to within a few 655 

tenths of a W m-2 , in the range 240 ± 5 W m-2. For the various configurations of ModelE2.1, small variations of a single 

parameter (U00a) have sufficient differential impacts on SW and LW to serve as the final rebalancing mechanism, after 

previous tuning steps set U00b, WMUI_multiplier, and radiusl_multiplier. In the search for radiative balance across the 

multiple configurations of planet_ROCKE-3D 2.0, the four parameters were not required to remain close to one another across 

configurations, nor to E2.1 values. This freedom was taken to be justified due to the differences in resolution, radiation scheme, 660 

etc. being considered as major rather than minor perturbations to the system. Table 3 lists the results. A short explanation of 

these variables is presented in Appendix D, while more detailed explanations of some of them have been presented elsewhere 

(Kelley et al., 2020; Schmidt et al., 2006). Note that the appropriate name for U00a and U00b is Ua and Ub, respectively, and 

this name has been used in past publications, but we opted to use the variable name found in the model code here, similar to 

what we do with other quantities discussed throughout the manuscript.  665 

For every model configuration, a new radiative balancing is likely to be required. We call this “balancing”, because we modify 

some key clouds-related properties in order to achieve radiative balance in the model, based on our best known configuration 

of a radiatively balanced case, that of preindustrial Earth (year 1850; Sect. 3.1). These are not unique choices, as there is more 

than one way to achieve radiative balance in the model, all of which are more or less equivalent. For this we use the p ocean 
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(Table 1), in order to let the atmosphere adjust to the best known state of the ocean at preindustrial times. After allowing the 670 

model to radiatively equilibrate for about 10 simulation years, we continue the simulation for 20 more years, which we average 

for evaluation. This is equivalent with a 20-member ensemble mean. When changes were needed, we performed them (not 

shown; only the final chosen values are presented in Table 3) and repeated the 30-year simulation. When the configuration is 

in radiative equilibrium (the planet neither gains nor loses energy, averaged over 20 years), we perform a 500-year simulation 

(a complete overkill, but for consistency with the other simulations) and average the last 100 years for the analysis presented 675 

here. This was done for all 12 simulations with the p ocean: (2 radiation schemes) x (3 atmospheres) x (2 resolutions). The 

balancing factors for each of the p oceans were then used for the similar configurations where the ocean was either q or o 

(Table 1), without any further adjustments. The final values per configuration are listed in Table 3, and their explanation can 

be found in Appendix D.  

 680 

Table 33: Radiative balancing parameters of clouds for all p ocean configurations that bring the model to radiative balance. Two 

additional balancing knobs exist, WMU_multiplier and radiusi_multiplier, but both equal to 1 in all configurations, so they are omitted 

from the table for clarity.  

 U00a U00b WMUI_multiplier radiusl_multiplier 

P2GApM40 0.675 1.1 0.001 1.1 

P2GApF40 0.655 1 2 1.1 

P2GxpM40 0.6 1.5 0.001 1.16 

P2GxpF40 0.64 1.5 0.001 1.16 

P2GNpM40 0.6 1.5 0.001 1.16 

P2GNpF40 0.635 1.5 0.001 1.16 

P2SApM40 0.7 0.6 0.001 1.01 

P2SApF40 0.7 0.6 0.001 1.01 

P2SxpM40 0.68 0.538 0.001 1.1 

P2SxpF40 0.68 0.5 0.01 1.1 

P2SNpM40 0.67 0.5 0.001 1.1 

P2SNpF40 0.68 0.5 0.001 1.1 

 

The use of a prescribed ocean in the balancing is necessary, because otherwise the ocean will try to absorb (or give back) the 685 

excess heat (or deficit) when net_rad_planet is positive (negative). This means that for a different configuration, one should 

either use a proper sst dataset for the balancing, or in the absence of one should use a Q-flux or dynamic ocean and select the 

balancing parameters from the atmosphere that is closer to the one under study.  

It has to be stressed that we do not have any such information to perform a proper balancing on any non-modern-Earth planet; 

one has to rely on the values for Earth, and pick the closest set to the new planet configuration. If that planet has an ocean, we 690 
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won’t know its sst in the foreseeable future to balance radiation in the same way, so using a dynamic ocean is strongly 

recommended. Picking a set of values that structurally make sense from Table 3 (i.e. based on which radiation scheme, 

atmosphere, and resolution would be used) and then allowing the dynamic ocean to adjust as needed is the only feasible 

approach.  

Following balancing, all model configurations have absolute net_rad_planet values either nearer zero or very close to the ±0.2 695 

W m-2 range (Fig. 6). It is interesting to note that all simulated atmospheres using the GISS radiation, dynamic ocean, and fine 

resolution (P2G[AxN]oF40) have a much larger variability than any other combination of physics, while their corresponding 

simulations using the medium resolution (P2G[AxN]M40) have among the least.  
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Figure 6. Box-and-whisker plot of net planetary radiation (net_rad_planet) in W m-2 for all p ocean configurations following balancing., 

using tThe last 100 years of 200 to 500-year-long simulations were used for the p and q ocean configurations, which were longer (1000 to 

2000 years) for the o ocean(more for the dynamic ocean runs). The bars show the 25/75 percentiles, the whiskers the 9/91, the bar is the 

median, the star is the mean, and outlier years are presented with dots. Also shown the ±0.2 W m-2 values, described in the text.  705 

 

The balanced P2GApF40 simulation is in all climate-relevant respects the same as ModelE2.1 E2.1GApF40_1850, which is 

the most heavily tested configuration of GISS ModelE when a prescribed ocean is used (Sect. 3.4). Some regional differences 

across the model simulations are very minor, which confirms that the model skill and mean climatology does not change with 

the updated code in planet_ROCKE-3D 2.0 when compared with ModelE2.1. 710 

4.2. Bringing the model to equilibrium 

When simulating an atmosphere of any configuration on any given planet, ROCKE-3D needs some time to produce a stable 

climate for a climatological analysis. The time needed to arrive to equilibrium varies based on the atmosphere, ocean, and land 

to be simulated, the resolution, and the deviation of initial conditions from the final equilibrium. There are different metrics 

that define when the model is in equilibrium, which in general might depend on the needs of each individual experiment, since 715 

different components of the model equilibrate at different timescales. These timescales can vary from very few years for an 

atmosphere similar to present-day Earth and a prescribed ocean, centuries for biogeochemical carbon cycling involving land 

and ocean biology (Jones et al., 2016; Séférian et al., 2020), to several millennia for surface hydrology and a dynamic ocean 

(van den Hurk et al., 2016; Johns et al., 1997; Sitch et al., 2015; Wood, 1998). For a planet with an abundance of water, even 

in the absence of an ocean, surface hydrology equilibration times can also be at the several millennia timescales, to allow deep 720 

soils to come into full equilibrium. The same applies for dynamic ocean configurations which are several kilometers deep. The 

simulations listed in Table 2 are with a prescribed ocean and the water cycle does not need to be in complete equilibrium for 

the radiative equilibration of the atmosphere, so a few years are enough. The metrics used as criteria of an equilibrated climate 

also vary depending on the research question. Here, we want the net radiation of the planet to be near zero (within ±0.2 W m-

2) in a long climatological mean over several years (orbits, for non-Earth planets), and also to have surface air temperature 725 

stabilized.  

All simulations presented in Table 3 start with a correct set of balancing parameters for the underlying ocean (Sect. 4.1), so 

they are in near-instant equilibrium (just a few years). For the Q-flux and dynamic oceans, although using the correct balancing 

parameters, they are not in equilibrium at the beginning of the simulation because of imperfect parameterizations and forcings 

that can’t exactly reproduce the prescribed ocean conditions. The Q-flux ocean takes much longer than the prescribed ocean 730 

to reach equilibrium, about a century in planet_ROCKE-3D 2.0 or 20 years in planet_ROCKE-3D 1.0, while for the dynamic 

ocean it takes a millennium or more: about 1500 using the medium resolution and 1000 for the fine resolution (Fig. 7). Note 

that even after 2000 years, not everything is in perfect equilibrium, but having some very-slow-equilibrating variables still 

drifting does not affect the other climatological parameters that have equilibrated already. For a deep dynamic ocean the time 
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for full oceanic equilibrium (e.g. a stable global potential temperature) can take many thousands of years (Fig. 8). Another 735 

example is the total amount of liquid freshwater (mwl), which may need over 3000 years to equilibrate, but will likely require 

much more for the less Earth-centric simulations in ROCKE-3D (Fig. 7). For that reason, a smart experimental configuration 

can save several days or months of simulation time, when restart files are used properly. As an example, if a simulation one 

wants to do resembles one of the model runs presented here, they can start from the end of our simulations using the restart 

files we distribute (see Data availability section), greatly reducing the spin up time required. The same applies for all previously 740 

published ROCKE-3D simulations - if the desired simulation is very similar to a previously published one, it is best to use a 

restart file from that simulation.  
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 745 

Figure 7. Annual mean Ttimeseries of net_rad_planet (first row), tsurf (second row), gwtr (third row), mwl (fourth row), and snowdp (last 

row) for the prescribed ocean simulations (left), the Q-flux=0 ocean (middle), and the dynamic ocean (right) with SOCRATES and the x 

atmosphere. The planet_ROCKE-3D 2.0 fine resolution model is shown in blue, the planet_ROCKE-3D 2.0 medium resolution in redpurple, 

and the planet_ROCKE-3D 1.0 medium resolution in green. Note that the dynamic ocean simulation shown with a blue line in the last 

column equilibrated much faster than the other two, so only 1000 years are presented. 750 

The differences between planet_ROCKE-3D 1.0 and planet_ROCKE-3D 2.0 in the Q-flux ocean are due to the fact that the 

heat transfer used in planet_ROCKE-3D 1.0 resembles that of Earth so the initial conditions are much closer to equilibrium 

compared to Q-flux=0 in planet_ROCKE-3D 2.0. The dynamic ocean in planet_ROCKE-3D 1.0 also equilibrates much faster, 

in about 51000 years, while the equivalent simulation in planet_ROCKE-3D 2.0 needs 3 times as much timeover 1500 years. 
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The fine resolution model lies between the twoequilibrates much faster, with about a millennium needed to achieve a stable 755 

climatein about 500 years. It is worth reiterating that here we are only referring to atmospheric radiative balance. If one has a 

deep dynamic ocean like that of modern Earth and one is interested in science questions related to such oceans then it is vital 

to consider whether the ocean itself is in equilibrium. One way in which this can be explored is by looking at the mean global 

ocean potential temperature, but it is often useful to look at specific areas in the ocean as well as globally (Fig. 8). 

 760 

 

Figure 8. Time series of ocean potential temperature (pot_temp) for a planet_ROCKE-3D 1.0 simulation for Modern Earth. The mean depth 

at level 11 is 1129 m and at level 13 is 3868 m. Even after 1500 years it is obvious that neither the global mean, nor the specific grid 

cells/levels appear to have leveled off. It was not until nearly 6000 years that the global ocean potential temperature began to level off. It is 

important to note that deeper oceans take longer to come into equilibrium.  765 
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4.3. Selecting the best template to start building a new world 

Selecting the most appropriate model configuration for a simulation requires a careful balance of factors that affect both 

performance and results within the target science questions, but also appropriateness of the configuration for the planet of 800 

interest. A number of criteria need to be considered for making the best choice. The planet size can dictate the choice of 

resolution; for small planets like Mars the medium resolution is adequate, while for super-Earths the fine resolution might be 

more appropriate. Another factor to consider is whether the chosen resolution properly samples the Rossby radius of 

deformation, which dependents on both the model resolution and the planet spin rate. The generally-assumed notion that a 

higher resolution should always be preferred might not always be true (depending on the science question), because the 805 

computational cost of going from medium to fine is very significant (Sect. 4.5). In the case of exoplanets, for which we may 

have very few, if any, constraints on their atmosphere, there is often little point in performing fine resolution simulations when 

the computational time might be better spent sampling over a larger parameter space with the medium resolution instead of 

gaining little additional scientific insight with a few high-resolution simulations.  

For atmospheres that closely resemble that of present-day Earth the GISS radiation would suffice, so the simulation can take 810 

advantage of faster simulation times, while for very different atmospheres the SOCRATES radiation must be selected. If the 

planet has an ocean, the choice of a dynamic ocean configuration is always the best, while for a planet that closely resembles 

modern Earth the use of a prescribed ocean can be justified. For completely unknown planetary configurations the Q-flux 

ocean is a compromise between performance and oceanic response to climate, but the unknown factor of oceanic heat transport, 

presented later, can vastly affect (or bias) results. Lastly, the choice of atmospheric composition, both in terms of major and 815 

trace gases composition, is the parameter space that most ROCKE-3D users are expected to be routinely modifying. We do 

provide radiation tables for a wide range of compositions and stellar types (see Data availability section and Appendix C), but 

for cases outside the presently available tables the users would need to calculate their own. Any choice of planetary parameters 

(eccentricity, obliquity, etc.) should follow, since they don’t affect the choice of the template used to initialize the model. 

Another thing to consider when starting a new simulation is the spinup time required to bring the model to equilibrium. We 820 

provide equilibrated model conditions (restart files) for all simulations presented here (see Data availabilityData availability 

section), or restart files that have been created previously can be used to spin off new simulations. The key thing to consider 

keep in mind is that the configuration changes between a restart file and a new simulation that the model code allows are 

limited. It is also important to note that restart files from planet_ROCKE-3D 1.0 are not consistent with those of 

planet_ROCKE-3D 2.0.  825 

4.4. Creating a new planet 

Although an infinite number of new planet configurations are in theory possible, in practice certain changes can’t easily be 

accommodated. Difficult changes include altering the horizontal resolution or vertical layering, incorporating a dynamic ocean 

when one was not used in prior simulations (although the reverse, starting a p or q ocean simulation from an o restart file, is 
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possible), changing the land-ocean mask, topographic relief or ocean bathymetry while a simulation is ongoing, or altering 830 

atmospheric composition substantially. Altering the location of even a single land grid cell may require a series of cascading 

adjustments to many other boundary and initial condition data sets which makes the task very tedious. It is not uncommon 

when wholescale changes are made to continent and ocean configurations that fine adjustments must be made to deal with sub-

grid scale issues related to ocean gateways, vegetation distributions, or continental drainage basins (river flow and lakes). In 

this section we discuss some of the issues related to generating a “new planet” through the creation of self-consistent boundary 835 

and initial condition data sets. We also discuss a variety of pre-existing planetary and ancient Earth model configurations that 

are available for use with ROCKE-3D. A set of key parameters related with the definition of a new planet are presented in 

Table 4. 

 

Table 4: Description of parameters that are used to define a planet. Unless explicitly stated (footnote e) these parameters are modified 840 
via the model configuration “rundeck” file.  

Parameter Description Units Earth value 

solar_spec (S)a Stellar spectrum N/A sun 

spectral_file_sw Shortwave spectral file N/A ga7b 

spectral_file_lw Longwave spectral file N/A ga7b 

quantizeyearlength Adjusts orbital period to be an integral multiple 

of the rotation period 

N/A (true or false) Falsec 

planet_s0 (S) Solar constant W m-2 1360.67c 

S0X Solar constant multiplier relative to Earth Dimensionless 1c 

siderealorbitalperiod Length of orbital period s 31,536,000c 

siderealrotationperiod Length of rotation period s 86,400c 

eccentricity Orbital eccentricity Dimensionless 0.0167c 

obliquity Obliquity of axis Degrees 23.44c 

longitudeAtPeriapsis Angle of perihelion relative to vernal equinoxd Degrees 282.9c 

hourAngleOffset Degrees east from international dateline Degrees 0c 

geotherm_landx 

geotherm_ocnx 

Land and ocean, respectively, geothermal heat 

flux multiplier. Acts on GEOTHERM_LAND 

or GEOTHERM_OCN input files.  

Dimensionless 0 if no input file is 

used, 1 if an input file 

is provided 

CO2X, CH4X, N2OX, 

O3X, CFC11X, CFC12X, 

O2X, NO2X,N2CX 

Gas multipliers for radiation (multiplies values 

given in GHG input file) 

Dimensionless 1c 

grave Acceleration of gravity m s-2 9.80665 
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Parameter Description Units Earth value 

radiuse Planet radius m 6,371,000 

maire Molar mass of dry air g mol-1 28.9655 

srate Ratio of specific heats at fixed pressure and 

volume 

Dimensionless 1.401 

psfe Global mean surface pressure mbar 984 

ptope Pressure over which the model uses constant 

pressure levels, instead of adaptive to the 

underlying topography (sigma-coordinate)  

mbar 150 

pN2, pO2, pAr, pH2e Fraction of N2, O2, Ar, and H2, respectively, in 

dry air.  

Dimensionless 0.780840, 0.209476, 

0.0093, 0, respectively 

a: Applicable only to the SOCRATES (S) or GISS (G) radiation scheme.  

b: Multiple spectral files are permissible for Earth. sp_sw_ga7/sp_sw_ga7_dsa and sp_lw_ga7/sp_lw_ga7_dsa are used for the 

Earth runs presented in this paper, but these may be changed to allow for greater flexibility.  

c: These default values do not need to be set explicitly for Earth runs.  845 

d: This is sometimes called the “longitude of perigee” (see e.g., Appendix B, Berger et al., 1993) that is 180 degrees different 

from what they call the longitude of perihelion. In the GISS model, modern Earth’s value is 282.9 degrees. 

e: Defined in the source code file shared/PlanetParams_mod.F90, rather than in the rundeck. 

4.4.1. Ancient Earths 

A variety of boundary condition data sets (Fig. 9) that are based on paleogeographic reconstructions are available for use with 850 

ROCKE-3D. These ancient Earth boundary conditions represent various time periods throughout Earth’s history. The specific 

configurations are not uniformly distributed in geologic time but were chosen to supply testable scenarios for either significant 

climatic events or because they represent noteworthy continent-ocean distributions that have potentially compelling impacts 

on the global or regional climate characteristics of a planet. The available boundary conditions (Fig. 9) include: 1) The Sturtian 

(720 Ma), an equatorial supercontinent that is representative of the Neoproterozoic Earth and has primarily been used with 855 

Snowball Earth studies and examination of Earth’s Cryogenian interval; 2) The Late Ordovician (450 Ma), with continents 

primarily located in the Southern Hemisphere, including a significant-sized land mass covering the South Pole, in contrast to 

the Northern Hemisphere, which is dominated by open ocean; 3) Early Jurassic (180 Ma), a time period where the Pangean 

supercontinent, the single supercontinent (and, consequently, a single large ocean as well) was roughly symmetrical about the 

equator and nearly extended from pole to pole; 4) The Mid-Cretaceous (100 Ma), a period of long-lived extreme warmth, 860 

among the warmest intervals of the past billion years, and perhaps the closest Earth has gotten to a super-greenhouse climate 

since multi-cellular life forms evolved, during which the Pangean supercontinent had broken up, with an early Atlantic Ocean 
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allowing a flow of water across the equator; 5) The Cretaceous-Paleogene Boundary (66 Ma), which was the time 

corresponding to the Chicxulub asteroid impact event, thought to have contributed to the extinction of dinosaurs ; 6) The mid-

Pliocene (3.2 Ma), during which continents were already approximately in their modern geographic locations, however ice 865 

sheets were greatly reduced and consequently sea level was higher, altering global coastlines. This time is thought to be the 

most recent period in Earth’s history with global temperatures as warm as models predict for Earth’s future climate maximum 

as impacted by greenhouse gas increases. For much older time periods, where the preserved geologic record is too limited to 

reconstruct paleogeographic records that could be used to generate realistic boundary condition data sets, we generally use 

either the Sturtian supercontinent boundary conditions (described above), or an idealized continental configuration (see next 870 

section), or simply run the model as a water world (aquaplanet) or land-only world. 

 

 
Figure 9. Ancient Earth boundary conditions currently available. Top row, left to right: Sturtian (Neoproterozoic Snowball Earth [720 Ma] 

and general Precambrian equatorial supercontinent configuration); Late Ordovician, 450 Ma; Early Jurassic, 180 Ma (Pangean 875 
supercontinent). Bottom row, left to right: Mid-Cretaceous, 100 Ma; Cretaceous-Paleogene boundary, 66 Ma; Mid-Pliocene, 3 Ma. 

With the exception of the mid-Pliocene reconstruction, which includes reconstructed bathymetry as outlined by Haywood et 

al. (2016), other maps of ancient Earth have a uniform ocean depth. This uniform depth is a simplification given that the details 

of ocean bathymetry are poorly known, if at all, further back in Earth’s history. A reasonable depth for ancient Earth 

simulations is 3800 meters; for “Earth-like” exoplanet simulations using these land distributions and a dynamic ocean, in the 880 

absence of any better constraint, we frequently use a depth of 1000 meters. 

4.4.2. Venus 

All current versions of ROCKE-3D are unable to model modern day Venus because of its extreme surface temperatures 

(~750K) and pressures (~92 bar), but a number of studies of a hypothetically ancient habitable Venus have been published 

(Way et al., 2016; Way and Del Genio, 2020)(Way et al. 2016; Way & Del Genio 2020). In these studies five different sets of 885 
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boundary conditions were utilized. Three of them involved the use of modern-day Venusian topography (can be found in Fig. 

5 of Way and Del Genio, 2020); a land planet with only 20 cm of water incorporated within the soil (termed Arid-Venus), a 

planet with 10 m water global equivalent layer (GEL) called 10m-Venus with the water dispersed into the lowest topographic 

regions as dynamically active lakes (their existence/size determined by a competition between evaporation and precipitation 

during the model simulation), and a 310 m-Venus with 310 m GEL again dispersed in the lowest topographic regions as oceans 890 

and lakes where the oceans are permanent features and the lakes again are dynamic. Two other cases were chosen as they are 

commonly used in the exoplanet literature: an aquaplanet scenario (with the only land being at the south pole point and set to 

zero topographic height) and a modern Earth land-sea mask, but only using a 310 m deep ocean to make it comparable to the 

310 m-Venus scenario mentioned above. The reader would be right to ask why one uses modern Venusian topography when 

any ancient topography was likely completely different? First, it is an interesting contrast to modern Earth which has a plethora 895 

of land at high latitudes whereas the 310 m-Venus has a lot of land also at low-latitudes, and in contrast to the aquaplanet 

scenario. Finally, with presently available data there is no way to reconstruct what ancient Venus’ topography was like as 

~80% of planet has been resurfaced in the past ~300-750 million years (Bougher et al., 1997; Strom et al., 1994). All boundary 

condition files for the cases described above are located in our on-line repository (see Data availability). In an attempt to 

compare some of the previously published planet_ROCKE-3D 1.0 ancient Venus work with planet_ROCKE-3D 2.0 we ran a 900 

number of planet_ROCKE-3D 2.0 simulations with the exact same setup. Generally for the dryer simulations (arid-Venus and 

10m-Venus) the results were very similar (see Sect. 4.4.4 for Proxima Centauri b). For the simulations with oceans this was 

not always the case. For example, for the 310 m-Venus case at 2.9Ga planet_ROCKE-3D 2.0 had a mean temperature of 3.4 

°C while the published planet_ROCKE-3D 1.0 results (Way & Del Genio 2020) was 9.6 °C. This difference of 6 °C is likely 

due to the very different cloud scheme differences between ModelE2.1 (planet_ROCKE-3D 1.0) and ModelE2.2 905 

(planet_ROCKE-3D 2.0) as demonstrated in Fig. 10, where the planetary albedo and net cloud radiative forcings effect are 

quite distinct. 
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Figure 10. Comparison of planet_ROCKE-3D 1.0 and planet_ROCKE-3D 2.0 simulations of an ancient Venus climate from simulation #25 

in Way and Del Genio (2020). The simulation is of a 310 m deep global equivalent layer ocean that includes a number of low-latitude 910 
continents (Fig. 5 in Way and Del Genio, 2020). X-axis: number of Venus orbits completed. Y-axis: Net Rad: Net radiative balance at the 

top of the atmosphere (net_rad_planet); Tsurf: global mean surface temperature (tsurf); Albedo=global mean planetary albedo (plan_alb), 

Cloud Rad = net cloud radiative forcing effect (shortwave+longwave). 

4.4.3. Mars and Moon 

Mars has been modeled with ROCKE-3D at several epochs in its history, but thus far only ancient Mars simulations have been 915 

published. The simulations were aimed at the Noachian (Guzewich et al., 2021) and the Hesperian (Schmidt et al., 2022). In 

the Noachian case modern Mars topography was used (Guzewich et al., 2021), but a subset of simulations used a topography 

with an inferred map before the Tharsis region was formed, and its associated true polar wander (Bouley et al., 2016). In 

Schmidt et al. (2022) only modern Mars topography was considered. Guzewich et al. (2021) utilized varying amounts of GEL 
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water, whereas Schmidt et al. (2022) only considered a northern polar ocean (~10 % of the surface area of the planet) and the 920 

Hellas Basin to have water. 

As part of its thin atmosphere capability (see Sect. 2.2.3), ROCKE-3D is currently capable of simulating modern Mars with a 

pure CO2 atmosphere (~6 mbar at surface) and fully coupled CO2, H2O and dust cycles. For the water cycle it uses a 3-layer 

snow model developed for the parent Earth model, while the CO2 condensation is currently handled by a bucket model which 

keeps track of the condensate amount and its areal cover fraction. The cover fractions of the H2O and the CO2 snow are 925 

combined together (the greater absorbs the smaller) for the computation of ground albedo. No distinction is currently made 

between CO2 and H2O snow in the albedo algorithm.  

Soil dust aerosols have been incorporated into the Mars version of ROCKE-3D as radiatively active tracers by successfully 

utilizing the soil dust module that was developed for NASA GISS ModelE for Earth’s atmospheric conditions, with only minor 

modifications (Perlwitz et al., in preparation). It is a sectional scheme with five size bins that simulates the emission, 930 

atmospheric transport, and deposition of dust. Different to the original scheme in ModelE, dust emission is explicitly dependent 

on atmospheric surface density (as a function both of pressure and temperature at the surface) to account for the large density 

variations at the surface of Mars, affecting the buoyancy of dust particles.  

Following a hypothesis of Needham and Kring (2017) that in the past the Moon could have had a thin transient atmosphere 

due to volcanic outgassing, we used ROCKE-3D to study such an atmosphere (Aleinov et al., 2019). In our experiments, we 935 

used modern lunar topography and albedo, and conditions at ~3.5 Ga (peak of lunar volcanic activity) for orbital parameters 

and insolation. A special algorithm was added to treat Permanently Shadowed Regions (PSRs) as patches of land which receive 

no shortwave radiation. We investigated a parameter space of surface pressures 1-10 mbar and compositions which included 

pure CO and pure CO2 atmospheres, either completely dry or with 5x10-3 kg/kg water. The results have been presented in the 

past (Aleinov et al., 2019) and the configuration we provide can be used for similar model setups.  940 

4.4.4. Known extrasolar terrestrial planets 

The ROCKE-3D model has been used in a number of studies involving extrasolar planets and their theoretical atmospheres. 

For comparison purposes we examined results from Proxima Centauri b as an aquaplanet with a fully coupled ocean with 

planet_ROCKE-3D 1.0 and planet_ROCKE-3D 2.0. Here, is it is important to note that there was an update to the sea ice 

parameterization from planet_ROCKE-3D 1.0 to 2.0 as described in Sect. 2.1 above. Since the Proxima Centauri b control run 945 

from Del Genio et al. (2019b) is particularly cold, in order to make the comparison more realistic we did an additional control 

run with the planet_ROCKE-3D 2.0 sea ice fix in planet_ROCKE-3D 1.0. This can be seen in Fig. 11 below. As in the ancient 

Venus case discussed in Sect. 4.4.2 the clouds appear to play a key role in making the climate ~8 °C colder in the 

planet_ROCKE-3D 2.0 case versus in planet_ROCKE-3D 1.0 with the sea ice fix (P1+SF). Without the sea ice fix the 

difference is nearly 10.5 °C. This difference in the clouds manifests itself markedly in the amount of the ocean that is covered 950 
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in ice as seen in Fig. 11. An additional 4% of ice accumulates in planet_ROCKE-3D 1.0 with the sea ice fix, and another 13% 

on top of that with planet_ROCKE-3D 2.0.  

 

Figure 11. Same as Fig. 10 where P1=planet_ROCKE-3D 1.0 and P2=planet_ROCKE-3D 2.0. P1+SF is the planet_ROCKE-3D 1.0 version 

with the sea ice fix mentioned in Sect. 2.1. The bottom row is the fraction of the ocean covered in ice. Since this is an aquaplanet setup, that 955 
equals to the planet surface covered in ice. 

ROCKE-3D participated in the THAI model intercomparison (Fauchez et al., 2020) that studied the planet Trappist-1e with 

the same boundary condition files and atmospheric compositions across four models (Fauchez et al., 2022; Sergeev et al., 

2022; Turbet et al., 2022). Here we look at differences between planet_ROCKE-3D 1.0 (used in the THAI intercomparison) 

for the dry case (Ben1) versus planet_ROCKE-3D 2.0 (Fig. 12). In this setup there is no moisture in the atmosphere or surface, 960 

hence there are no clouds. The planetary albedo is almost exactly the same, yet the surface temperatures still differ by ~3 °C. 
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This gives us a lower limit for the differences we can expect between the same setup on planet_ROCKE-3D 1.0 versus 2.0. In 

general, similar differences were seen in the dry cases in the THAI intercomparison (Turbet et al., 2022), and in related studies 

(e.g. Sergeev et al., 2024). 

 965 

Figure 12. Same as Fig. 10 for the planet Trappist-1e with a dry atmospheric setup.  

Idealized land-ocean configurations 

Some studies focused on early Earth or terrestrial exoplanets will have experiment designs that require some representation of 

ocean and emergent land area but are not yet at a stage that would benefit from the complexities of the realistic ancient Earth 

boundary conditions described in Sect. 4.4.1. It may also be the case that the percentage of land area required is notably greater 970 
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or less than the land coverage offered by those ancient Earth configurations (which range between 20 to 30% land cover). To 

fill this need, we have created sets of boundary condition files for 13 idealized continent configurations, in which land is 

represented at increasingly smaller fractions of the total global area (Fig. 13). Configurations with ≥ 25% land cover are 

available in three orientations: pole-to-pole meridional, polar cap, and equatorial land belt. The smallest global land cover 

options, 12.5% and 6.25%, are each available as two- or four-continent distributions to emulate the presence of 975 

microcontinents. All 13 configurations have a uniform land elevation of 50 meters, a ground albedo that is calculated by using 

a 50 % dark and 50 % bright soil mix, and include simple “bathtub” oceans, in which the sea floor slopes steeply downward 

from the continental edges to a uniform ocean bottom. The with a maximum depth is configurable, and is typically set between 

1000 and of nearly 3800 meters for simulations with a dynamic ocean. Together with the two land planet and aquaplanet 

configurations, we cover a spectrum of land cover possibilities.  980 

 

 
Figure 13. Idealized continent configurations. 

Aquaplanets 

In addition to the Earth-centric configurations described here, we also provide four aquaplanet ones (GISS or SOCRATES 985 

radiation scheme, with dynamic or Q-flux=0 oceans). Aquaplanets are commonly used configurations for studies in climate 

dynamics or for planets with unknown surface boundary conditions, as is the case for exoplanets.  
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The aquaplanets with a dynamic ocean are substantially warmer than the runs with Earth’s topography (20.9 and 22.2 °C with 

SOCRATES or GISS radiation, respectively). They also feature a substantially reduced pole-to-equator temperature gradient 

relative to Earth runs (Fig. 14), and a stronger greenhouse effect owing to the greater abundance of atmospheric water vapor.  990 

 

 

Figure 14. Zonal-mean temperature (°C) for aquaplanet simulations with SOCRATES (solid) or GISS (dashed) radiation scheme, and a 

dynamic ocean (red) or Q-flux=0 ocean (blue) configuration. Two simulations (varying CO2 amount) are annotated for the SOCRATES Q-

flux=0 configuration, which exhibits a large change between 1xCO2 and 2xCO2.  995 

 

The Q-flux=0 aquaplanet runs are colder than their dynamic ocean counterparts, and differ markedly between the GISS and 

SOCRATES radiation schemes (global mean temperature of 13.3 and –44.5 °C, respectively). This is due to a snowball (ice-

albedo) instability that occurs for the SOCRATES but not the GISS run. Although this discrepancy is obviously large, we note 

that previous studies have shown that the coupling between sea ice and the convergence of ocean heat transport patterns is 1000 

extraordinarily strong in aquaplanet simulations (e.g. Rose, 2015) and work in climate dynamics using aquaplanets often 

disable sea ice formation altogether due to the strong confounding influence of ocean heat transport on the stability of the sea 

ice edge (Rencurrel and Rose, 2018; e.g. Voigt et al., 2016). While sea ice is sometimes disabled in some aquaplanet studies 

to isolate specific dynamical processes, its inclusion is essential for fully coupled exoplanet simulations. Sea ice plays a critical 

role in setting the climate state, particularly in transitions between ice-free, waterbelt, and snowball regimes and tipping points, 1005 
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and strongly influences the planet’s energy balance and climate stability (e.g. Brunetti et al., 2019; Hörner and Voigt, 2024). 

For the realistic exploration of exoplanet climates, especially near habitability boundaries, sea ice must be actively included. 

For the Q-flux=0 aquaplanets, our simulations are very close to an instability threshold, such that simply changing the radiation 

scheme results in a large bifurcation despite only marginal differences in all other runs reported here. In fact, if the Q-flux=0 

aquaplanet simulation using SOCRATES is instead run (from initially warm conditions) with a doubling of atmospheric CO2, 1010 

it does not transition into a snowball and is warmer than the GISS counterpart simulation with 1xCO2. The GISS radiation Q-

flux=0 aquaplanet run also collapses into a near-snowball state with 0.5xCO2, indicating that these simulations are quite 

sensitive near their current state. Such a CO2 forcing is a large perturbation in the context of contemporary climate change on 

Earth, but is small by planetary climate standards. This is consistent with the studies discussed above that aquaplanets are 

remarkably prone to large snowball instabilities and the Q-flux (or Q-flux=0) configuration, in particular, should be used with 1015 

caution for climates in which sea ice is expected to form.  

Deep ocean worlds 

In order to explore a wider range of planets and moons with deep oceans (on the order of tens to hundreds of kilometers deep), 

an upcoming update to ROCKE-3D 2.0 will extend the ocean component from a Hydrostatic (H) model to a Quasi-Hydrostatic 

(QH) model. With an increasing number of planets presumed to have surface oceans or icy moons with subsurface oceans (e.g. 1020 

Europa, Enceladus) some assumptions made about the H momentum equations for planets with relatively shallow oceans like 

Earth (h/R~10-4, where h is the ocean depth and R is the radius of the planet) need to be revisited to take into account planetary 

bodies with 1) ocean depths reaching tens of kilometers, and 2) cases where ocean depths are not negligible anymore when 

compared with the planet or moon radius (Marshall et al., 1997). Hydrostatic Primitive Equations (HPEs) were developed as 

a less GCM-computationally-expensive form of the full Non-Hydrostatic (NH) momentum equations, by considering Earth’s 1025 

oceans in a hydrostatic balance where the pressure field is balanced by the gravity force. In cases where h/R is not small 

anymore (e.g. h/R~10-1 for Enceladus) the QH setup is considered as being more realistic for deep oceans than the H equations, 

while not being as computationally expensive as the NH ones. This is achieved by re-establishing some of the Coriolis and 

metric terms neglected in the momentum equations to get a full treatment of the Coriolis force and relaxing the shallow water 

approximation in the momentum equations. As an example, in spherical coordinates where ‘r’ was constant and equal to R, 1030 

the vertical position of a parcel of water ‘r’ is now a variable). When this update is finalized, it will be made available as an 

easy-to-implement update into ROCKE-3D 2.0. 

4.5. Model performance 

Model Performance was discussed in the planet_ROCKE-3D 1.0 paper (Way et al., 2017), but since its importance should not 

be underestimated, we further discuss it here. Each model component described here has its own computational requirements. 1035 
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The exact wall-time for a simulation to complete does change depending on computer load (e.g. input/output contention) and 

hardware capabilities (e.g. CPU generation, memory availability), and can fluctuate even from one simulation to the other on 

the same computer. For this, the values presented in Fig. 15 should only be used in a qualitative manner, rather than as exact 

representations of the whole duration of a simulation on any computer at any given time. Even with these approximate numbers, 

it is clear that SOCRATES radiation is more computationally expensive than GISS, and the same applies for the fine resolution 1040 

over the medium one. The prescribed and Q-flux ocean runs are practically indistinguishable when it comes to computation 

time, while the dynamic ocean is more computationally demanding. This difference amplifies with resolution: while moving 

from medium to fine resolution roughly increases the simulation time by a factor of 2-3, a direct result of the quadrupling of 

the atmospheric resolution, when the dynamic ocean is included the computational time increases by about an order of 

magnitude. This is an additive effect of the 4x atmospheric increase in resolution and the ~40x time oceanic increase (Table 1045 

1). Interestingly, the performance penalty added by the presence of a dynamic ocean in the medium resolution is overwhelmed 

by the slowdown due to SOCRATES, while for the fine resolution it is more pronounced. Further, the A atmosphere when 

using SOCRATES has a clear slowdown by about 50%, probably linked with the presence of O3 and aerosol calculations that 

significantly add to the radiative transfer performance.  

 1050 

 

Figure 15. Approximate wall-time required per model configuration. The different atmospheres, oceans, and radiation schemes are listed at 

the top of the plot, while the two resolutions are separated by color (blue: medium; red: fine).  
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4.6. Further modifications of the model configuration 

There are too many parameters that one can alter to modify the behavior of the model to list here. These involve either sanity-1055 

checking limits, expansion of capabilities, or fixes of known issues, as described in Sect. 4.6.1. In addition, during and after 

the end of the simulations presented here, model development continued. That led to some additional model development and 

bug fixes (Sect. 4.6.2) that are now available in planet_ROCKE-3D 2.0, but were not available when the simulations presented 

here started. All the parameters below can be defined in the model “rundecks”, the configuration files that completely describe 

each simulation.  1060 

4.6.1. Parameters that can be modified 

Beyond what has been presented thus far, there are several more ways one can modify how the model runs. These additional 

options can change physics (thus results), can significantly affect model performance, and/or can change what diagnostic 

output is produced. A comprehensive list and explanation of all options is far outside the scope of this work, so we only list 

here the most important, or most influential, of the parameters that ROCKE-3D users should be aware of. The key ones are 1065 

described below, and many more are listed in Table 5Table 4.  

The main parameter which defines how the model is run is its physics time step, DTsrc. It tells the model how often its main 

parts (atmosphere, ocean, land, radiation) should exchange fluxes. Once set up at the start of a simulation, it cannot be changed. 

Other time stepping parameters can be changed though, and we use this functionality if the model exhibits numerical 

instabilities during the course of a simulation. In particular, one can decrease DT or increase NIsurf (typically, by powers of 1070 

2) to improve stability. The choice of DT depends on many factors, but in general smaller planets and planets with thinner 

atmosphere need smaller DT. For example, for most of our modern Mars runs, we use DT=50 s. 

A key parameter related with both model results and model performance is NRAD, which stands for “every how many time 

steps radiation is called”. Ideally this should equal to 1 (every time step) but radiation is the most computationally expensive 

physics part of the model, so traditionally we use the value of 5. The choice of this value is not random: since the model is 1075 

based on an Earth model, where the planet has a rotation period of 24 hours, the default 30-minute physics time step means 

that there are 48 time steps per day. The value of NRAD=5 is the smallest non-unity value that does not divide 48 exactly, 

ensuring a non-uniform (thus, non-biased) sampling over the course of multiple days. In other words, over e.g. a month, every 

30 minutes of the day are sampled, thus getting a non-biased average. For planetary applications, care must be taken for the 

choice of this variable: the number of time steps per day, which depends on the model time step and the rotation period, should 1080 

never be exactly divided by NRAD, if NRAD>1. Very large values of NRAD though will add a sampling bias, so the right 

balance between performance and accuracy needs to be maintained. Even beyond planetary rotation periods, for very fast 

rotators (e.g. orbital periods of very few days) one might not be able to use daily or “monthly” means if the choice of NRAD 

is such that radiation is called very few times over the averaging period.  

 1085 
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Table 54: Description of parameters that modify the model’s behavior. 

Parameter Definition Default value Additional information 

cloud_rad_forc 

Enables cloud 

radiative forcing 

diagnostics 

0 (do not simulate) 
Results in additional radiation calls, which may 

have a non-negligible performance penalty.  

DT 

Timestep for 

atmospheric 

dynamics 

M resolution: 450 s 

F resolution: 225 s 

The ratio between DTsrc and DT should be an 

even number (enforced by the model 

automatically if different). 

DTO 
Timestep for ocean 

barotropic dynamics 

M resolution: 450 s 

F resolution: 112.5 s 

Recalculated in the model so that the ratio 

between the model physics timestep DTsrc and 

DTO is an even number. Advection and 

mesoscale use longer steps, which for most use 

cases don’t have to be defined explicitly.  

DTsrc 

Timestep for model 

physicsexchange 

fluxes across model 

components 

1800 s 
Should divide the length of a calendar day 

exactly. Cannot be changed during the run. 

lake_ice_max 

Inhibits lake ice to 

grow indefinitely via 

snow accumulation 

0 (no limit) Excess ice is placed in GLMELT arrays. 

maxclow 
Pressure at top of low 

clouds 
680 hPa 

Only used for diagnostics, and scales 

automatically with surface pressure, if other 

than 1 bar and undefined. It serves as the 

boundary between pcldl and pcldm in the 

output. 

maxcmid 
Pressure at top of 

middle clouds 
440 hPa 

Only used for diagnostics, and scales 

automatically with surface pressure, if other 

than 1 bar and undefined. It serves as the 

boundary between pcldm and pcldh. 

maxctop 
Pressure above which 

no clouds are allowed 

50 hPa for Earth, 0 

hPa for other planets 

Contrary to maxclow and maxcmid, altering 

maxctop can affect prognostic model results.  
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Parameter Definition Default value Additional information 

meso_diffusivity_const 
Mesoscale ocean 

diffusivity constant 

No default, must be 

explicitly defined if 

used. 

Frequently 1200 m2 s-1 is used. It should be 

considered a tuning factor.  

minGroundTemperature 
Coldest allowed 

ground temperature 
-150 °C  

NIsurf 

Number of substeps 

of surface flux 

interactions per 

physics time step 

2 

This is specifically relevant for surface turbulent 

fluxes, such as latent and sensible heat, and 

momentum drag.  

NRAD 
Call radiation every 

NRAD time steps 
5 

The ratio of (time steps per day) over NRAD 

should never be an integer, except when 

NRAD=1.  

rtau 
Rayleigh friction 

timescale 

No default, not used 

if undefined. 

Enforces linear (“Rayleigh friction”) gravity 

wave drag, if defined. 

use_VMP 
Use virtual mixed-

phase clouds 
Enabled  

wsn_max 
Maximum snow 

depth allowed 
2 m water equivalent 

Remove the snow in excess of wsn_max and 

dump its water into GLMELT file. Can only be 

used if run with an ocean. It should be at least as 

large as the total snow deposition over a season. 

4.6.2. Other updates and future developments 

After the completion of the simulations presented in this paper, issues in the calculation of the ocean momentum diffusion 

terms were discovered in planet_ROCKE-3D 2.0 and were fixed. These include 1) some quantities used in the tridiagonal 1090 

solver for the ocean velocities that were not defined properly, and 2) the hemispheric symmetry was re-established in the 

calculation of some intermediary arrays. The impact of these bug fixes was evaluated in the framework of ModelE2.1 at 

preindustrial (year 1850) conditions and were found to have a minimal impact on the global climatology. They are nonetheless 

necessary to have full ocean dynamic hemispheric symmetry for aquaplanets runs, and are now enabled by default in ROCKE-

3D without user intervention.  1095 
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Deep ocean worlds 

In order to explore a wider range of planets and moons with deep oceans (on the order of tens to hundreds of kilometers deep), 

an upcoming update to ROCKE-3D 2.0 will extend the ocean component from a Hydrostatic (H) model to a Quasi-Hydrostatic 

(QH) model. With an increasing number of planets presumed to have surface oceans or icy moons with subsurface oceans (e.g. 

Europa, Enceladus) some assumptions made about the H momentum equations for planets with relatively shallow oceans like 1100 

Earth (h/R~10-4, where h is the ocean depth and R is the radius of the planet) need to be revisited to take into account planetary 

bodies with 1) ocean depths reaching tens of kilometers, and 2) cases where ocean depths are not negligible anymore when 

compared with the planet or moon radius (Marshall et al., 1997). Hydrostatic Primitive Equations (HPEs) were developed as 

a less GCM-computationally-expensive form of the full Non-Hydrostatic (NH) momentum equations, by considering Earth’s 

oceans in a hydrostatic balance where the pressure field is balanced by the gravity force. In cases where h/R is not small 1105 

anymore (e.g. 
ℎ

𝑅
~10−1 for Enceladus) the QH setup is considered as being more realistic for deep oceans than the H equations, 

while not being as computationally expensive as the NH ones. This is achieved by re-establishing some of the Coriolis and 

metric terms neglected in the momentum equations to get a full treatment of the Coriolis force and relaxing the shallow water 

approximation in the momentum equations. As an example, in spherical coordinates where ‘r’ was constant and equal to R, 

the vertical position of a parcel of water ‘r’ is now a variable. When this update is finalized, it will be made available as an 1110 

easy-to-implement update into ROCKE-3D 2.0. 

5. Discussion 

The effect of the different model configurations presented in Table 1 on the modeled climatology are presented below, together 

with other configurations that are available in planet_ROCKE-3D 2.0 but are not based on Earth. We present the latter ones as 

means to compare the results of planet_ROCKE-3D 1.0 simulations using planet_ROCKE-3D 2.0. We expect that the most 1115 

popular configuration will include the SOCRATES radiation (S), using an anoxic atmosphere (N), a dynamic ocean (o), and 

the medium resolution of the model (M40), so P2SNoM40. When studying differences across configurations below, we’ll use 

that simulation as the point of reference, to the extent possible.  

5.1. Quick view 

The results across simulations present large differences that show the impact of configuration choices to the overall climate of 1120 

the atmosphere in question. We will first take a quick look at the global mean results (Fig. 16), before diving deeper into 

regional changes in subsequent sections. The first thing one notices when comparing Fig. 5 with Fig. 16 is how much more 

colorful the latter is, implying that the simulated differences across planetary configurations are much more impactful to 

climate variables than the changes we did towards the generalization of the Earth configuration. In other words, the 

climatological differences we get when simulating Earth with and without any Earth-centric tunings is much smaller than the 1125 
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differences seen when simulating different planets. This provides an additional assurance that the generalization procedure 1140 

does not negatively impact model skill. 

 

 

Figure 16. Same as in Fig. 5 for the template configurations described in Table 1Table 1. Note the addition of a legend over the plot, which 

makes understanding the differences across columns easier. Also note that contrary to Fig. 5, all simulations presented here are in radiative 1145 
balance.  

 

Starting from comparing the old (Way et al., 2017) against the new (this work) ROCKE-3D versions, the biggest changes are 

found in the high clouds fraction (pcldh), which drops from 58% in planet_ROCKE-3D 1.0 to 29% in planet_ROCKE-3D 2.0, 

when averaging across all simulations, a value much closer to the value expected for present-day Earth. Together with some 1150 

modest middle and low level cloudiness, the mean total cloud fraction (pcldt) for all simulations decreased from 75% in 

planet_ROCKE-3D 1.0 to 59% in planet_ROCKE-3D 2.0. The cloud-top pressure in planet_ROCKE-3D 1.0 is lower than 

planet_ROCKE-3D 2.0, which means that clouds were able to reach higher altitudes in the previous version of ROCKE-3D.  
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When looking at the planet_ROCKE-3D 2.0 results and comparing them with P2SNoM40, two major patterns appear. One is 

related with clouds and radiation: when averaging out over simulations that use the GISS radiation, low cloud fraction (pcldl) 1155 

is 44%, compared to when averaging over SOCRATES simulations where it is 32%. This is an expected difference that results 

from the U00b cloud balancing values we used (Table 3), which are higher in all GISS simulations: larger U00b values reduce 

the critical relative humidity for cloud formation, making it easier to form clouds in grid cells where the U00b scheme is used. 

Another difference is that with the GISS radiation the tropopause temperature (ttrop) and pressure (ptrop) are both consistently 

lower than the reference simulation (P2SNoM40), while in the simulations using SOCRATES radiation there is no consistent 1160 

pattern, with both positive and negative changes. ROCKE-3D uses the definition by the World Meteorological Organization 

(WMO) to calculate the tropopause layer, as the lowest level at which the temperature lapse rate decreases to 2 K km-1 or less.  

Another major pattern that appears in Fig. 16 is the large changes calculated by the Q-flux=0 ocean simulations. As will be 

detailed in Sect. 5.4, the absence of heat transport via the ocean makes the ocean much colder, resulting in colder sst, increased 

ocean ice fraction (oicefr) and ground albedo (grnd_alb), as well as increases in all snow metrics. Surface air temperature 1165 

(tsurf) also drops when using the Q-flux=0 ocean configuration, which results in less water vapor at surface (qsurf) and in the 

column (qatm). This is a robust response regardless of the choice of radiation scheme, atmospheric composition, and resolution, 

although the magnitude of the effect does change across simulations.  

5.2. GISS vs. SOCRATES radiation schemes 

ModelE uses the GISS radiation scheme by default; with everything else held constant but switching radiation from GISS to 1170 

SOCRATES (ga7_dsa spectral file), the model calculates a net planetary radiation imbalance of about -1.3 W m-2 when 

prescribed sst is used for the A atmosphere. An imbalance is expected for such simulations, where physics changes happen in 

the atmosphere but the ocean is not allowed to respond. The balanced SOCRATES simulation with a dynamic ocean produces 

small differences in the global mean climatology of surface air temperature (Fig. 17) but has some significant regional 

differences (Fig. 18). Interestingly, the GISS radiation simulates cooler temperatures at high latitudes compared to SOCRATES 1175 

when the A atmosphere is used, with the exception over North Atlantic, where a strong heating is calculated. This heating 

negatively correlates with less cloudiness, so more sunlight penetrates to the surface, and a complete disappearance of sea ice 

from the region.  

(Romanou et al., 2023)The x and N atmospheres on the other hand behave differently when the radiation scheme changes: the 

Southern hemisphere mostly heats up and the Northern midlatitudes cool, while the North Pole heats up when using the N 1180 

atmosphere (cools when using x). Sea ice changes again anti-correlate with surface air temperature, while clouds respond in a 

very similar manner between the x and N atmospheres, with a reduction over the tropical belt and an increase everywhere else, 

and in particular over the upwelling midlatitudes in both hemispheres. This shows the different response of GISS radiation 

with regard to aerosols and stratospheric O3, which are the main differences of the A atmosphere with x and N, but also to 
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clouds, due to the different cloud balancing values selected (Table 3) which produce more low clouds (U00b) and total (U00a 1185 

and U00b) with the GISS radiation choice of values.  
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Figure 17. Same as in Fig. 6 for surface air temperature (tsurf). 1190 
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The behavior observed in the A-atmosphere configuration appears to stem from the absence of an active overturning circulation 

in the SOCRATES radiation scheme case for the M-resolution, which effectively shuts down the northward transport of heat. 

In contrast, the simulation using the GISS radiation scheme maintains a robust Atlantic Meridional Overturning Circulation 

(AMOC) of approximately 23 Sv, accounting for the warmer temperatures over the North Atlantic and the associated reduction 1195 

in sea ice area relative to the SOCRATES run. While the radiation scheme does not directly control ocean circulation, its 

influence on surface energy fluxes may indirectly affect AMOC stability. In our model, AMOC strength has been shown to be 

highly sensitive to freshwater input from ice melt and transport (Romanou et al., 2023), suggesting a possible link. We also 

note that at the higher F-resolution, both the SOCRATES and GISS simulations exhibit an active AMOC.  

The x and N atmospheres on the other hand behave differently when the radiation scheme changes: the Southern hemisphere 1200 

mostly heats up and the Northern midlatitudes cool, while the North Pole heats up when using the N atmosphere (cools when 

using x). Sea ice changes again anti-correlate with surface air temperature, while clouds respond in a very similar manner 

between the x and N atmospheres, with a reduction over the tropical belt and an increase everywhere else, and in particular 

over the upwelling midlatitudes in both hemispheres. This shows the different response of GISS radiation with regard to 

aerosols and stratospheric O3, which are the main differences of the A atmosphere with x and N, but also to clouds, due to the 1205 

different cloud balancing values selected (Table 3) which produce more low clouds (U00b) and total (U00a and U00b) with 

the GISS radiation choice of values. In the x simulations (central column in Fig. 18), the southern hemisphere becomes warmer 

with the GISS radiation and features increased cloud cover. However, the northern hemisphere becomes colder, also with more 

clouds. This particular GISS-SOCRATES difference appears to be the superposition of two other GISS-SOCRATES 

differences: one, the model wants to be cooler at high latitudes with the GISS radiation, excepting the North Atlantic AMOC-1210 

related feature, and two, the model wants to be warmer at southern high latitudes when using the GISS radiation (and slightly 

warmer at northern high latitudes) and when changing the atmospheric composition (and cloud tuning) but holding the ocean 

circulation fixed. When we combine these two patterns, we get the southern hemisphere warming in Fig. 19 slightly winning 

out over its cooling in the upper left of Fig. 18, but in the northern hemisphere the Fig. 18 cooling wins over the Fig. 19 

warming. 1215 
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Figure 18. Surface air temperature (top row), total cloud cover (middle row) and ocean ice fraction (bottom row) differences between GISS 

and SOCRATES radiation simulations for the A (left column), x (middle column), and N atmospheres (right column) with a dynamic ocean. 1220 
Positive values mean the GISS radiation is warmer, and black dots show areas where the differences are not statistically significant at the 

95% confidence. 

 

Focusing on the N atmosphere (Fig. 19), the change in radiation scheme using a dynamic ocean resembles that of the prescribed 

ocean surprisingly well, with two notable differences: the continental warming is more pronounced and extends to the whole 1225 

tropical belt, although in a smaller magnitude over tropical oceans, and there is a persistent cooling over the northern mid-

latitude oceans. All of those changes are too small, less than 5 degrees everywhere, when compared to the differences between 

the two Q-flux=0 simulations, in which major temperature differences are calculated between the two radiation schemes. GISS 

radiation calculates a very wide-spread warming over the polar half of the southern hemisphere, which nearly everywhere 

exceeds 10 °C, and reaches 18 °C locally. This is consistent with a much less extended sea ice cover in the southern hemisphere 1230 

when using the GISS radiation, which moves the southern hemisphere ice line about 10 degrees further away from the tropics 

(Sect. 5.4). The clouds respond in a similar way across ocean configurations when the radiation scheme changes, with the 

GISS radiation leading to less clouds in the tropics and more in the extratropics. The differences in cloud cover between the 



56 

 

GISS and SOCRATES simulations are generally consistent with the differences in the cloud tuning parameters, at least in the 

extratropics where there are the most stratiform clouds (the tuning parameters are for stratiform clouds). In particular, the A-1235 

to-x changes to those parameters for the GISS radiation are very large compared to typical changes for rebalancing Earth, and 

go in the direction of making Gx a cloudier world. Interestingly, the SOCRATES radiation did not require such a large change 

for A-to-x rebalancing, perhaps because its radiusl_multiplier was left unchanged, while the A-to-x rebalancing for the G 

radiation increased radiusl_multiplier, which tends to make clouds less opaque and thus requires increases of cloud cover to 

compensate (decreased U00a, increased U00b).  1240 
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Figure 19. Surface air temperature (left column), total cloud cover (middle column) and ocean ice fraction (right column) differences 

between GISS and SOCRATES radiation simulations for the p (top row) and q (bottom row) oceans with the N atmosphere; see Fig. 18 for 1245 
the o ocean. Positive values mean the GISS radiation is warmer, and black dots show areas where the differences are not statistically 

significant at the 95% confidence. 

 

The vertical profile of the global mean temperature (Fig. 20) for the different atmospheres used shows the major change in the 

stratosphere that occur for the x and N atmospheres, a direct result of the absence of stratospheric O3. The absence of a 1250 

stratospheric temperature inversione has important implications on several metrics of the model, as presented here and in other 

sections. Only the dynamic ocean and medium resolution is shown in Fig. 20, but the results discussed here are valid for all 

ocean configurations for both resolutions. For the preindustrial atmosphere (A), both the GISS and SOCRATES radiations 

agree very well, while all other atmospheres agree with each other in the troposphere only. Starting from the lower stratosphere, 

at around 50 hPa and higher, temperatures start to deviate with altitude, and reach 10 °C at the model top, across radiation 1255 

configurations. The x and N atmospheres with SOCRATES are virtually identical, which hints that the GISS radiation might 

consider O2 and Ar (both absent in the anoxic (N) atmosphere) differently than SOCRATES does. Further, the GISS radiation 

simulates a very weak inversion that maximizes around 10 hPa, which is not calculated by SOCRATES, with implications for 

water vapor and high altitude clouds. The planet_ROCKE-3D 1.0 configuration, only available for the x atmosphere and 

medium resolution, agrees extremely well with its successor (P2SxoM40) in planet_ROCKE-3D 2.0, except in the region 1260 

between 100-10 hPa, which shows a much smoother transition in specific humidity, rather than the sharper change of slope 

with altitude in planet_ROCKE-3D 2.0 at around 50 hPa. This is a direct consequence of the smoother temperature transition 

that is simulated in the same altitudes.  
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Figure 20. Global mean temperature (TempL; left) and specific humidity (SpHuL; right) vertical profile using the dynamic ocean 

configuration for the different atmospheres and radiation schemes. The vertical profile calculated for the SxoM40 configuration from 

planet_ROCKE-3D 1.0 is also included for comparison.  

5.3. Earth’s vs. planet_ROCKE-3D 1.0 vs. anoxic atmospheres 1270 

The removal of aerosols and O3 (and H2O from CH4 oxidation in the stratosphere to a lesser extent) in the planet_ROCKE-3D 

1.0 atmosphere has a very strong impact on the modeled climatology. First and foremost, the vertical temperature profile of 

both atmospheres without O3 (x and N) do not create a stratospheric temperature inversion, leading to large changes in the 

vertical temperature profile (Fig. 20), water vapor amount, and the presence of clouds (Fig. 21). The specific humidity (water 

vapor concentration) is nearly identical across configurations in the troposphere, but deviates in the stratosphere due to the 1275 

temperature differences simulated. The A atmosphere maintains a near-constant profile in the stratosphere with concentrations 

of around 2 ppmm (parts per million by mass; mg H2O per kg of dry air), while the x and N atmospheres have 2 to 3 orders of 

magnitude lower concentrations. This is directly explained by the much colder temperatures in the x and N atmospheres where 

the stratosphere at the altitudes where the stratosphere exists used to be in the A atmosphere, which makes it unable to hold a 

lot of water vapor, despite the absence of the cold trap in the tropopause. In planet_ROCKE-3D 2.0 the transition from a 1280 
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decreasing concentration with altitude in the lower atmosphere transitions very quickly to a near-constant profile higher up, 

while in planet_ROCKE-3D 1.0 there was a much more gradual decrease, driven by the temperature profile (Fig. 20).  

The vertical distribution of clouds also changes depending on the configuration. In planet_ROCKE-3D 1.0, liquid water clouds 

are virtually absent above 400 hPa (Fig. 21), while in planet_ROCKE-3D 2.0 there is a persistent liquid clouds presence 

throughout the column, until the temperatures become too cold and water clouds abruptly give abruptly way to ice. This 1285 

happens because in planet_ROCKE-3D 2.0 it is possible to form supercooled liquid clouds via a new “virtual” mixed-phase 

(VMP) clouds parameterization (Kelley et al., 2020), which was not present in planet_ROCKE-3D 1.0, and significantly 

increases the amount of supercooled water cloud in the Southern Ocean and the Arctic. This parameterization is enabled by 

default in planet_ROCKE-3D 2.0, but it is optional and can be disabled (Appendix B), although rebalancing of the model 

would be required in that case. Near the surface, the radiation scheme choice appears to impact low clouds, with the simulations 1290 

using the GISS radiation calculating more clouds than those with SOCRATES, but this is due to different model balancing 

choices across radiation configurations (Table 3), not due to radiation scheme itself. Ice clouds are very similar between the 

two ROCKE-3D model versions (Fig. 21).  
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Figure 21. Global mean concentration [parts per million by mass] of water clouds (left), ice clouds (middle), and total cloud fraction (right) 

vertical profiles using the dynamic ocean configuration for the different atmospheres and radiation schemes. The vertical profile calculated 

for the SxoM40 configuration from planet_ROCKE-3D 1.0 is also included for comparison.  
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5.4. Prescribed vs. Q-flux vs. dynamic oceans 1300 

The simulations with the prescribed ocean have the smallest changes in surface air temperature when other model 

configurations change, in particular over the ocean (see, e.g., top-left panel of Fig. 19 for the p ocean vs. the bottom-left panel 

of the same figure for the q ocean vs. the top-left panel of Fig. 18 for the o ocean, for when looking at the changes due to the 

radiation scheme selection; other panels in those two figures present additional variables). This is because the air-sea heat 

exchange over the ocean is driven by sst, which is constant across configurations, and the atmospheric forcing induced by the 1305 

different configurations and the different balancing parameters is not strong enough to change surface air temperature a lot, in 

particular when it comes to global mean temperature. This is, however, not the case for the Q-flux=0 and dynamic ocean 

configurations, in which the ocean, including its surface temperature, is allowed to respond (Fig. 18).  

When ocean configurations change across simulations, large differences are calculated in the model results. In the Q-flux=0 

case, differences are expected to be large by design, due to the zero heat flux assumed, which is clearly different from the heat 1310 

transport that is implicitly included in the p and o oceans. In the Q-flux=0 case any horizontal heat transport can only occur 

via the atmosphere. All Q-flux=0 model configurations extend the polar ice caps further away from the poles, in agreement 

with past studies (e.g., Seager et al., 2002; Winton, 2003), by as much as 16 degrees when compared to the prescribed ocean 

and 32 degrees when compared to the dynamic ocean, which is more pronounced when the SOCRATES radiation is used (Fig. 

22). The more extensive ice caps are a direct result of heat that is mostly deposited near the tropics on Earth (due to its obliquity) 1315 

that is not able to move fast enough towards the poles via the ocean, resulting in much colder extratropics and poles, which 

favor the extended ocean freezing. This effect is expected to be amplified on fast-rotating planetary configurations with 

obliquities lower than that of Earth (23.44 degrees), including the typical value used in the literature of zero. It has to be 

remembered that in planet_ROCKE-3D 1.0 the Q-flux ocean was using modern Earth’s horizontal heat transport instead of 

zero, resulting in simulations that resemble more the p and o oceans. Since this has limited applicability in a generalized model 1320 

where even the slightest change of continental configuration or bathymetry would make such a setup invalid, . Wwe decided 

to use the more easily manageable and more popular configuration (e.g. Batra and Olson, 2024; Sergeev et al., 2022; Wolf et 

al., 2022) of zero heat transport, although it is highly likely that it will not be the optimal choice for any planet. 
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Figure 22. Sea ice cover for the Q-flux=0 ocean configuration when the GISS (left) and SOCRATES (right) radiation is used. Global means 

are 13.5 % for GISS and 19.2 % for SOCRATES.  

 

The global mean ocean ice fraction (oicefr, which includes lake ice) is much higher in all Q-flux=0 ocean simulations than the 1330 

prescribed ocean that uses climatological sea ice cover from the preindustrial period, while the dynamic ocean oicefr is similar 

to that of the prescribed ocean (Fig. 23). For the Q-flux=0 case the Earth’s atmospheric composition with the GISS radiation 

has much more ice than any other simulation, a direct result of the lower temperatures simulated, which are below freezing 

globally-averaged (Fig. 17).  

 1335 
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Figure 23. Same as in Fig. 6 for ocean and lake ice fraction (oicefr). 
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As mentioned earlier, the model-simulated tsurf resembles the underlying sst, regardless of the ocean parameterization used. 1340 

For the p ocean the difference between the A and N atmospheres for sst is zero (they both use the same input data) and for 

tsurf the differences are very small, in particular between 60S and 60N latitudes, and maximizes at 2 C near the North 

Pole (blue vs. green lines in Fig. 24). The fact that for the same sst there are differences in tsurf means that the A atmosphere 

simulation tries to calculate cooler polar temperatures, which is evident when comparing the two o ocean simulations (red line 

in Fig. 24 vs. zero, since P2SNoM40 is the control). P2SAoM40 is colder at both poles, by as much as 7 C at the North Pole, 1345 

which contributes to the buildup of much more sea ice than the p oceans, resulting in cooler sst. It is worth mentioning that for 

sst the difference between all simulations presented in Fig. 24 is practically zero below sea ice at the North Pole, which 

demonstrates that ice insulates the underlying ocean from the atmosphere above.  

Another thing worth mentioning is the presence of water vapor in the atmosphere, which is greater in the Northern hemisphere 

for the p oceans and lesser in the Southern hemisphere, following tsurf. What is also interesting is that the tropical precipitation 1350 

is further north for the p oceans compared against the dynamic ocean simulations, which means that the Inter-Tropical 

Convergence Zone (ITCZ; the meteorological equator) shifts northward when the temperatures are warmer there.  

 

 

 1355 

Figure 24. Zonal mean difference from P2SNoM40 for sea surface temperature (sst; first panel), surface air temperature (tsurf; second 

panel), ocean and lake ice fraction (oicefr; third panel), total atmospheric water vapor load (qatmprecipitation (prec; fourth panel), and total 

atmospheric water vapor load (qatm precipitation (prec; last panel).  
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5.5. Medium vs. fine resolutions 

The change in resolution, although technical in nature, introduces some important changes in the results. As a reminder, the 1360 

resolution change is not the same in the atmosphere and in the ocean: in the atmosphere the 4x5 latitude by longitude M 

resolution doubles to 2x2.5 in F with the vertical layering remaining the same, while for the ocean the resolution increases 

by an order of magnitude, going from 4x5 and 13 vertical layers to 1x1.125 and 40 layers. The ocean change is particularly 

important since the F resolution resolves better the coastline and narrow straits, as well as the different bathymetries across the 

global ocean. Vertical mixing is an important process sustaining the oceans’ overturning circulations (Munk and Wunsch, 1365 

1998; Wunsch and Ferrari, 2004). For Earth simulations, the circumstances generating this mixing (vertical shear and negative 

buoyancy stratification) occur less frequently in the model at coarse resolution, and the circulation response to the mixing is 

also muted. The lack of semi-prescribed tidally induced vertical mixing in these simulations also pushes them toward weaker 

overturning. To avoid shutdowns of the Atlantic overturning circulation in the M configurations, we increased the condition-

independent “background” vertical diffusion from 0.1 to 0.6 cm2 s-1. 1370 

An important result when comparing model resolutions is that all M runs with the p and q oceans are colder (Fig. 17). The 

difference in surface air temperature is very small in the p ocean configuration, since tsurf is still driven by the prescribed sst 

which is the same across simulations, but interpolated on a different grid. The differences are also very small compared to 

other pairs of simulations discussed in the previous sections. For the q ocean though, the change from M to F resolution results 

in a strong global mean surface warming across model configurations, about 2C for GISS and almost 6C for SOCRATES, 1375 

compared to the marginal increase for the p ocean.  

The different resolutions also lead to a change in the north-south gradient of sst across all dynamic ocean configurations (Fig. 

25). The fine resolution simulations result in warmer temperatures across all Northern midlatitudes, with zonal mean values 

reaching 6C, while in the Southern hemisphere region they are colder by about the same amount. P2GAoM40 shows 

exceptional behavior, with sea surface temperatures in the Northern hemisphere resembling those of other M runs, but in the 1380 

Southern hemisphere looking more like the F ones. All dynamic ocean simulations agree reasonably well in the tropics. Sea 

ice follows exactly the same pattern, while surface air temperature behaves similarly with sst, but with a little more spread 

over the North and South Poles (Fig. 25). The air temperature changes also affect water vapor in a similar manner, as was 

shown earlier in a similar situation (Fig. 24).  

 1385 
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Figure 25. Zonal mean difference from P2SNoM40 for sea surface temperature (sst; first panel), surface air temperature (tsurf; second 

panel), ocean and lake ice fraction (oicefr; third panel), total atmospheric water vapor load (qatm; last panel). 

5.6. Reproducibility of results 1390 

In the development and distribution of the source code of ROCKE-3D, we pay particular attention to model reproducibility, 

which is a widespread problem across many science domains (e.g. Donoho et al., 2008). For that reason, we only update the 

code by either adding diagnostics that don’t change the model results, or fix key bugs and add functionality using the opt-in 

approach discussed in Sect. 4.3 and Appendix B. Any major development happens in a separate branch of the code repository, 

which will eventually be distributed at a future date as a future ROCKE-3D model version (e.g. 2.1 or 3.0). However, exact 1395 

reproducibility is frequently impossible, for hardware purposes: different computer architectures, different compilers with 

different optimizations, and different ways to compile the model even on the same computer, introduce numerical noise which, 

when propagated, does not allow one to exactly reproduce model simulations of any complexity, let alone a 3-dimensional 

GCM like ROCKE-3D. Even with tThis numerical noise though is random and does not introduce biases, which means that 

the climatologies calculated by any computer are virtually identical after long integrations, which the modelers should be doing 1400 

regardless. Long integrations are needed regardless for a proper analysis of results, so a change of computer is not expected to 
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affect results qualitatively, and even quantitatively any change will not be statistically significant. This ensures that the model 

version presented here, including its updates described in Sect. 4.6.2, will generate qualntitatively the same, but not identical, 

results on all computer architectures.  

As described in more detail in the Data availability section below, we distribute all results presented here to the public, so that 1405 

they can be used in any way deemed necessary. This includes, but is not limited to, further analyses not presented here; 

evaluation of simulations performed by others that their climatologies are indeed the same; and continuation of simulations 

using small changes in physics or model parameters, in order to avoid long spinup times.  

6. Outreach 

ROCKE-3D tutorials have been held annually since 2017. Participation has been in-person and remote with extensive online 1410 

documentation that explains how to install supporting software requirements (ROCKE-3D compilers and libraries, 2022) and 

the model itself (ROCKE-3D installation, 2022). These are currently live documents hosted on Google Docs that are updated 

as operating system versions change and the supporting software is updated, often in step with operating system updates. The 

presentation slides are also hosted on google slides as they are updated year-by-year (ROCKE-3D tutorial slides, 2022). The 

tutorials are also recorded and placed on the GISS YouTube Channel (ROCKE-3D tutorial video, 2022). This allows anyone 1415 

in the world to access all materials at any time of year. 

7. Conclusions 

The ROCKE-3D simulations presented here have addressed limits to the encoded physics, parameterizations of key processes, 

and inconsistencies that become more apparent in scenarios beyond modern Earth, possibly impacting future projections and 

past simulations. This was achieved by a) systematically studying how Earth-centric parameterizations, or the absence of them, 1420 

affects model results, and b) exploring the role different parameterizations have on an Earth-like simulation, by studying the 

role of the radiation scheme chosen (GISS vs. SOCRATES), the impact of changing atmospheric composition 

(presence/absence of oxygen and aerosols), the role of how ocean is parameterized (prescribed; Q-flux=0; dynamic), and the 

role of horizontal resolution (4x5 vs. 2x2.5 in the atmosphere and 4x5 vs. 1x1.125 in the ocean in latitude and longitude). We 

also presented new components of the model, like the geothermal heat flux, an expansion of the dynamic lakes, the ability to 1425 

simulate thin atmospheres, an improved and much more capable calendar system, and several other updates since ROCKE-3D 

v1 (Way et al., 2017).  

We discussed the importance of radiative balance and how to achieve it in a new world, explained how to identify how much 

spinup time is needed when starting from non-equilibrium conditions, and how to create a new planet. We also described 

planetary configurations that are available to users, including several ancient Earth options, Venus, Mars, the transient 1430 

atmosphere of the ancient Moon, other rocky exoplanets like those orbiting the Proxima Centauri b and Trappist systems, and 
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how to use idealized land-ocean configurations, including aquaplanets. We made extensive analyses about influential 

parameters that users need to be aware of when using ROCKE-3D, including their role, valid ranges (where applicable), and 

important caveats when modified. These include ways to continue simulations in the case of a crash. Lastly, we presented 

some important information about the reproducibility of results.  1435 

Several future development tasks are already identified and we are actively pursuing them. We are working on enabling the 

prognostic calculation of a variable mean molecular weight of the atmosphere, which would allow the inclusion of water vapor 

and condensate in the mass and heat of the atmosphere. We are also including the option to simulate multiple condensable 

species, which would allow mixed water/CO2 ice presence on Mars and CH4 ice on Titan. We are also working on merging 

the cloud microphysics calculations from the Earth parent model, that will be used for CMIP7, with ROCKE-3D, which will 1440 

allow more realistic cloud calculations in other planets. Other minor developments continue to be implemented in the model, 

in what will eventually become ROCKE-3D v3.0 in the future.  

The ROCKE-3D development continues to contribute to making a more robust ModelE for modern Earth climate science, by 

questioning model assumptions and pushing capabilities through research on the Earth-through-time and exoplanet 

habitability. The model code and tutorials on how it can be installed and used by new users are publicly available.  1445 

Appendix A.  Key technical updates since planet_ROCKE-3D 1.0 

Other than the science-relevant updates described in the paper, there are many other minor updates, which do affect model 

users that want to update their code to the newest version. These are listed below. It has to be noted that only the few changes 

that are ported to planet_ROCKE-3D 2.0 from the updated ModelE 2.1 and affect the model’s climate independently of 

prognostic tracers are listed here. The tracers code which affects the prognostic atmospheric composition has received much 1450 

larger changes, but these are not the subject of this work. In most cases the tracers updates were also less substantial, although 

not all.  

A structural change that introduced only numerical noise differences from the original implementation is that the handling of 

greenhouse gases was taken out of the radiation code, and is now present in its own module (GHGMOD). Another difference 

that was ported in is a unit change of the arrays that holds atmospheric mass (and tracer amounts, if enabled) from kg gridbox-1-1455 

1 to kg m-2.  

A new option in planet_ROCKE-3D 2.0 (PCLD_INDICES_LOCAL) avoids a possible array indexing error in computing the 

fraction of high level clouds (pcldh) if the model top pressure is greater than 680 mbar.  and that iIt also avoids the possible 

non-physical artifacts of non-zero pcldl and pcldm being possible in model columns with surface pressure less than 680 and 

480 mbar, respectively. 1460 
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Appendix B.  Opt-in configuration changes 

The selected options listed below need to be defined in the model rundecks prior to compilation. The model has many more 

additional ways to change its configuration and behavior which extend far beyond the scope of this manuscript.  

 

Table B1: Opt-in configuration changes that modify the default model behavior in a significant way.  1465 

Option and section mentioned Explanation 

RAD_ISOTHERMAL_RQT 

Sect. 2.2.3 

Suppresses the prognostic computation of the temperature of the upper 3 radiative layers 

(outside the model domain) and sets it to the temperature of the topmost model layer. 

These layers continue to participate in the radiative transfer, but their temperature is not 

prognostic. The rationale for this is that for thin atmospheres the extremely thin layers at 

the top have such a low heat capacity that it is too easy to overshoot when updating their 

temperature. 

GHY_NO_LIQUID 

Sect. 2.2.3 

Suppress the liquid water movement in the soil. All deposited water will be assumed to 

stay at the surface. This option should be enabled for atmospheres with surface pressure 

below the triple point of water, since no liquid water can exist in such conditions. 

EOT={off,naive,default} 

Sect. 2.2.4 

Choice of equation of time (EOT) to be used.  

Off: do not use it, only provided for backward compatibility; naïve: does not include the 

contributions due to obliquity; default: the default and full implementation of EOT. 

Clouds inhomogeneity 

correction 

Sect. 3.3 

Define a RADN8 file (like e.g. in P2GAoF40) for an Earth-centric spatially-varying value.  

Do not define RADN8 and set instead KCLDEP=1 (tells the model to use a constant global 

value) and EPSCON=0.12 (tells the model what that value should be; 0.12 used here). 

TAPER_UTCF 

Sect. 3.3 

When defined, allows for a more physically-consistent profile of longwave flux 

divergence near the top of the atmosphere. 

use_vmp={0,1} 

Sect. 5.3 

Enables (=1; default and used here) or disables (=0) “virtual” mixed-phase clouds. A 

model rebalancing is required after changing this value.  

Appendix C.  Spectral files and stellar spectra 

Table A4.C1:. List of spectral files provided with ROCKE-3D for operation with SOCRATES. Unless otherwise indicated in 

the description, spectral files use HITRAN 2012 and have a maximum pressure and temperature of 1 bar and 400 K, 

respectively. All spectral files contain H2O and use the MT-CKD water vapor continuum model (Mlawer et al., 2012). For 

more details refer to the online documentation (ROCKE-3D spectral files). 1470 

Name LW bins SW bins Description 
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Present-day Earth    

ga7 9 6 default Met Office modern Earth, temperatures +/- 50 K from the mid-

latitude summer profile 

ga7_dsa 9 6 default Met Office modern Earth, with expanded temperature range  

dsa 12 21 increased precision for high temperature, high water vapor, and for 

M-dwarf spectra 

Paleoproterozoic    

etw_pz 12 29 N2/O2 dominated, up to 5000 ppmv CO2, up to 200 ppmv CH4 

Archean    

dsa_ar 12 29 N2 dominated, anoxic, up to 1% CO2, up to 1% CH4 

dsa_arcc 17 35 N2 dominated, anoxic, 1-10% CO2, up to 1% CH4 

dsa_arva 17 18 N2 dominated, anoxic, up to 1% CO2, up to 10 ppmv CH4, up to 1000 

ppmv N2O 

dsa_ar10bar 15 43 N2/H2 dominated, anoxic, up to 1% CO2, up to 1% CH4, 10 bar 

maximum pressure 

etw_arcc10bar 17 43 N2/H2 dominated, anoxic, 1-20% CO2, up to 1% CH4, 10 bar 

maximum pressure 

etw_arcc10bar_highco2 17 43 N2/H2 dominated, anoxic, 20-80% CO2, up to 1% CH4, 10 bar 

maximum pressure 

Mars through time    

dsa_mars 17 42 CO2 dominated, anoxic, 10 bar maximum pressure 

dsa_pm 16 46 CO2/H2 dominated, anoxic, up to 1% CH4, Wordsworth et al. (2017) 

CIAs, 10 bar maximum pressure 

dsa_pm_n2o 16 46 CO2/H2 dominated, anoxic, up to 1% CH4, up to 1000 ppmv N2O, 

Wordsworth et al. (2017) CIAs, 10 bar maximum pressure  

dsa_pm_hit16 16 46 CO2/H2 dominated, anoxic, up to 1% CH4, Turbet et al. (2020) CIAs, 

10 bar maximum pressure, HITRAN2016 

Other worlds    

dsa_titan 10 14 N2 dominated, anoxic, up to 5% CH4, up to 1% H2, 300 K maximum 

temperature, 2 bar maximum pressure 

etw_moon 17 29 CO dominated, up to 30% CO2, up to 10% H2 
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Table A4.C2:. List of stellar spectra provided with ROCKE-3D for operation with SOCRATES. Stellar spectrum are crafted 

either from exact replication or interpolation of theoretical spectrum from the BT-Settl and BT-NextGen grid of models (e.g. 

Allard, 2013), with specifications and sources shown in the description column. 

Short Name Teff (K) Description 

lte060-4.5-0.0a+0.0.BT-NextGen 6000 log(g) = 4.5, [Fe/H] = 0, BT-Next Gen . 

sun 5776 Solar spectrum, SPARC/SOLARIS (Lean et al., 2005). 

sun_0.27gya 5773 Sun scaled by Claire et al. (2012) for 0.27 gya. 

sun_0.715gya 5763 Sun scaled by Claire et al. (2012) for 0.75 gya. 

sun_1.3gya 5750 Sun scaled by Claire et al. (2012) for 1.3 gya. 

sun_2.0gya 5731 Sun scaled by Claire et al. (2012) for 2.0 gya. 

sun_2.9gya 5700 Sun scaled by Claire et al. (2012) for 2.9 gya. 

sun_3.8gya 5660 Sun scaled by Claire et al. (2012) for 3.8 gya. 

lte055-4.5-0.0a+0.0.BT-NextGen 5500 log(g) = 4.5, [Fe/H] = 0, BT-NextGen. 

hd22049 5084 HD 22049, VPL Spectral Database (Segura et al., 2003). 

lte050-4.5-0.0a+0.0.BT-NextGen 5000 log(g) = 4.5, [Fe/H] = 0, BT-NextGen . 

sun_X4875 4875 Sun red giant phase version 1 from PARSEC. 

sun_X4805 4803 Sun red giant phase version 2 from PARSEC. 

epsindi 4730 Epsilon Indi (Rugheimer et al., 2013). 

sun_X4545 4543 Sun red giant phase version 3 from PARSEC. 

lte045-4.5-0.0a+0.0.BT-NextGen 4500 log(g) = 4.5,[Fe/H] = 0, BT-NextGen. 

hd85512 4305 HD 85512, MUSCLES Database (Loyd et al., 2016). 

lte040-4.5-0.0a+0.0.BT-NextGen 4000 log(g) = 4.5, [Fe/H] = 0, BT-NextGen. 

hirano 3933 K2-155, log(g)=4.73, [Fe/H] = 0.42, BT-Settl. 

K2-240 3810 K2-240, log(g)=4.7, [Fe/H] = 0.1, BT-Settl. 

k186 3788 Kepler-186 (Bolmont et al., 2014). 

Gl514 3728 Gl 514, log(g) = 4.76, [Fe/H] = 0.14, BT-Settl. 

lte037-4.5-0.0a+0.0.BT-NextGen 3700 log(g) = 4.5, [Fe/H] = 0, BT-NextGen. 

TOI1266 3600 TOI-1266, log(g) = 4.85, [Fe/H] = 0.5, BT-Settl. 

TOI2285 3491 TOI-2285, log(g) = 4.77, [Fe/H] = 0.05, BT-Settl. 

toi700 3480 TOI 700, log(g) = 4.81318, [Fe/H] = 0, BT-Settl. 

K2-18 3457 log(g) = 4.79044, [Fe/H] = 0.123; BT-Settl. 

L98-59 3415 log(g) = 4.86, [Fe/H] = 0.46; BT-Settl. 
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adleo 3390 Ad Leo,VPL Spectral Database (Segura et al., 2005). 

lte033-4.5-0.0a+0.0.BT-NextGen 3300 log(g) = 4.5, [Fe/H] = 0, , BT-Next Gen. 

gj876 3200 GJ 876 (Domagal-Goldman et al., 2014). 

k1649 3200 Kepler-1649, log(g) = 5, [Fe/H] = 0, BT-Settl. 

pc 3042 Proxima Centauri (Meadows et al., 2018). 

lte030-4.5-0.0a+0.0.BT-NextGen 3000 log(g) = 4.5, [Fe/H] = 0, BT-NextGen. 

LHS_1140 2988 log(g) = 5.04, [Fe/H] = 0.24, BT-Settl. 

teegarden 2904 Teegarden’s Star log(g) = 5.3288, [Fe/H]= 0.19, BT-NextGen. 

SPECULOOS-2 2850 SPECULOOS-2, log(g) = 5.126, [Fe/H] = 0.028, BT-Settl. 

trappist-1 2600 TRAPPIST-1, log(g) = 5, [Fe/H]=0, BT-Settl. 

lte026-4.5-0.0a+0.0.BT-NextGen 2600 log(g) = 4.5, [Fe/H] = 0, BT-Next Gen. 

Appendix D.  Explanation of variable names used 1475 

Table D1: Explanation and units of variables used in the manuscript.  

Variable Explanation 

cldi Cloud condensed ice column [kg m-2]. 

cldtpp Cloud top pressure, as seen by radiation [hPa]. 

cldtpt Cloud top temperature, as seen by radiation [C]. 

cldw Cloud condensed water column [kg m-2]. 

clwp Cloud liquid water path [kg m-2]. 

grnd_alb Ground albedo. 

gwtr Total Earth water [kg] 

icecld Ice cloud concentration [ppmm] 

IWPrad Cloud ice water path, as seen by radiation [kg m-2]. 

lakefr Lake fraction [%]. 

LWPrad Cloud liquid water path, as seen by radiation [kg m-2]. 

mwl Total amount of water in rivers and lakes [kg] 

net_rad_planet Net radiative balance at the top of the atmosphere [W m-2]. It includes both the incoming 

solarstellar and outgoing thermal radiation fluxes, with opposing signs. A well equilibrated 

atmosphere is assumed when |net_rad_planet| ≤ 0.2 W m-2. 

ocean_fkph Background vertical diffusion coefficient [cm2 s-1] 
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Variable Explanation 

oicefr Ocean and lake ice fraction [%]. 

pcldh High cloud cover [%] as seen by radiation. It includes clouds from 440 hPa to the model top. 

pcldl Low cloud cover [%] as seen by radiation. It includes clouds from the surface to 680 hPa. 

pcldm Medium cloud cover [%] as seen by radiation. It includes clouds between 680 and 440 hPa. 

pcldt Total cloud cover [%] as seen by radiation. It includes all clouds. 

plan_alb Planetary albedo. 

pot_temp Ocean potential temperature [C]. 

prec Precipitation [mm day-1]. 

qatm Atmospheric water vapor column [kg m-2]. 

qsurf Surface air specific humidity [kg kg-1]. 

radiusi_multiplier Ice cloud particle radius multiplier [dimensionless]. 

radiusl_multiplier Liquid cloud particle radius multiplier [dimensionless]. 

snowdp Snow depth [mm H2O]. 

snowfall Snow fall [mm day-1]. 

snowfr Snow fraction [%]. 

SpHuL Specific humidity at model levels [kg kg-1]. 

srnf_toa Solar Stellar radiation net flux at the top of the atmosphere [W m-2]. 

sst Sea surface temperature [C]. 

TempL Air temperature at model levels [K]. 

trnf_toa Thermal radiation net flux at the top of the atmosphere [W m-2]. 

tsurf Surface air temperature [°C].  

U00a Threshold grid box mean relative humidity for stratiform clouds above the planetary boundary 

layer top in the absence of moist convection. The threshold increases towards 1.0 as layer 

thickness decreases, in an attempt to be scale-aware [dimensionless].  

U00b Scaling parameter for stratiform cloud threshold relative humidity within the planetary boundary 

layer or in the presence of moist convection. Typical values of the resulting threshold are much 

closer to 1.0 than U00a. The scaling is based on an assumed Gaussian distribution of saturation 

deficit as suggested by Siebesma et al. (2003) [dimensionless]. 

WMU_multiplier Tuning factor applied to the critical liquid cloud mixing ratio above which rapid autoconversion 

occurs [dimensionless].  

WMUI_multiplier Tuning factor applied to the critical ice cloud mixing ratio above which rapid autoconversion 

occurs [dimensionless].  
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Variable Explanation 

wsurf Wind speed at surface [m s-1]. 

wtrcld Water cloud concentration [ppmm] 

Code availability 

The ROCKE-3D model is publicly available: https://simplex.giss.nasa.gov/gcm/ROCKE-3D/. The model code, all output, and 

the model configurations used here, are available on a zenodo archive (Tsigaridis et al., 2025). All ROCKE-3D prescribed 

ocean configurations listed in Table 3, as well as their Q-flux=0 and dynamic ocean equivalent configurations analyzed here, 1480 

are provided as template “rundecks”, the configuration files of the model, using the same naming convention and modified as 

described in Sect. 4.3, together with the model code.  

Data availability 

All NetCDF data used in this and other publications of ROCKE-3D can be downloaded from the NCCS data portal: 

https://portal.nccs.nasa.gov/GISS_modelE/ROCKE-3D/publication-supplements/. SOCRATES spectral files are also 1485 

available from the same portal: https://portal.nccs.nasa.gov/GISS_modelE/ROCKE-3D/spectral_files/.  

A zenodo archive (Tsigaridis et al., 2025) with data from this work includes 1) all rundecks used in this work, for users to be 

able to reproduce our simulations; 2) all restart files at the end of the equilibration period for all simulations listed in Fig. 6 

and throughout the manuscript, for simulation continuations without the need of a spinup; 3) time series of globally and 

annually averaged quantities in the atmosphere from the start of each simulation, including spinup, a small subset of which 1490 

have been used to create Fig. 7; 4) spatially-varying climatological annual means of all atmospheric model output which was 

used for all maps presented in the manuscript. These data are also available in the NCCS data portal 

(https://portal.nccs.nasa.gov/GISS_modelE/ROCKE-3D/publication-supplements/Tsigaridis2025GMD-planet_2.0/) together 

with the individual years that constructed the climatologies, which are too voluminous for zenodo to host.  
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