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Review comments (v2) for “Technical note: Does Multiple Basin Training Strategy Guarantee 1 
Superior Machine Learning Performance for Streamflow Predictions in Gaged Basins?” by Tran 2 
et al. 3 
 4 

Author: Frederik Kratzert 5 
 6 
This is my second solicited review of this manuscript. The first review was for a different journal 7 
where the manuscript was rejected in the first round. Therefore, I never had the chance to see the 8 
replies/thoughts of the authors to my comments. 9 
Compared to the version I previously reviewed, most of the manuscript remains unchanged. 10 
And while in the previous review I wasn’t sure if much of the manuscript was based on a 11 
misunderstanding, as well as mistakes in the data analysis that led the authors to wrong 12 
conclusions, I now have to believe that the authors disagree with my comments and stand 13 
behind this manuscript. And maybe because of that, I struggled much more with this review 14 
than previously. 15 
Response: We sincerely appreciate the reviewer's continued engagement with our manuscript 16 
and recognize the time and effort invested in providing very detailed feedback. We strongly 17 
believe in the value of scientific discourse, even when there are apparent disagreements. 18 
With regards to the previous review process, we want to clarify our approach to the manuscript 19 
revision. We carefully considered all comments from the previous review and carried out 20 
revisions where we found constructive, evidence-based suggestions that would strengthen the 21 
material and its scientific contribution. However, we reserved the right to not implement changes 22 
for comments based solely on opinions lacking scientific evidence in their support or those that 23 
contradicted our empirical findings without specific indication where our results might be 24 
incorrect. We inquired the journal to which this manuscript was submitted previously whether 25 
review comments and our responses could be shared in the current submission. We were 26 
informed this was not permitted under the journal policy: we are not allowed to disclose any 27 
information (except the very general information above) about the comments received 28 
previously, as this would constitute a breach of research. We have informed the HESS editor 29 
regarding this policy of the previous journal. 30 
We note that the reviewer has repeatedly asked the same questions in several places. Therefore, 31 
we will only provide detailed responses to these questions the first time they appear. Please find 32 
our response to each comment below. 33 
 34 
Looking at the HESS manuscript type definitions, I think paper does not qualify as a technical 35 
note, but much rather could be seen as a direct reply to our recently published HESS Opinions 36 
paper, called “HESS Opinions: Never train a Long Short-Term Memory (LSTM) network on a 37 
single basin” (Kratzert et al, 2024). The core part of that opinion paper can be summarized in 38 
two short points: 39 
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- If you have multiple basins with streamflow observations and the same kind of input 40 
data, you are on average (much) better training a multi-basin than training single basin 41 
models. 42 

- LSTMs suffer from a saturation problem, which is especially pronounced in single 43 
basin models and to some degree alleviated (for most basins) when training a multi-44 
basin model. 45 

Response: First, regarding the statement "core parts of that opinion paper that can be 46 
summarized", we are certain that the first statement was not presented in Kratzert et al. (2024) 47 
as we cannot find it, not even a sufficiently close version.  48 
More specifically, Kratzert et al. (2024) do not state anything similar to "If you have multiple 49 
basins with streamflow observations and the same kind of input data". There is no phrase “and 50 
the same kind of input data” or an equivalent of that in their conclusions. 51 
Regarding the second point about the LSTM saturation problems, we partially concur that this 52 
issue is "especially pronounced in single basin models and to some degree alleviated when 53 
training a multi-basin model". However, this conclusion applies primarily when multiple 54 
basins share identical input data quality and types—a condition that Kratzert et al. (2024) did 55 
not explicitly address. 56 
We discussed this limitation extensively in L216-219 of our manuscript: "numerous studies 57 
have demonstrated improved LSTM performance by incorporating basin-specific data such as 58 
reservoir related data or operations (Lang et al., 2025; Kwon et al., 2023). However, such 59 
specialized data is currently unavailable in any large-scale datasets. This limitation can be 60 
considered a primary constraint hindering the training of LSTM with multiple basins". We 61 
further noted that "in cases where data availability is limited in a specific region (both in terms 62 
of data types and temporal coverage), training with multiple-basins represents a valuable 63 
solution for extending temporal coverage. However, where regions possess diverse and high-64 
quality data types recorded over several decades, a fundamental question emerges: Which 65 
approach yields superior accuracy—training a local model with basin-specific data and local 66 
knowledge, or training with multiple basins using commonly available non-local data? Is the 67 
trade-off between data quality and data quantity worthwhile?" 68 
While we acknowledge that multi-basin training can improve model performance 69 
compared to single-basin approaches, as clearly demonstrated in Kratzert et al. (2024), our 70 
findings indicate this does not hold universally across varying datasets. I.e., there is no single 71 
training strategy. As stated in our abstract: "we compared the G model with our single-basin (S) 72 
ML models, trained for 609 global locations individually, and found that the G model does not 73 
consistently outperform S models, as results show S models outperforming the G model in 46% 74 
of case studies". This suggests that, given sufficient training data and appropriate model 75 
complexity, the performance “saturation” point of a local model can exceed that of a global 76 
model in a substantial fraction of cases. Therefore, the phrase “especially pronounced” (in the 77 
reviewer’s comment above) should be used only in specific contexts.  78 
Our study in fact presents the two statements provided by the reviewer. Specifically, the first 79 
statement is echoed in L224-226 (we copied it below) of the original manuscript and the 80 
second one is demonstrated throughout the manuscript (e.g., L53-56, L224-226). 81 
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L53-56: While it is reasonable to assume that multi-basin training could enhance simulation 82 
performance through increased training data volume (particularly for extreme events), their 83 
conclusions appear to be valid only within a specific research context, specifically, LSTM 84 
application to the CAMELS dataset containing 531 nearly natural basins of the contiguous US 85 
(CONUS) region. 86 
L224-226: “In cases where data availability is limited in a specific region (both in terms of 87 
data types and temporal coverage), we believe that training with multiple-basins and large-88 
scale available dataset represents a valuable solution for extending the training dataset's 89 
temporal coverage” 90 
 91 
Regarding the comment "I think paper does not qualify as a technical note" – we respectfully 92 
disagree with this opinion. Based on the author guidelines from HESS, a technical note is: 93 
"Technical notes report new developments, significant advances, and novel aspects of 94 
experimental and theoretical methods and techniques which are relevant for scientific 95 
investigations within the journal scope." 96 
Our manuscript indeed reports "novel aspects of experimental and theoretical methods and 97 
techniques", specifically regarding training LSTM models. Here we present our findings based 98 
on novel results rather than on an unsubstantiated opinion.  99 
Whether this manuscript should be considered as a technical note or a direct reply to Kratzer et 100 
al. (2024), we have the full trust in the editors of HESS and leave the final decision to them. 101 

 102 
From reading this discussion paper, my feeling is that the authors took the (on purpose 103 
provocative) title of our opinion paper a little bit too seriously, especially the word “Never” 104 
otherwise I have no explanation for this manuscript. So if the sole purpose of the authors is to 105 
answer the question in their title, then the answer is “No”. This claim was also never made and 106 
the question was already answered in the opinion paper that the authors refer to, which however 107 
they seem to have missed. For more details on this particular point, see Section 1 of my review. 108 
Response: When reviewing the work of Kratzer et al., 2024, we carefully apparently checked the 109 
entire manuscript. The main focus of our work is not based on the title, it stems from the two 110 
main conclusions made in Kratzer et al. [2024]. They were stated in L40-49 in the original 111 
version of our manuscript, and are reproduced below: 112 
“...However, recent discussions have emphasized the need for standardized training protocols, 113 
particularly concerning the use of data from either single (individually targeted) or multiple 114 
basins for model training. For instance, a recent study put forward two significant assertions 115 
stating (Kratzert et al., 2024): 116 
- “A large majority of studies that use this type of model do not follow best practices, and there 117 
is one mistake in particular that is common: training deep learning models on small, 118 
homogeneous data sets, typically data from only a single hydrological basin” 119 
- and “LSTM rainfall–runoff models are best when trained with data from a large number of 120 
basins”.  121 
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where “this type of model” in the above quote refers to LSTM models trained using data from a 122 
single basin. We contend that both statements are only relevant for specific applications and 123 
require further scientific evidence from other studies. 124 
 125 
Regarding our manuscript title, thank you for pointing that out. What we discussed goes beyond 126 
simply answering such a question. We have revised the title to "Is Multiple Basin Training the 127 
Best Practice for Machine Learning Streamflow Prediction in Gauged Basins?" The purpose 128 
of our study is to rigorously address the research question posed in our title by providing a 129 
thorough comparison. 130 
 131 
Unfortunately this is not the only false accusation about conclusions / statements we apparently 132 
have made and not the only point where the authors ignored entire sections of our manuscript 133 
that do not align with their story. 134 
Response: We respectively reject the characterization of our analysis as containing "false 135 
accusations". Our citations and interpretations of Kratzert et al. (2024) are based on direct quotes 136 
from the published text, and if we missed the context, this should be cited in the review. 137 

 138 
The most critical point however is the model comparison. Since it seems like the authors try to 139 
not only show that ML does not guarantee superior performance, again, a claim that was never 140 
made, but only that training single basin models is generally not as bad as presented in our 141 
opinion paper, the setup of the model comparison is critical. 142 

- The authors try to derive general recommendations from a comparison of models trained 143 
with different data qualities (local/global, high/coarse resolution, reanalysis data /real-144 
time data, simulation model vs. operational flood forecasting model), for details see Sect. 145 
2 of my review. 146 

- In another comparison, where some of the models were trained by the author 147 
themselves, they effectively compare their models in a gauged setting to a multi-basin 148 
model in an ungauged setting, essentially showing that the multi-basin model is as good 149 
or better ungauged than their single basin models gauged. For details see Sect. 4 of my 150 
review. 151 

I am not sure which way I see forward for this manuscript. In any case, the model comparison 152 
needs to be corrected to be able to have a scientific debate about “best practices” (L 61). 153 
Response: We confirm that we did not state in our manuscript that 'guarantee superior 154 
performance' was stated by Kratzert et al. (2024). We believe the reviewer is misrepresenting 155 
our work. 156 
Regarding the model comparison criticisms (the first statement), the reviewer characterizes our 157 
use of cases with different data qualities as a weakness, but this actually represents the reality of 158 
hydrological modeling practice. Real-world applications inherently involve varying data 159 
qualities, resolutions, and sources. Our comparison reflects this actual practical reality rather 160 
than idealized conditions often assumed in theoretical discussions. This diversity of data 161 
availability for model training in fact strengthens, rather than weakens our conclusions about the 162 
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practical value of different modeling approaches. The ultimate objective in training a model is to 163 
have as good and robust model performance as possible. Therefore, there is an apparent reason to 164 
(1) train the model with heterogeneous data (different quality, resolution, different hydroclimatic 165 
condition) or (2) train with different model architectures and optimization techniques to select 166 
the best and most robust model. If we keep training models using data of the same quality – 167 
dictated by their global availability, the model architecture, optimization techniques, etc., we 168 
might be trapped in a “local minimum” of the model performance. We will miss a chance to have 169 
another model that might perform better.  170 
With respect, the reviewer's characterization oversimplifies our analysis. Our comparison 171 
demonstrates that single-basin model strategy can achieve competitive performance even when 172 
multi-basin model strategy has the theoretical advantage of training on larger datasets – 173 
expressed in Kratzer et al. (2024). If anything, this supports the attractiveness of another model 174 
training strategy – if it can be better. 175 
We disagree that our model comparison needs a "correction". Instead, we believe our approach 176 
reflects the complexity and diversity of real-world hydrological modeling challenges better than 177 
artificially controlled comparisons. The scientific debate about "best practices" should 178 
encompass this real-world complexity rather than being confined to idealized scenarios. 179 
Please find our responses to each comment below. 180 

 181 

1. Does Multiple Basin Training Guarantee Superior Performance? 182 
The title of this manuscript raises this question which according to the authors is a conclusion of 183 
our opinion paper. However, this is wrong, to a degree that I almost wonder if the authors only 184 
read the title. Kratzert et al. (2024) have an entire section dedicated to this topic, called “Are 185 
bigger models better everywhere?” (Sect. 6), stating in the very first sentence that: 186 
“Even though the best model, on average, is the model trained on all 531 CAMELS basins, it is 187 
not the case that the model trained on all 531 CAMELS basins is better in every basin” 188 
Further there is a dedicated analysis on this topic including Fig 7 (copied here for convenience) 189 
that shows that there are a number of basins, where the single basin model outperformed the 190 
regional model with statistical significance (first column) and that also smaller multi-basin 191 
models have a couple of basins where they are better than the larger model. So to answer the 192 
title of this manuscript: No, bigger models do not guarantee superior performance. But as said 193 
above, this was also never a claim that was being made. However, to cite further from Kratzert 194 
et al. (2024) 195 
“All models perform worse than the full regional model in more basins than they perform better 196 
in.” 197 
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 198 
And further, 199 
“We have not found a way to (reliably) predict which model will perform best in any particular 200 
basin. It is not possible to use metrics from the training period or validation period to (reliably) 201 
choose the best model in the test period. Additionally, we have tried extensively to construct a 202 
separate predictor model that uses catchment attributes and/or hydrological signatures to 203 
predict whether one model will perform better or worse than other models in specific basins. We 204 
have not been able to construct a model that performs well at this task. Details of these 205 
predictability experiments are out of the scope of this paper, but a relevant example was given 206 
by Nearing et al. (2024).” 207 

 208 
To conclude: I struggle to understand how the authors thought that anybody ever made the 209 
claim that “superior performance” can be guaranteed when training multi-basin models vs. 210 
single basin models. 211 
Response: We appreciate the reviewer highlighting Section 6 of their paper, as it actually 212 
reinforces our central argument rather than contradicts it. We have revised our manuscript title to 213 
avoid misrepresentation and clarify that our research that addresses two specific questions: (1) 214 
whether training a model with a single basin is a mistake, and (2) whether multi-basin training 215 
represents a universal best practice. 216 
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Importantly, Section 6 of Kratzert et al. (2024) does not directly address these fundamental 217 
questions about the validity of single-basin approaches or the establishment of universal best 218 
practices. The evidence the reviewer presents actually supports our position: 219 

- Their own results show single-basin models outperform regional models in specific cases. 220 
This directly falsifies the conclusion that single-basin training is a "mistake" and that 221 
multi-basin approaches are not superior always, although they are “on average”. 222 

- Their statement that "we have not found a way to (reliably) predict which model will 223 
perform best in any particular basin" undermines claims about universal best practices 224 
and supports our argument for methodological diversity. 225 

The contradiction lies not in our interpretation, but in the disconnect between their empirical 226 
findings (which showcase specific advantages for different approaches) and their broader claims 227 
about "mistakes" and "best practices". Kratzer et al. (2024) results demonstrate that both 228 
approaches have merit depending on the specific application—precisely the nuanced view we 229 
advocate in this note. However, these results were not used. Note that these results were based 230 
on only a single input scenario (the models use the same input). 231 
 232 

2. Model comparison 233 
One main concern I have with this manuscript is the model comparison. I already noted that in 234 
my previous review but the authors have largely ignored my comments, as this part of the 235 
manuscript is mostly unchanged. 236 
In science, if we want to investigate if A is better than B, then we have to do this in a setting 237 
where we can exclude (as much as possible) any other factor that impacts the results of this 238 
experiment. 239 
This is not what has happened here. The authors picked simulations from different studies that 240 
use different data and train models for different purposes to then base their conclusion on this 241 
model comparison. 242 
Response: Since this comment is repeated, please see our response above. Using reviewer’s 243 
example above, our main point is that if A is better than B in certain cases, but worse than B in 244 
numerous others, there is no single statement that identifies A as the best. It is more nuanced 245 
than a single best rule. 246 
Additionally, we respectfully disagree that we ignored this question. In this submission, we have 247 
added a discussion section to clarify the rationale for comparing the models. 248 

 249 
Taking one step back, the main source for uncertainty/error in the rainfall-runoff models come 250 
from the quality of the input data, especially (but not only) the weather input data. Here 251 
however, the authors took model simulations from different models in different studies being 252 
trained on different data (with different quality and temporal availability, i.e. real-time available 253 
or reanalysis) to support the conclusion of their manuscript. 254 

- Model G (Nearing et al. 2024), an operational flood forecasting model, relies on 255 
globally available forcing data that is available in real-time. For the hindcast data, this 256 
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is CPC precipitation, IMERG precipitation, as well as data taken from historic ECMWF 257 
IFS-Forcasts and GraphCast. 258 

Response: It should be clear that we used reanalysis data but not "real-time forecast" data. The 259 
dataset Nearing reported contains reanalysis data that was simulated using forcings considered as 260 
observations rather than using forecast forcings. Additionally, only hindcast simulations with 261 
lead times greater than 1 day used ECMWF IFS-Forecast data – we did not use these hindcast 262 
simulations in our work.  263 
As far as we learned from the publication, forecast data from GraphCast was not used in the G 264 
model as reported in Nearing et al. (2024). 265 
 266 
Nearing, Grey, Deborah Cohen, Vusumuzi Dube, Martin Gauch, Oren Gilon, Shaun Harrigan, 267 
Avinatan Hassidim et al. "Global prediction of extreme floods in ungauged 268 
watersheds." Nature 627, no. 8004 (2024): 559-563. 269 

 270 
Model R, three different regional LSTMs trained with high resolution / high quality 271 
reanalysis data, which are only locally available. The different model R’s are from 272 

- Kratzert et al. (2024) for the US using Daymet + Maurer + NLDAS and 273 
being trained in a gauged setting. 274 

- Kratzert et al. (2019) for the US using NLDAS and being trained in an ungauged 275 
setting. 276 

- Lees et al. (2021) for Great Britain using CEH-GEAR + CHESS-PE + 277 
CHESS-met being trained in a gauged setting. The authors state in L116 that the 278 
results from Lees et al. (2021) are for ungauged basins, which is wrong. The 279 
study by Lees et al. only includes gauged experiments. 280 

- Model S from Kratzert et al. 2024, are single basin models being trained Daymet + 281 
Maurer + NLDAS (i.e. same as above). 282 

Response: All detailed information on forcings to S and R models was reported in the 283 
Discussion section of the original manuscript (L206-209). Also, based on the 284 
reviewer's clarification, we have corrected the comparison between G and R models 285 
for GB. Here, the simulation results of the G model were used for the gauged 286 
experiment. The results are shown in Fig. R1 below. It can be seen that the R model 287 
developed by Lees et al. (2021) still completely outperforms the G model. 288 
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 289 
Figure R1. A performance comparison of models trained using data on global (G) basins versus 290 
models trained using data for regional (R) and single (S) basins. The scatter plots show a performance 291 
comparison based on Nash-Sutcliffe Efficiency (NSE) at overlapping gage locations between the G, R, 292 
and S models. Gray circles represent NSE values for overall simulation, while blue plus symbols indicate 293 
the median NSE values calculated for high flow events with peak flows exceeding the 95th percentile of 294 
the entire time series at each forecast location. The number of overlapping gages between the G model 295 
and R model for the contiguous United States (CONUS) is 31 stations (US31-Gauged), while the data set 296 
for Great Britain has 124 overlapping stations (GB124-Gauged). Subplots (a) and (b) present comparison 297 
results for forecasting applications in gauged basins. Subplot (a) compares the G and S models, and 298 
subplot (b) compares the G and R models. Subplots (c) and (d) show the results for ungauged basins. Red 299 
dashed lines represent the NSE threshold of 0.5, indicating the minimum acceptable model performance 300 
level. All simulation results were collected from previous studies. 301 
 302 

- S1-S6, the only set of models the authors train themselves, using ERA5-Land data and 303 
in the case of S-6, even lagged streamflow data as input. 304 

It makes absolutely no sense comparing models forced by different categories of data (in terms 305 
of real-time/reanalysis, coarse/fine resolution, global/local) to make a general statement about 306 
the best model training setup. And taking it to the extreme, it makes even less sense to compare 307 
a global operational flood forecasting model with a focus on ungauged regions to a single basin 308 
model that gets lagged streamflow as input (S-6). Did anyone really think that a global 309 
operational flood forecasting model that is purely based on coarse resolution weather data is 310 
better than a model that sees yesterday's streamflow as input? 311 
Response: The reason for the model comparison was discussed in the original manuscript. Please 312 
find our response below as well. 313 
The point being raised by Kratzert et al. (2024) is: If you have multiple basins with the same 314 
kind of data, then it is better to train a multi-basin model than individual single basin models. 315 
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Obviously, using lagged streamflow as input makes even a single basin model better than a 316 
global, pure simulation model. The question is: Is a multi-basin model with lagged streamflow as 317 
input better on average better than a single basin model with lagged streamflow? Similarly, it is 318 
rather obvious that a regional model with regionally available, high resolution reanalysis data is 319 
better than another model that was trained on globally (and in real-time) available weather data. 320 
Response: Respectfully, the reviewer misrepresents their own study. We could not find any 321 
statement similar to “If you have multiple basins with the same kind of data, then it is better to 322 
train a multi-basin model than individual single basin models.” in Kratzert et al. (2024). 323 
Additionally, unfortunately, all the above questions from the reviewer or the reviewer's opinions 324 
do not prove why training a model with a single basin is a “mistake” and why training multiple 325 
basins is best practice, even though the resultant model does not deliver better results compared 326 
to S models or models trained with fewer basins.  327 
The reviewer's comment above also acknowledges that having high resolution/high-quality data 328 
will provide advantages in training models. So if such data are available, why would one need to 329 
train a model with coarse resolution data but available for multiple basins? This is precisely our 330 
question and is discussed extensively in this paper. However, what the reviewer comments above 331 
was never mentioned previously in Kratzert et al. (2024). 332 
We do not find any specific reason why observed streamflow should not be used as input when it 333 
can enhance model performance. Both our work and Kratzert's refer to applications for gauged 334 
basins. Therefore, maximizing the use of available data to provide a model with good 335 
performance should not be considered a mistake. The point here is that, in hydrology, the 336 
ultimate goal is to provide a model with better forecasting capability.  337 
Note also that among the 6 S models we trained, only S-6 uses observed streamflow. Most of our 338 
analyses in the manuscript do not emphasize S-6 excessively. Specifically, what we present in 339 
the manuscript related to S-6 is in 2 sentences (L179-180 and L183-184) in the original 340 
manuscript. Removing S-6 from the experiment would not significantly affect the final findings. 341 

 342 
If the authors want to show anything else than that you can find a setting where single basin 343 
models are better than multi-basin models, again, something that was already shown in Kratzert 344 
et al. (2024) and never claimed to be otherwise, then my recommendation, as in my previous 345 
review is the following: 346 
The entire model comparison needs to be done in a controlled environment where all models, 347 
multi-basin (be it regional or global) and single basin models, have the same data available. Fun 348 
fact: This is exactly the experiment that was done in Kratzert et al. (2024) and the results are 349 
known by now. 350 
Response: We respectfully disagree with the reviewer that models need to be compared in a 351 
controlled environment. Our “Discussion” is exactly about that. In practice, as demonstrated in 352 
WMO (2009), model selection is based on many factors, particularly on model performance. 353 
What is the purpose of the trained model: model performance or model training approach? Based 354 
on our perspective, how a model is trained is less important than whether the model's 355 
performance can be effectively utilized. Best practices are determined by models with the best 356 
performance, not by how it was trained. 357 
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Additionally, we have carefully read Kratzert et al. (2024) and could not find anywhere stating 358 
that model applications must be conducted in a "controlled environment where all models, multi-359 
basin (be it regional or global) and single basin models, have the same data available." 360 
Although we agree that in hypothesis testing, this is important. However, in studies with high 361 
practical applicability and applications for specific areas (where authors/researchers worldwide 362 
are typically funded), such studies need to have practical significance and real applicability. The 363 
final goal of science is practical application - that is what matters. 364 
Note that the G model was trained with many basins, yet it is clear that the practical value of this 365 
model is questionable when its performance is low. This is especially true in flood forecasting 366 
when it significantly underestimates flood peaks by up to 50%. This raises the question: what is 367 
the purpose of training and operating such a model in practice when the simulation results are 368 
unreliable? 369 

Since this comment is an opinion, we did not make any edits in our manuscript. 370 
 371 
WMO (World Meteorological Organization). Guide to hydrological practices, volume II 372 

management of water resources and application of hydrological practices. Geneva, 373 
Switzerland: World Meteorological Organization, 2009. 374 

 375 

3. Sect. 3 “Previous Research Using Single-Basin Trained ML: Was It a Mistake?” 376 
This entire section is dedicated to the results of the literature review we presented in Sect. 1 of 377 
our opinion paper. I left basically the exact same comments in my previous review and they 378 
were essentially ignored in this resubmission. Here are a few points the authors make that I 379 
think are wrong: 380 

- Having read the studies in question myself, I know that a lot of them (IIRC the majority) 381 
use historic streamflow as input. Getting an NSE above 0.75 for an autoregressive model 382 
is not a sign of an excellent model, much rather it is relatively simple to achieve, given 383 
the high autocorrelation of streamflow in time. For that reason, ad hoc “adequacy” 384 
thresholds like NSE above 0.5 or above 0.75 are not relevant for autoregressive models. 385 

Response: First, the use of NSE with a threshold of 0.75 is widely favored in the hydrological 386 
community to assess whether a model has a good performance, regardless of what is “under the 387 
hood”. Second, we do not see that using historic streamflow as input is a mistake or problematic 388 
in any way. Note that both Kratzert et al. (2024) and our study refer to training models for 389 
forecasting in gauged basins. Specifically, Kratzert et al. (2024) stated that "Note that this 390 
analysis does not account for the value of hydrologic diversity for prediction in ungauged 391 
basins." The use of historical data (for data assimilation) is nearly standard in operational 392 
forecasting systems. This means it is applied in cases where data are available. We do not find 393 
any reason to exclude observed data when it improves model performance. 394 

- A statement like “the single basin model is above NSE 0.75” does not tell you if 395 
a different approach (e.g. regional LSTM) would not be significantly better. 396 

Response: We confirm that we never made this statement in our manuscript. 397 
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And more general: When performing benchmarking studies and making general 398 
statements like the one being done here, judging by a single metric is not really the way 399 
forward. 400 
Response: We partially agree with the reviewer that the threshold values of NSE are somewhat 401 
subjective and one-sided. However, these thresholds have been widely used (and have 402 
essentially become standard) in hydrological science. Therefore, we are simply following the 403 
common standards widely recognized by the community. Additionally, NSE is reported in 404 
most of the 109 studies we have referenced. Therefore, we believe there is no issue with using 405 
NSE to evaluate model performance. 406 
Furthermore, while the reviewer stated that "If you have multiple basins with streamflow 407 
observations and the same kind of input data, you are on average (much) better training a 408 
multi-basin than training single basin models", many of the studies we reviewed do not meet 409 
such data requirements, as numerous studies use local data with limited basin coverage. We 410 
can easily find that Kratzert et al. (2024) criticized these studies and characterized the single-411 
basin training approach as a "mistake". However, no evidence was presented in Kratzert et al. 412 
(2024) to support this claim. In this study, we carefully reviewed these studies and posed a 413 
question that remains unanswered: why should a model with good performance be considered a 414 
"mistake"? 415 

- L 106 “studies have successfully passed through peer review processes.” is certainly no 416 
criteria for “no evident flaws in model training approaches”. I don’t know who needs to 417 
hear this, but this is such a wrong statement that I don’t even want to expand on this. 418 

Response: Thanks for the comment. We have removed this statement to avoid the confusion.  419 

 420 

4. Sect. 4 “Does Multiple-Basin Training Consistently Outperform Single-Basin 421 
Approaches? Insights from Experimental” 422 

This Section has changed to some degree from the previous version of this manuscript. Two 423 
things changed: 424 

- The authors trained their single basin models (S1-S6) using Caravan data, which in this 425 
case consists of ERA5-Land data. 426 

- The authors corrected an one-off error in their metric computation, which made them 427 
underestimate the performance of model G in all evaluations. 428 

 429 

However, the following points remain: 430 
- The simulations of model G from Nearing et al. (2024) are from a k-fold cross 431 

validation experiment. This effectively means that all predictions for all gauges are 432 
from an ungauged setting. 433 

- On the other hand, model S1-S6 are naturally models trained in a gauged setting. 434 
Response: We confirm that we used data from the full_run folder (containing data for gauged 435 
setting) but not using data from the kfold folder (containing simulation data for ungauged 436 
setting). This has been stated in L255-256 of the original manuscript. 437 
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 438 
On top of that, but this only has a minor impact, models S1-S6 use ERA5-Land as input, a 439 
forcing product that is not available in real-time and includes data assimilation, a forcing product 440 
that is not being used by model G in the operational setting. 441 
Response: We have mentioned above that the simulation data from the G model is reanalysis 442 
data (with lead-time of zero day) with inputs including ERA5-Land reanalysis, CPC, and 443 
IMERG, but not with forecast forcings from IFS (for 1-7 days lead-time predictions). 444 
So what the authors effectively show in this section is that model G is as good, or even 445 
better (see Table B.2), ungauged than all of their single basin models that are not relying 446 
on lagged streamflow as input gauged. I think this is not what the authors wanted to show 447 
but it is actually a remarkable result. 448 
Response: We believe that the reviewer misunderstood the results. Here, we used the data from 449 
the folder "full_run" but not " kfold_splits". The simulation results in the fullrun folder are 450 
simulations for gauged setting but not ungauged setting. We have provided the data source in the 451 
Appendix of the original manuscript. 452 
Again, the data from the G model we used are the reanalysis data (also called lead-time of 0 day) 453 
but not forecast (that uses forecast forcing). 454 
Not all six S models used streamflow as input, except for S-6. Our analysis results are based on 455 
multiple models, not just S-6. Even with models that do not use observed streamflow as input 456 
(such as models S-1-S-5), the performance of S models such as S-3 is equivalent to the G model 457 
when based on overall NSE, S-3 is better than the G model based on NSE calculated specifically 458 
for high flow, and S-5 is better than the G model specifically for peak flow (based on NSE). 459 

 460 
More equals better!? 461 
A point that the authors seem to suggest that we made in our opinion paper is that “more data 462 
equals better models” and therefore that model G, a global model being trained on thousands of 463 
gauges should be better than any of the other models, being trained on just a few hundreds of 464 
basins. While the results in Kratzert et al. (2024) are limited to the CAMELS dataset, we have an 465 
entire section (Sect. 5 “Is hydrological diversity always an asset?”) dedicated to this question. 466 
This section contains the following sentences: 467 
“Figure 6 provides evidence that there might be ways to construct training sets that could 468 
potentially result in better models than simply training on all available streamflow data. This 469 
conclusion is hypothetical because in all the examples shown in Fig. 6, models trained on any 470 
subset of the 531 CAMELS basins performed worse, on average, than models trained on all 531 471 
CAMELS basins. However, separating the training set into hydrologically similar groups of 472 
basins results in models that perform better than models trained on random basin groups of 473 
similar size.” 474 
So as in some of the points above, I struggle to see where this claim was supposedly made and 475 
why the authors don’t include this section of our opinion paper into their discussion. 476 
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Response: The reviewer claims they did not advocate for "more data equals better models", yet 477 
their own statements clearly contradict this assertion. We provide direct quotes from Kratzert et 478 
al. (2024) below: 479 
In the abstract's final sentence: "we show that LSTM rainfall–runoff models are best when 480 
trained with data from a large number of basins." 481 
In the last paragraph of Section 4: " The blue line in Fig. 6 shows performance (median NSE) 482 
increasing as the size of the training data set increases. This effect continues up to the maximum 483 
size of the CAMELS data set (531 basins). In other words, it is better to have more basins in the 484 
training set, and even these 531 basins are most likely not to be enough to train optimal LSTM 485 
models for streamflow." 486 
In the first sentence of Section 5's final paragraph: "The takeaway is that, even if enough basins 487 
exist to divide your training data into hydrologically informed training sets, one is likely to be 488 
better off simply training a single model with all available data." 489 
These statements promote the principle that more data leads to better models. The reviewer's 490 
mention of Section 5 ("Is hydrological diversity always an asset?") does not negate this central 491 
thesis—rather, it serves as a brief acknowledgment of potential, while ultimately reinforcing 492 
their primary conclusion that training on all available data is preferable. 493 
Furthermore, the reviewer's own quoted text from Section 5 supports our interpretation: "models 494 
trained on any subset of the 531 CAMELS basins performed worse, on average, than models 495 
trained on all 531 CAMELS basins." This also supports the "more data equals better models". 496 
We believe that the overall dismissal of single-basin training approaches as "mistakes" lacks 497 
empirical support and contradicts the evidence that well-performing models—regardless of 498 
training methodology—have practical value. 499 
 500 

Line by line comments 501 
 502 

- L28: Funnily enough Kratzert et al. (2018) is probably not the paper you want to cite 503 
here, as the LSTM model in that paper was worse than the SAC-SMA in most of the 504 
settings. The correct paper to cite here would be Kratzert et al. (2019). 505 

Response: Thank you for the suggestion. We have updated the reference as recommended. 506 
However, the abstract of Kratzert et al. (2018) explicitly states: "Using this approach, we 507 
were able to achieve better model performance as the SAC-SMA + Snow-17, which 508 
underlines the potential of the LSTM for hydrological modelling applications." 509 
 510 

- L 31ff: Most of the points in this paragraph are not any different between ML models and 511 
PB models. 512 

- Where ML people “fine-tune ML architectures and hyperparameters” PB 513 
people refine the process implementations in their models and which processes 514 
to include. 515 
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- Everybody who works with models constantly “explores alternative 516 
training approaches”. 517 

Response: We acknowledge the reviewer's point that both ML and physics-based (PB) 518 
modeling involve optimization and refinement processes. However, we respectfully 519 
disagree that these approaches are equivalent in their fundamental methodologies and 520 
focus. 521 
The key distinction is not in whether both communities engage in model refinement, but 522 
in what they refine and how they approach the modeling problem: 523 
ML approaches are primarily data-driven and focus on optimizing the mapping between 524 
inputs and outputs through architectural choices (network depth, activation functions, 525 
attention mechanisms), hyperparameter tuning (learning rates, batch sizes, regularization), 526 
and data preprocessing strategies. The model learns patterns directly from data without 527 
explicit representation of physical processes. 528 
Physics/process-based approaches, conversely, are theory-driven and focus on refining 529 
the mathematical representation of physical processes (e.g., evapotranspiration, soil 530 
moisture dynamics, routing algorithms). While PB modelers do explore different process 531 
implementations, these choices are constrained by physical understanding and established 532 
equations. 533 
The "alternative training approaches" also differ fundamentally: ML explores different 534 
optimization algorithms, loss functions, and data augmentation techniques, while PB 535 
modeling typically involves parameter calibration within physically meaningful bounds 536 
using methods like Monte Carlo or gradient-based optimization or differentiable learning. 537 
We have revised the paragraph to better clarify these fundamental differences in approach 538 
and philosophy of two model types. 539 

 540 
- L 51: “there is no comparison of their model trained using data from multiple basins 541 

versus individually trained, basic(sic!)-specific models”, when referring to Kratzert et 542 
al. (2024). What do you mean here? The entire opinion is a comparison of a multi-543 
basin model vs individually trained, basin specific models. You even use both types of 544 
modeling approaches from that paper in your model comparison. 545 

Response: We apologize for the typo, it should be “basin-specific models”.  546 
Additionally, what we intended to convey was that Kratzert et al. (2024) does not provide a 547 
direct comparison between their multi-basin model and the individually trained, basin-548 
specific models that they characterized as "mistakes." While their paper does compare 549 
multi-basin versus single-basin approaches in general, they did not specifically evaluate 550 
their proposed model against the existing single-basin studies they criticized, instead 551 
dismissing these approaches without empirical comparison. We have revised the statement 552 
to clarify this distinction and avoid confusion. 553 
“there is no comparison of their model trained using data from multiple basins versus 554 
individually trained, basin-specific models that they characterized as mistakes” 555 

 556 
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- L61: There are certainly “best practices”. Your title raises the question if multi-basin 557 
training can guarantee superior performance, and it can’t. But if we speak about “best 558 
practices” in the average case, then yes, they exist and where shown more than once 559 
and Kratzert et al. (2024) is just one example. If you really want to contend the 560 
established best practices, then you will have to do model comparison in a controlled 561 
setting as described above. 562 

Response: We respectfully disagree with the reviewer's characterization of "established 563 
best practices" for several fundamental reasons: 564 
- The reviewer's claim about "best practices in the average case" is based primarily on 565 
Kratzert et al. (2024), which uses data from 531 basins exclusively within the United 566 
States. These basins are predominantly near-natural basins that cannot represent the 567 
global diversity of hydrological conditions, human impacts, data availability, and 568 
modeling challenges that practitioners face worldwide. 569 
-  What may be statistically superior "on average" in a controlled dataset does not 570 
necessarily translate to superior performance in individual real-world applications. The 571 
essence of good modeling practice should be achieving reliable predictions for the 572 
specific problem at hand, not adherence to a methodology that performs well on average 573 
across a particular dataset. 574 
-  The reviewer appears to base their argument on a narrow subset of studies while 575 
ignoring the substantial body of literature we have comprehensively reviewed. Our 576 
analysis of 109 studies reveals that many successful applications use single-basin 577 
approaches, achieving excellent performance in their specific contexts. Dismissing these 578 
as "mistakes" without proper justification contradicts the evidence. 579 
-  The reviewer seems to focus solely on our title while overlooking our detailed analysis 580 
and discussion. We are not arguing against the potential benefits of multi-basin training 581 
where applicable, but we rather challenge the overall dismissal of single-basin approaches 582 
and the establishment of "best practices" based on limited evidence. 583 
- True best practices in hydrology should be context-dependent and evidence-based, 584 
considering data availability, basin characteristics, and modeling objectives—not derived 585 
from a single methodological preference applied to a geographically limited dataset. This 586 
practice was clearly guided in WMO (2009). 587 
We maintain that the hydrological modeling community benefits more from 588 
methodological diversity and context-appropriate approaches than from rigid adherence to 589 
supposedly universal "best practices" based on limited geographical evidence.  590 

- L68ff: I think a more nuanced view should be considered here. 591 
- a) Taking the most recent paper from the list of references (Addor et al. 2020), 592 

which by now is 5 years old, a significant amount of new data has been made 593 
publicly available, covering thousands of stations in tens of countries. This trend, 594 
to some degree, has been fueled by the increasing amount of large sample 595 
hydrology studies, not exclusively but for sure also including ML applications. 596 

While some regions remain white spots on the map, I struggle to see how 597 
large-scale ML applications have a detrimental effect on the publication of data, 598 
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while I can certainly see how single basin applications would have such a 599 
detrimental effect. 600 

- b) If your point is that single-basin approaches have a benefit in regions with only 601 
point-based meteorological observations, then you should go ahead and show 602 
this, instead of using CAMELS-GB and CAMELS (US). 603 

Response: Regarding point (a): While we acknowledge the increase in data availability 604 
mentioned by the reviewer, this improvement remains geographically constrained and 605 
insufficient to support the claim of global applicability. The world comprises nearly 200 606 
countries, yet the reviewer references data from approximately 10-20 countries, primarily 607 
concentrated in North America and Europe with high station densities. This spatial bias 608 
fundamentally limits the generalizability of multi-basin approaches to global applications. 609 
More importantly, we believe the reviewer misses our central point. The impact of different 610 
modeling approaches on data publication initiatives lies beyond the scope of our study. Our 611 
emphasis is on model utility and performance: regardless of training methodology, hydrological 612 
models must provide accurate streamflow simulation and forecasting. The primary purpose of 613 
hydrological models is to simulate and predict streamflow, not to serve as instruments for 614 
promoting data publication efforts. 615 
Regarding point (b): We respectfully disagree with the reviewer's assertion that we need to 616 
demonstrate this separately. The evidence already exists within our comprehensive review of 617 
109 studies, where numerous basin-specific approaches have successfully demonstrated their 618 
effectiveness across diverse hydrological conditions and data availability scenarios. These 619 
studies collectively provide substantial evidence that single-basin approaches can achieve 620 
excellent performance when appropriately applied to local conditions. 621 
L86 Using Knoben et al. (2019) to justify performing model comparison purely based on the 622 
Nash-Sutcliff Efficiency almost comical. The last sentence of their paper reads as follows “More 623 
generally, a strong case can be made for moving away from ad hoc use of aggregated efficiency 624 
metrics and towards a framework based on purpose-dependent evaluation metrics and 625 
benchmarks that allows for more robust model adequacy assessment.” 626 
Response: We find no issue with using NSE as a primary metric for evaluating model 627 
simulation quality, and the reviewer's characterization is incorrect in their assessment of both 628 
our approach and the implications of the Knoben et al. (2019) citation. 629 
First, NSE remains the most widely used and accepted metric in hydrological modeling, 630 
including in the Kratzert et al. studies. If NSE is adequate for evaluating multi-basin models in 631 
those studies, it should be equally valid for our comparative analysis. 632 
Second, the quote the reviewer provides actually supports our central argument. Knoben et al. 633 
(2019) advocate for "purpose-dependent evaluation metrics", which aligns precisely with our 634 
position that model evaluation should focus on performance relative to the intended application, 635 
not on the training methodology employed. The purpose of streamflow modeling is accurate 636 
prediction, and NSE effectively measures this capability. 637 
Third, we are open to conducting additional analyses using alternative metrics if the reviewer 638 
suggests specific ones. However, changing metrics would not alter our fundamental conclusion: 639 
models should be judged by their performance in achieving their intended purpose, not by 640 
conformity to a particular training paradigm. 641 
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- L89 Remove quotation marks around mistakes. 642 
Response: Done. 643 

- L89f: Is this list a citation from someone or your own thoughts? If these are references to 644 
findings by others, please cite the relevant papers. If they are your own thoughts, please 645 
extend further on what you base these statements on. Furthermore, are these unique to 646 
ML models? I think all of these points hold for any kind of model and are not specific to 647 
ML. Point 1 though is not a mistake I would say, but rather a problem? Because what is 648 
the mistake if the trained/calibrated model has poor performance? It is a fact and 649 
(hopefully) there is a reason behind it that could be changed to get a better model. But 650 
having a model with poor performance is not a mistake. 651 

Response: Thank you, we agree with point 1 that it would not be a mistake if the trained model 652 
has poor performance. Therefore, we have removed that point. We have added references for the 653 
other mistake types. 654 

- L 107f: This concluding sentence is wrong on so many levels. I commented above your 655 
take of the literature review and certainly what you show here is not contradicting the 656 
claim that single-basin training strategy is generally the wrong thing to do. 657 

Response: The statement "wrong on so many levels" referring to our concluding sentence lacks 658 
the specificity needed for constructive scientific discourse. 659 
Our conclusion is based on a rigorous analysis of 109 studies where single-basin ML models 660 
achieved their stated objectives with good performance according to standard hydrological 661 
metrics. The logical foundation of our argument is straightforward: 1) definition of “mistake” 662 
and 2) empirical evidence from literature studies. 663 

- L116 as well as Fig 1: The paper by Thomas Lees et al. does not include results for 664 
ungauged basins. 665 

Response: Thanks, we have corrected the figure (See Fig. R1). 666 
 667 
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