Author's response

egusphere-2025-656

Dear Reviewers,

Thank you very much for your valuable comments. The point-by-point responses to your
comments are listed below.

RC1

This paper provides an evaluation of the effects of droughts on water quality with a special
focus on oxygen and nitrogen processing. This contribution can be valuable to the field, after
the authors carry out a major revision. Please follow my suggestions and comments below:

e The title seems incomplete, e.g., “detected with high-frequency sensors”?
Response: Thank you for the comment. We have modified the title accordingly.

e Higher temperature will enhance stream metabolism and nutrient uptake but also
dissolution of compounds in stream water — have you corrected these metrics for temperature
effects before comparing them with 2014-2017 values? Specifically, have you corrected DO
concentrations for temperature? Have you used flow-weighted concentrations for comparison?
Please clarify.

Response: Thank you for this valuable comment. This is a very good observation. Indeed, we
have considered the temperature effect on DO concentrations for comparison. As you can see
in Table 1 in the manuscript, we have introduced daily DO saturation (DOs) and daily DO deficit
(DOp) to consider the effect of temperature on DO dissolution. Stream metabolism calculations
incorporated temperature-corrected saturated DO concentrations. However, we did not use
flow-weighted concentrations for comparison.

e Line 33 grammar

Response: Thank you for the comment. We have changed the sentence to ,Drought events
are a key driver to low-flow conditions in rivers and streams (Van Loon, 2015)."

e Sentencein lines 39-40 —logic is missing, “While the impacts of extreme low flows on water
guantity are well-documented, there are still knowledge gaps regarding the effects on water
quality...” — so are they well documented or are there still knowledge gaps?

Response: Perhaps there is a misunderstanding. The impact on water quantity is well-
documented; however, the impacts on water quality are still facing knowledge gaps.

e Lines 50-60, please support with appropriate references



Response: Thank you for your suggestion. Two more references are added to the revised
version now.

Graham, D. J., Bierkens, M. F. P., and van Vliet, M. T. H.: Impacts of droughts and heatwaves on
river  water quality worldwide, Journal of  Hydrology, 629, 130590,
https://doi.org/10.1016/j.jhydrol.2023.130590, 2024.

Li, L., Knapp, J. L. A, Lintern, A, Ng, G. H. C., Perdrial, J., Sullivan, P. L., and Zhi, W.: River water
quality shaped by land—river connectivity in a changing climate, Nature Climate Change, 14,
225-237,10.1038/s41558-023-01923-x, 2024.

e Line 58 wording error

Response: Thanks for the comment. We have revised the sentence to “This fine-scale temporal
resolution is crucial for understanding how ecosystems respond to transient events, such as
extreme high flows, during which rapid changes can significantly influence water quality and
ecosystem processes.”

e Line 65 your list of publications covering the topic seems incomplete, please identify other
publications. In general, there have been more publications coming out on these topics in the
last years, please update your references as they seem a bit outdated.

Response: Thank you for your suggestion. We have checked more recent publications on the
topics and have updated them in the revised version. Three recent publications are added as
below:

Johnston, S. G., and Mabher, D. T.: Drought, megafires and flood - climate extreme impacts on
catchment-scale river water quality on Australia's east coast, Water Research, 218, 118510,
https://doi.org/10.1016/j.watres.2022.118510, 2022.

Li, L., Knapp, J. L. A, Lintern, A, Ng, G. H. C., Perdrial, J., Sullivan, P. L., and Zhi, W.: River water
quality shaped by land—river connectivity in a changing climate, Nature Climate Change, 14,
225-237,10.1038/s41558-023-01923-x, 2024.

van Vliet, M. T. H., Thorslund, J., Strokal, M., Hofstra, N., Flérke, M., Ehalt Macedo, H., Nkwasa,
A, Tang, T., Kaushal, S. S., Kumar, R., van Griensven, A., Bouwman, L., and Mosley, L. M.: Global
river water quality under climate change and hydroclimatic extremes, Nature Reviews Earth &
Environment, 4, 687-702, 10.1038/s43017-023-00472-3, 2023.

e Line 269 logic again — “As a lowland agricultural stream, the Lower Bode is not heavily
influenced by point sources” — one can expect a strong impact of point sources in an
agricultural setting, please clarify your reasoning here

Response: We appreciate this insightful comment and agree that agricultural streams can
often be affected by point-source pollution. However, in the Lower Bode, our findings indicate
that non-point sources (particularly agricultural runoff) dominate nutrient inputs, as
supported by long-term water quality monitoring and modeling studies (e.g., Yang et al., 2018).



Key evidence for minimal point-source influence:

1.

Low BOD inputs: Water quality data show consistently low biochemical oxygen demand
(BOD) levels, inconsistent with significant point-source discharges.

DO patterns under low flow: If point sources were dominant, we would expect sustained
oxygen depletion. Instead, we observe:

o Pronounced diel DO cycles (elevated daytime peaks from photosynthesis,
nighttime declines from respiration)

o No systematic oxygen depression characteristic of point-source pollution (e.g.,
downstream of wastewater inputs)

To avoid confusion, we have also revised the text to: "As a lowland agricultural stream with

minimal point-source inputs, the Lower Bode’s DO dynamics are primarily governed by

ecosystem processes (photosynthesis/respiration)."

And the following sentence “Instead, its DO balance is governed by ecosystem processes

such as photosynthesis and respiration.” — do you have any evidence to support these two
claims? How about groundwater influxes, have you accounted for them in your study?

Response: We thank the reviewer for these insightful questions regarding DO dynamics in our

study system. Our conclusion about the dominance of ecosystem processes is supported by

multiple lines of evidence:

1.

Diurnal DO variability: High-resolution sensor data (see Fig.) show clear diurnal
fluctuations—a hallmark of biologically driven DO cycling (e.g., peak DO during daylight
hours due to photosynthesis, and nighttime declines from respiration).

We have done a parameter sensitivity of dissolved oxygen (DO) dynamics during the low-
flow (LF) period in 2016 using the same model setup as this study using Elementary Effect
(EE) method. This analysis revealed that benthic algae-related parameters (e.g., growth
and respiration rates) exhibited the highest sensitivity, indicating their dominant influence
on DO processes (Huang et al., 2021). These findings were initially presented in our EGU
General Assembly poster contribution in 2021. A detailed ranking of all parameters, along
with their definitions and units, is provided in the figure and table below.
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Fig. 1 Parameter sensitivity ranking for DO concentration under low flow

Table 1 Top 6 sensitive parameters for DO concentration under low flow

Para. Definition Units Range
Fer2o  Benthic algae maximum growth rate gDm?2d! 5-100
Ki Light constant for benthic algal growth Ly d* 50-300
Kopao  Benthic algae death rate d? 0.001-0.2
kazo Benthic algae respiration rate d? 0.05-0.2
K smax Phytoplankton maximum growth rate at 20 C d? 0.5-4.0
kdeox Carbonaceous deoxygenation rate at 20 C d? 0.05-0.4

Regarding groundwater influences, we specifically analyzed water balance during the extreme
summer low-flow period of 2018. Our calculations revealed a minimal water balance
imbalance of just +0.59% (the positive value means that discharge at the outlet was lower than
the input). This provides direct evidence that the direct exchange with groundwater of the
main stem of the study reach in the Lower Bode is therefore very limited.

e | am not a big fan of mixing results with their discussion, please separate these to
streamline the manuscript in a better way. At the moment, it is quite difficult to follow. Perhaps,
more meaningful and less cheesy headings would be more suited. Please avoid using
comparisons like “slight” or “slightly” — they dilute your message.

Response: We sincerely appreciate the reviewer's valuable feedback regarding manuscript
organization. While we acknowledge that the traditional separation of Results and Discussion
sections often enhances readability, we intentionally adopted an integrated approach for this
study due to the following considerations:



1. Interpretational Complexity: Our findings require immediate contextualization with
process explanations and direct comparisons to existing literature to prevent potential
misinterpretation of non-intuitive patterns. Maintaining these elements together reduces
the need for excessive cross-referencing between sections and helps preserve the logical
flow of our arguments.

2. Synthesis Section: We have included Section 3.7 specifically to integrate all water quality
parameters and ecosystem processes into a comprehensive discussion, providing readers
with a holistic understanding of our findings.

To address the reviewer’s valid concerns, we have revised the subsection headings in Section
3 in the revised version. We have added a brief rationale in the last paragraph of the
Introduction justifying the integrated structure in the revised version.

¢ Finally, what was truly novel about your approach? You simply repeat the same approach
as in your 2016 paper. | am not convinced that extending your analysis to an extreme drought
of 2018 is enough of a novelty.

Response: We appreciate the reviewer’s attention to the methodological connections
between this study and our earlier work (Huang et al., 2022). While both studies leverage some
overlapping datasets and modeling foundations, the scope, focus, and advancements of this
work are distinctly different:

1. Expanded Scope: Unlike our 2022 study, which focused solely on nitrate processes, this
work systematically examines multiple water quality parameters (e.g., temperature,
dissolved oxygen, Chl-a) and ecosystem processes during an unprecedented extreme
event—the 2018 drought. This broader perspective reveals interactions and responses that
were not previously investigated.

2. Different Focus: In our 2022 study, we were interested in the seasonal variations of the
nitrogen processes. As we were interested in the average changes, we did not separate
2018 extreme low flow from the results and analysis. In this study, we only focus on the
summer low flows and extremes.

3. New Analysis: The data comparison using Kruskal-Wallis test including all water quality,
environmental conditions, ecosystem processes were conducted newly only in this study.

4. Unique Findings: The water quality responses observed in 2018 could not have been
extrapolated from our earlier work. Without the targeted reanalysis conducted here, these
insights would remain inaccessible.

We acknowledge that some methodological continuity exists, but the combination of
expanded parameters and tailored analysis provides novel contributions to understanding
drought impacts on water quality.



RC2

The manuscript explores differences in water quality and metabolism dynamics in the Lower
Bode between an extreme low-flow event and “normal” low-flow events. Metabolism is
calculated using high-frequency in-situ data using the diel oxygen model. Calculated total GPP
and inferred phytoplankton GPP rates are used to get benthic GPP. Nitrate uptake rates are
guantified using a mass balance approach. The paper highlights the role of benthic algae in
elevating GPP and gross nitrate uptake during extreme low-flow events. The paper summarizes
its findings in a conceptual model how future, probably more common, extreme low-flow
conditions will affect stream health. These results are of interest to freshwater ecologists and
limnologists interested in future ecosystem changes.

Main points:

e Metabolism model: It would be great to show the diel model you have been using for
metabolism calculations here. Also, you discuss later how temperature affects reaction
rates using the Arrhenius equation, and you highlight a biological reaction rate increase of
1.7 — 3.3 % using a back-of-the-envelope approach. | wonder how your results would like
if you’d account for temperature kinetics in eq. 1; e.g., GPP_P=G_P * C_ PHY * ROC * z *
Theta”(T2-T1). This would result in lower benthic GPP and maybe more pronounced
differences between low-flow and extreme low-flow years.

Response: We appreciate the reviewer's attention to the temperature effects on GPP by
phytoplankton in our metabolism model. To clarify, our formulation already explicitly accounts
for temperature dependence through the net growth rate term Gp for the phytoplankton,
which is dynamically calculated as:

Gp = kg - kr — ko
where for the phytoplankton growth rate kg incorporates:
e ke = Kemax X X1 X XL X XN
o kemax: Maximum growth rate at 20°C, day™ (0.5-4.0)

o Xt Temperature multiplier. We used Additional Temperature Function for
phytoplankton growth calculation as:

XT = exp[‘Kl(Topt‘T)z] |f T < Topt
eXp[‘KZ(T‘Topt‘T)Z] |f T > Topt
e Topt: optimum temperature for growth, °C (10 — 27)

e K1, K2: temperature coefficients below and above optimum, 1/°C? (0.005
—0.04)

o X, Xn: Light and nutrient limitation (range: 0-1)



In this case, the Topt, K1, K2 are assigned with the values of 13 degree Celsius, 0.02 C2 and 0.02
C? respectively. Key points regarding temperature effects on phytoplankton growth are as
follows:

1. The temperature response is fundamentally nonlinear, with distinct coefficients
below/above Topt

2. All the above parameters were calibrated against observed chlorophyll-a dynamics (Huang
et al.,, 2022), successfully reproducing seasonal patterns at STF stations and diurnal
variability in phytoplankton activity.

3. This formulation provides more biological realism than a simple Arrhenius (©) correction
because: It captures growth inhibition at supraoptimal temperatures and reflects species-
specific thermal optima.

The GPP by benthic algae derives from: GPP_benthic = GPP_total - GPP_phytoplankton. In this
case, the temperature effect with temperature effects implicitly incorporated.

We have supplemented the details on how the G_P is calculated and the temperature effect
on itin Section 2.4 in the revised version and supplementary materials.

Minor points:

. L45: | don’t think “increased solar radiation” can count as an environmental condition
here, wouldn’t the causal connection be reduced cloud cover (as environmental condition)
causing less reflection of incoming solar radiation?

Response: Thank you for the comment. In the terminology of water quality modeling, for
example in WASP, solar radiation is seen as an environmental condition. Therefore, we
followed the common protocol. The solar radiation we mean here is the net solar energy
reaching the water surface after accounting for atmospheric absorption and cloud effects.
While we agree that reduced cloud cover is indeed the primary meteorological driver of
increased solar radiation, from a water quality modeling perspective, it is the resultant
radiation flux at the water surface that serves as the direct environmental condition affecting
aquatic processes. To avoid confusion, we have changed “increased solar radiation” to
“increased near-surface solar radiation”.

. Fig2: So, the red lines in (c) represent then the low-flow conditions right, which are
compared to the red lines during 2018 which were the extreme low-flow event? Could you
please maybe color them differently and add a legend for clarification? Same for Figure 3

Response: Ok. We have revised the figures and their captions as the reviewer suggested.
. L160: “Key metrics such as [...] were analysed using MATLAB.”
Response: Thank you for the comment. We have revised the sentence accordingly.

. L177: Please state C_PHY for consistency here as g C/m3 (which of course wouldn’t
affect any results)



Response: Thank you for the comment. Yes, we have stated C_PHY for consistency here as g
C/m3 in the revised version.

. Eq 2: Is travel time dynamic or constant in your model?

Response: Yes, the travel time in our model is dynamic. It is calculated with the hydrodynamic
module in WASP.

. Eq 3: Is | then the input loadings at t, hence all of US + TR?
Response: Yes, it is.

. L210: It’s a bit confusing that delta isn’t explained here but only visually in Fig. 4. | first
thought that you mean the difference between two measurements here. Is the 02 deficit
between 100% saturation and measured saturation conc.? What is Chl-a accumulation?

Response: We thank the reviewer for highlighting this ambiguity. We recognize these terms
require clearer definition. Daily DO delta (DOA) is calculated as the difference between the
daily DO maximum and minimum. The DO deficit is defined as the difference between 100%
DO saturation concentration and measured DO concentration. The Chl-a accumulation is
defined as the difference between the downstream Chl-a concentration and the upstream
concentration, reflecting net algal growth over the study reach. These descriptions on certain
terms have been supplemented to section 2.3 and the caption of Table 1.

. L225: What do you mean with “thermal capacity”, capacity related to biota like in Lake
2003 or the specific heat capacity of water (which wouldn’t be affected), or heat storage in
reduced volumes?

Response: We thank the reviewer for this important clarification. Here, "thermal capacity"
refers specifically to the heat storage potential of the reduced water volume, not the specific
heat capacity of water (which remains constant) nor biotic tolerance thresholds. We recognize
this could be misinterpreted and have revised the text to "thermal buffering capacity"”. In
addition, the reference by Lake (2003) is removed to avoid conceptual conflation.

. Table 1: Are the values given for LF and ExLF the averages across the individual seasons?
Hence, is EXLF of 2018 compared to the average behavior of all LF’s before? If indeed these are
averages, maybe also give standard deviations or quantiles to make full use of your high-
frequency data. It’s a bit contradicting that you praise high-frequency data for metabolism
calculations but then show only a value of each season/event plus the statistical p-value. Also,
| think you should expand the caption of the table to explain all variables again as otherwise
the reader has to go back to the text every time.

Response: Thank you for your valuable suggestions. Yes, the values in the table are the
medians of 2018 seasons for ExLF and medians of the 2014-2017 seasons. We have mentioned
this explicitly in the table caption. The reviewer mentioned standard deviations or quantiles of
the datasets. This is sensible. We have included them in Table S1 in the revised version. Besides,



we have expanded the captions of Table 1 and Table S1 to explain all variables in it to increase
readability in the revised manuscript.

. L312: “increased”, do you mean “suggested that increased phytoplankton growth rates
led to higher [...]”? But isn’t that related as higher growth rates cause higher conc.?

Response: Thank you for the reviewer to mention this. Yes, the sentence should be “suggested
that increased phytoplankton growth rates led to higher...”

. L347: Wouldn’t areal ER always indicate oxygen consumption and should be always
negative?

Response: Yes, you are absolutely correct that ER indicates oxygen consumption and should
be always negative. We have explicitly clarified this in the Methods section 2.4 about our sign
convention: "Following standard aquatic metabolism conventions, positive GPP values indicate
oxygen production while negative ER values represent oxygen consumption."

. L350: But can your analysis for sure determine if conditions were “less heterotrophic”
as the p-value is not significant?

Response: Thank you for the comment and observation. Yes, indeed the NEP values between
ExLF and LF were not significantly different according to the p-value. The saying of “less
heterotrophic” came from the comparison of the median values of the NEP. We have modified
the text as follows: "Though not significant (p = 0.45), the observed median NEP values
suggested a potential trend toward reduced heterotrophy during ExXLF conditions (Table 1)."

. L353 and onwards: | am missing a discussion of atmospheric exchange rates here in
affecting overall NEP rates. Are they negligible and indeed all 02 changes can be attributed to
GPP and ER?

Response: We appreciate the reviewer’s important question regarding the role of atmospheric
exchange in our NEP calculations. We would like to clarify and expand on how reaeration was
incorporated into our analysis and its potential impacts during ExLF.

In our methodology (Section 2.4), we explicitly accounted for atmospheric exchange by
estimating the reaeration rate using the O’Connor-Dobbins formula, which is particularly
suitable for slow-flowing streams (Chapra, 2008). This approach incorporates key hydraulic
variables including water depth and flow velocity, obtained from both gauging station
measurements and hydrodynamic modeling results (Huang et al., 2022). Additionally,
dissolved oxygen saturation levels were carefully determined based on water temperature,
salinity, and barometric pressure measurements following standard methods (APHA, 1998).

During ExLF conditions, we recognize that atmospheric exchange becomes particularly
influential on NEP calculations due to two primary factors: First, the reduced flow velocity
decreases turbulence, leading to lower reaeration coefficients (kz). This results in slower
oxygen exchange with the atmosphere, making dissolved oxygen dynamics more sensitive to



biological processes (GPP and ER). Second, the diminished gas exchange can amplify observed
DO swings - potentially exaggerating daytime peaks from GPP and nighttime declines from ER.

While our method does account for changes in velocity and depth during EXLF when estimating
reaeration rates, we acknowledge that NEP calculations become more sensitive to reaeration
estimates under these extreme conditions. Any inaccuracies in reaeration estimation could
introduce bias in our NEP results, potentially explaining why some of our NEP comparisons
between ExLF and LF conditions showed non-significant differences. For instance, an
overestimated reaeration rate could make the system appear more autotrophic, while an
underestimation could bias results toward more heterotrophy.

The above-mentioned discussion is now supplemented in Section 3.5 in the revised manuscript,
also shown below.

During ExLF conditions, atmospheric exchange plays an important role in shaping diel oxygen
dynamics. For instance, overestimated reaeration could mask true heterotrophic conditions by
attributing more DO gain to atmospheric input rather than biological production. Conversely,
underestimation could exaggerate DO losses and skew NEP toward respiration. While we
accounted for hydraulic changes in our reaeration rate estimation, we acknowledge that NEP
during EXLF may be more sensitive to uncertainties in reaeration than under typical low-flow
conditions. These dynamics may help explain why NEP differences between LF and ExLF were
statistically non-significant, despite clear trends in GPP and ER. Future work may benefit from
direct measurements of reaeration or sensitivity analyses to further constrain its influence
under low-flow extremes.

. L356: Phytoplankton growth and GPP_P are inherently linked in eq. 1, so isn’t this
expected? Would growth rates benefit only because biomass is elevated due to lower flushing
rates?

Response: We appreciate the reviewer's observation regarding the relationship between
phytoplankton growth and GPP_P in our model. The reviewer is correct that phytoplankton
growth rate (units of d™') and GPP_P are inherently linked through Eq. 1. However, we would
like to clarify that while the growth rate itself was not directly enhanced by lower flushing rates,
the longer residence time during extreme low-flow (ExLF) conditions did lead to greater
phytoplankton biomass accumulation along the study reach. This increased biomass (C_PHY
in Eq. 1) subsequently resulted in higher GPP_P values during ExLF periods.

To improve accuracy, we have revised the term "phytoplankton growth" to "phytoplankton
biomass accumulation" throughout the manuscript to better reflect this distinction in the
revised version.

. L364: Could you add GPP_B to Table 1 please.
Response: Yes, Ok. We have included it in Table 1 in the revised version.

. L433: Would solar exposure be really higher or just longer?



Response: We thank the reviewer for raising this important question regarding solar exposure
during ExLF. In this study, we analyzed long-term observational data of hourly shortwave global
radiation (J/cm?) obtained from the German Weather Service. These radiation measurements
were converted to Langley per day (Ly/d) to enable standardized comparison between LF and
ExFL, as shown in Table 1.

Our results demonstrate that the total solar energy, represented by the hourly sum of
shortwave global radiation, was significantly higher during ExLF conditions compared to LF
periods. This metric reflects the integrated product of both solar irradiance intensity and
duration. Here, solar exposure means total solar energy received over time, which could be
represented by this metric. So, we can draw conclusions on the solar exposure are really higher.
However, we acknowledge that our current analysis does not determine whether this
increased solar exposure resulted from higher irradiance intensity, longer sunshine duration,
or some combination of both factors. But one could incorporate the duration comparison as
the German Weather Service also provide this parameter.

. L447: Could nutrient limitation or photosensitivity also play a role here that could be
discussed?

Response: We appreciate the reviewer's suggestion regarding additional factors that could
influence our results. In response to the insightful comment:

Regarding nutrient limitation, our WASP model simulations do indeed provide information
about nutrient constraints during both LF and ExLF periods.

As mentioned in Section 3.5, N did not appear to be a limiting factor for GPP in the Lower Bode,
as GPP continued to increase despite lower N concentrations during ExLF.

According to the WASP model results, the nutrient limitation factor is 0.946 at LF and 0.943 at
ExLF. The percentage change is 0.3% lower than LF. The influence is 0.3%, showing benthic
algae is not very sensitive to the ambient nutrient concentration change. This is also because
the benthic algae nutrient limitation is calculated with internal storage of nutrients. The
internal storage buffers the change of the ambient nutrient concentration. Compared to the
total percentage increase in GPPg during EXLF, i.e., 53%, this decrease is minimal.

We have incorporated this analysis into Section 3.5 in the revised discussion to examine how
nutrient availability may have interacted with the observed temperature and light effects,
shown also as below.

This interpretation is supported by our previous WASP model simulations (Huang et al., 2022),
which estimated a nutrient limitation factor of 0.946 during LF and 0.943 during ExLF—
indicating only a 0.3% reduction (Fig. S4). This minimal change suggests that nutrient
availability was not a primary constraint on benthic algal productivity. Furthermore, benthic
algae in the Lower Bode are modeled with internal nutrient storage, which buffers short-term
fluctuations in ambient concentrations (Droop, 1973). This internal regulation likely helped
maintain high productivity despite reduced external N inputs. Thus, while nutrient availability



was slightly lower, its influence on GPPg was marginal compared to the strong positive effects
of increased light penetration and thermal conditions.

Concerning photosensitivity, while our current modeling framework includes light limitation
through the Half-Saturation equation, we acknowledge that alternative formulations (such as
Smith or Steele equation) could potentially yield different results. However, as we did not
conduct sensitivity analyses comparing these different light limitation approaches in this study,
we are unable to rigorously evaluate the potential role of photosensitivity effects at this time.
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