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Abstract. Projections of future climate are key to society’s adaptation and mitigation plans in response to climate change.

Numerical climate models provide projections, but the large dispersion between them makes future climate very uncertain.

To refine it, approaches called observational constraints (OC) have been developed. They constrain an ensemble of climate

projections by some real-world observations. However, there are many difficulties in dealing with the large literature on OC:

the methods are diverse, the mathematical formulation and underlying assumptions used are not always clear, and the methods5

are often limited to the use of the observation of only one variable. To address these challenges, this article proposes a new

statistical model called ClimLoco1.0, which stands for "CLimate variable confidence Interval of Multivariate Linear Observa-

tional COnstraint". It describes, in a rigorous way, the confidence interval of a projected variable (its best guess associated with

an uncertainty at a confidence level) obtained using a multivariate linear OC. The article is built up in increasing complexity

by expressing in three different cases, the last one being ClimLoco1.0, the confidence interval of a projected variable: un-10

constrained, constrained by multiple real-world observations assumed to be noiseless, and constrained by multiple real-world

observations assumed to be noisy. ClimLoco1.0 thus accounts for observational noise (instrumental error and climate-internal

variability), which is sometimes neglected in the literature but is important as it reduces the impact of the OC. Furthermore,

ClimLoco1.0 accounts for uncertainty rigorously by taking into account the quality of the estimators, which depends, for ex-

ample, on the number of climate models considered. In addition to providing an interpretation of the mathematical results, this15

article provides graphical interpretations based on synthetic data.

1 Introduction

Numerical climate models are no exception to the often quoted statement "all models are wrong, but some are useful" from

Box (1976). Indeed, their climate projections (simulated responses to a scenario of greenhouse gas and aerosol emissions) are

useful to assess future climate change, but they vary widely from one climate model to another (e.g. Bellomo et al., 2021, figure20

from IPCC 2021). There are now several dozen climate models around the world.

To assess the future value of a climate variable, such as global temperature in 2100, a traditional approach is to examine

the distribution of projections of the variable simulated by an ensemble of climate models. The climate variable projected

by climate models is hereafter referred to as the projected variable. The mean and standard deviation, which characterise
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the distribution of the projected variable, are usually used to define the so-called best guess and uncertainty of the projected25

variable, respectively (Collins et al., 2013). However, this uncertainty is generally high and the best guess may be biased.

To incorporate knowledge of real-world observations, statistical methods called observational constraints (OC) or emergent

constraints (Brunner et al., 2020a; O’Reilly et al., 2024) examine the distribution of the projected variable given real-world

observations of an observable variable to obtain a constrained distribution. Such OC approaches are now used in the reports of

the Intergovernmental Panel on Climate Change (IPCC) since 2021. They have huge implications for our society. The literature30

on OC methods is flourishing, but there are many difficulties in using them.

Firstly, the large number of existing OC methods makes it very difficult to choose one. Some methods average the projections

of climate models, with weights that depend on the ability of the models to reproduce real-world observations of a given

observable variable (Brunner et al., 2020b; Giorgi and Mearns, 2002; Olson et al., 2018). Some methods use climate models to

learn a relationship between the projected variable and a related observable variable, and use this relationship and a real-world35

observation of that observable variable to predict the value of the projected variable. This relationship may be linear (Cox

et al., 2018; Weijer et al., 2020; Bracegirdle and Stephenson, 2012; Karpechko et al., 2013) or non-linear (Schlund et al., 2020;

Li et al., 2021; Forzieri et al., 2021). Other methods statistically give the constrained distribution as the probability density

function of the projected variable given the real-world observation of an observable variable (Bowman et al., 2018; Ribes

et al., 2021). This diversity illustrates the lack of consensus on which approach to use. Methods are developed individually40

and need to be compared to better understand their differences and similarities. However, there are some work of OC methods

comparison, for example Brunner et al. (2020a).

Secondly, the approaches and assumptions used to compute the constrained distribution can vary widely between articles

and are not always reported. For example, their calculation does not always take into account the instrumental error associated

with the real-world observation. Some papers provide clarification, e.g. Williamson and Sansom (2019), which provided a45

comprehensive review of the underlying assumptions and uncertainty calculation in OC methods based on linear regression.

However, some elements are still missing from the literature. For example, the terms "very likely", "unlikely" etc used by the

IPCC (Mastrandrea et al., 2011) come from an underlying statistical model that provides a confidence interval, i.e. an interval

that contains the projected variable value with a given confidence level. OC methods rarely use or describe a confidence

interval. There is therefore a need for a proper statistical description of the theoretical basis of OC’s, including confidence50

intervals, and a full description of the underlying statistical assumptions Hegerl et al. (2021).

Thirdly, OC articles often use a univariate framework, i.e. they constrain the projected variable using only one observable

variable. This may be surprising given the complexity of the climate system, which suggests that the spread between climate

model projections may be related to multiple processes. For example, Cox et al. (2018) constrained the equilibrium climate

sensitivity (ECS) using a measure of temperature variability. A few studies, particularly those using non-linear regression, use55

a multivariate framework, but these are still rare. For example, Schlund et al. (2020) constrained future spatio-temporal GPP

(Gross Primary Production) by past spatio-temporal GPP and temperature.

To address these challenges, this article proposes a statistical model called ClimLoco1.0, which stands for "CLimate variable

confidence Interval of Multivariate Linear Observational COnstraint". ClimLoco1.0 expresses the confidence interval of a
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climate variable constrained using a linear multivariate observational constraint that takes into account observational noise.60

ClimLoco1.0 can also be used in univariate instead of multivariate. This is the first version, 1.0, calling for further improvements

to better account for all uncertainties. This article builds ClimLoco1.0 progressively by increasing complexity by expressing

the confidence interval of the projected variable unconstrained (Sect. 2), constrained by noiseless real-world observations

(Sect. 3), and finally constrained by a noisy real-world observation (Sect. 4). The latter corresponds to ClimLoco1.0. Since the

devil can be in the details, the article presents the statistical procedure in a rigorous and clear manner, based on mathematical65

demonstrations. Moreover, the use of this complex statistical procedure is justified by illustrations of the underestimation of

the uncertainty usually made in the literature by not using rigorous CI’s. These results are then compared with some of the

most widely used methods in the literature (Sect. 5): statistical methods as in Bowman et al. (2018) or in Ribes et al. (2021),

and methods based on linear regression as in Cox et al. (2018).

2 Confidence interval of Y unconstrained70

In order to anticipate society’s adaptation and mitigation plans in response to climate change, it may be necessary to estimate

the value of a future variable called projected variable and denoted Y , e.g. the global temperature in 2100. A common approach

is to use an ensemble of climate model projections, e.g. CMIP6 (Coupled Model Intercomparison project version 6), which

give different values of Y . Y is therefore a random variable: the dispersion between the climate model projections comes from

the randomness of Y .75

To properly estimate the value of Y , this section defines the confidence interval (CI) of Y . It provides a best guess of Y value

(centre of the interval) and an associated uncertainty (width of the interval) at a given confidence level. This section gradually

builds up the CI of Y in increasing complexity. Firstly, it defines the probability interval (PI) of Y obtained assuming that

the theoretical distribution of Y is known. Secondly, it defines the CI of Y obtained using this distribution estimated on an

ensemble of climate models. These two types of intervals are illustrated and interpreted using a synthetic example.80

As stated above, the PI of Y is build using the theoretical distribution of Y . Here, this distribution is assumed to be Gaussian:

Y ∼N (µY ,σ2
Y ), where µY and σ2

Y are respectively the expectation and variance of Y . The PI of Y is the interval that contains

Y values with a probability of 1−α:

IP(µY − zσY ≤ Y ≤ µY + zσY ) = 1−α, (1)

where z is the quantile of order 1−α/2 of a distributionN (0,1). For example, the 90% PI (α = 0.1) is obtained with z = 1.65.85

In the IPCC, this 90% probability corresponds to the term "very likely", while "likely" stands for the 66% probability, etc. In

the following, the PI of Y associated with a probability of 1−α described in Eq. (1) is denoted as:

PI1−α(Y ) = [µY ± zσY ] . (2)

In fact, the expectation µY and the standard deviation σY are unknown. The PI described by Eq. (2) is therefore unknown.

However, µY and σY can be estimated from an ensemble of climate model projections, for example from CMIP6. This ensem-90

ble of M climate model projections yields a sample of M random variables, denoted (Y1, ...,YM ). These random variables are
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assumed to be independent and to follow the same law as Y , which is assumed to be N (µY ,σ2
Y ). The classical estimators of

the expectation µY and variance σ2
Y are:

µ̂Y =
1
M

M∑

i=1

Yi, (3)

σ̂2
Y =

1
M − 1

M∑

i=1

(Yi− µ̂Y )2. (4)95

The literature usually replaces µY and σY by their estimators µ̂Y and σ̂Y to estimate the PI [µY ± zσY ], which gives the

interval [µ̂Y ± z σ̂Y ]. This interval has no clear statistical meaning. In fact, µ̂Y and σ̂Y are random variables that depend on M ,

the number of climate models used. The quality of these two estimators affects the quality of the interval. It can be shown (see

appendix B) that using these estimators µ̂Y and σ̂Y , the values of Y are contained in the following interval with a probability

of 1−α:100

IP

(
µ̂Y − tM−1 σ̂Y

√
1 +

1
M
≤ Y ≤ µ̂Y + tM−1 σ̂Y

√
1 +

1
M

)
= 1−α, (5)

where tM−1 is the quantile of a Student distribution with M −1 degrees of freedom associated with the probability 1−α. For

example, with a confidence level of 90% (α = 0.1), t30 = 1.70 and t5 = 2.02.

A subtle point is that this interval described in Eq. (5) is not a probability interval (PI) but a so called confidence interval

(CI). For example, the 90% PI of Y is an interval that has a 90% probability of containing Y values. It has deterministic bounds105

which frame a random variable. While the CI of Y has random bounds, which also frame a random variable. In fact, the CI

of Y described in Eq. (5) has random bounds because µ̂Y and σ̂Y are random variables. Thus, different sample realisations,

e.g. from different ensembles of climate models, will lead to different realisations of this CI. Instead, there is a confidence of

90% that one realisation of the CI contains Y . In other words, out of 100 realisations of the 90% CI, 90 should contain the

value of the random variable Y . This is illustrated in Fig. 1, which shows 100 realisations of this CI of Y (error bars) at a 90%110

confidence level, as well as 100 realisations of Y (red dots). This specific type of CI is also often called a prediction interval.

The CI of Y associated with a confidence level of 1−α is then denoted:

CI1−α(Y ) =

[
µ̂Y ± tM−1 σ̂Y

√
1 +

1
M

]
. (6)

Now that the CI of Y is defined, it let us study the effect on it of the number of climate models considered, M . Throughout

this paper, the same synthetic example is used, defined in appendix C. It provides the theoretical PI of Y , which is unknown in115

reality and estimated by the CI of Y . It also provides one realisation of the CI of Y using a small (M = 5) sample (Y1, ...,YM ),

and another using a large sample (M = 30). These different samples can, for example, represent different ensembles of climate

models (CMIP5, CMIP6, HighResMIP). Figure 2 shows the probability interval of Y , PI1−α(Y ) defined in Eq. (2), and the

realisations of the two CI of Y (M = 5 and M = 30), CI1−α(Y ) defined in Eq. (6). In reality the PI is unknown. This synthetic

example allows us to compare the estimates with the truth.120

4

https://doi.org/10.5194/egusphere-2025-62
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.



Figure 1. 100 random realisations of the 90% confidence interval (CI) of Y , CI90%(Y ) described in Eq. (6), and 100 realisations of the

random variable Y (red dots). Each realisation of the CI comes from a sample of M = 10 random realisations of Y . Since the confidence

level is 90%, it is expected that 90 out of 100 CIs realisations contain the realisation of Y , which is the case in this figure. The 10 CIs that

did not contain the realisation of Y are shown in red.

Figure 2. Synthetic example comparing the 90% probability interval (PI) of Y (left), described in Eq. (2), with two realisations of the 90%

confidence interval (CI) of Y (middle and right), described in Eq. (6). The first realisation is obtained with the small sample of M = 5

climate models, while the second with the large sample of M = 30. The PI is unknown in reality, it is the truth to compare with. The details

of the data simulation are given in appendix C.

There are two important remarks about the CI of Y described in Eq. (6). Firstly, it converges in probability to the PI of Y

described in Eq. (2) as M , the number of climate models considered, increases. Indeed, as M becomes large, the estimates
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µ̂Y and σ̂Y (Eq. (3) and Eq. (4)) converge (in probability) to µY and σY , and the Student quantile converges to a Gaussian

quantile. This is illustrated in Fig. 2 by comparing the PI of Y (left error bar) with the realisations of the CI of Y (middle and

right error bars). Indeed, the large sample gives a CI of Y (right interval, at [0.1± 1.9]) closer to the PI of Y (left interval, at125

[0± 1.6]) than the small sample (middle interval, at [−0.8± 2.2]). To accurately estimate both the centre and the width of the

CI of Y , which represent the best guess and the uncertainty respectively, it is therefore necessary to have as large a sample

as possible. Secondly, the fewer the models, the larger the CI of Y . It is intuitive that estimating the CI of Y with less data

will give a more uncertain result. Indeed, in Eq. (6), the terms tM−1 and
√

1 + 1
M are larger when M is smaller. These two

aspects highlight the importance of having as many climate models as possible. However, the climate models considered must130

be independent and the simulated variables must follow the same distribution as the real variables, two assumptions necessary

for the calculation that are not fully satisfied (Knutti et al., 2017).

In the literature, the PI of Y , i.e. [µY ± zσY ], is often estimated as the empirical interval [µ̂Y ± z σ̂Y ]. However, as seen pre-

viously, this interval has no statistical basis, whereas CI1−α(Y ) =
[
µ̂Y ± tM−1 σ̂Y

√
1 + 1

M

]
, contains Y value with a given

probability. The relative error of the interval width caused by using the wrong interval [µ̂Y ± z σ̂Y ] instead of the CI is therefore135

quantified as relative error in the width of this wrong interval (zσY ) compared to the width of the CI (tM−1 σ̂Y

√
1 + 1

M ):

E1 =

∣∣∣z− tM−1
√

1 + 1
M

∣∣∣

tM−1
√

1 + 1
M

. (7)

This relative error, which depends on the sample size (M ) and the confidence level (1−α) controlling z and t, is plotted as

a function of these two parameters in Fig. 3. For typical sample sizes of ensembles of climate models, between 5 and 50, the

relative error is between 3% and 30%. For example, with a confidence level of 68% (z = 1, "likely" in IPCC language) and a140

sample size of 20 climate models, the relative error is 5%. Since the width of the interval represents the uncertainty, this means

that the uncertainty is underestimated by 5%, which is even higher for smaller sample sizes or higher confidence levels. This

highlights the importance of using the rigorous formula provided in this article to express uncertainty more accurately.

Without even mentioning observational constraints, this section provides statistically sound formulae for estimating an inter-

val that contains the value of a future variable from the projections of an ensemble of M climate models at a given confidence145

level, using confidence intervals. This brings a rigourous lighting to climate science, where simple mean and standard deviation

are commonly used. The next part applies the same methodology to a linear observational constraint.

3 Confidence interval of Y constrained by a noiseless observation

Observational constraint (OC) methods have been developed to estimate more accurately the value of a projected variable Y .

These methods "constrains" the distribution of Y by a "real-world" observation, denoted x0, of an observable variable X . In150

this section, the real-world observation is assumed to be noiseless (no observational noise, e.g. due to instrumental errors). This

assumption is relaxed in the next section which defines ClimLoco1.0. The general formulation presented in this article can be
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Figure 3. Uncertainty quantification errors caused by using the wrong interval instead of the correct one, or [µ̂Y ± z σ̂Y ] instead of[
µ̂Y ± tM−1 σ̂Y

√
1+ 1

M

]
. This relative error is described in Eq. 7. The contours correspond to relative errors of 30%, 20%, 10%, 5%

and 3%.

applied to the choice of any arbitrary variables X and Y . The variable Y constrained by the observation x0 of X is written as

Y |X = x0.

This section gradually builds up the CI of Y |X = x0 in increasing complexity. Firstly, it defines the probability interval (PI)155

of Y obtained using the theoretical distribution of Y |X = x0 by assuming that this distribution is known. Secondly, it defines

the CI of Y |X = x0 obtained using this distribution estimated on an ensemble of climate models. These two types of intervals

are illustrated and interpreted using a synthetic example.

As stated above, the PI of Y |X = x0 is build using the theoretical distribution of Y |X = x0. Here, this distribution is

assumed to be Gaussian: Y |X = x0 ∼N (µY |X=x0 ,σ
2
Y |X=x0

), where µY |X=x0 and σ2
Y |X=x0

are respectively the expectation160

and variance of Y |X = x0. In the following, the PI of Y |X = x0 associated with a probability of 1−α is denoted as:

PI1−α(Y |X = x0) =
[
µY |X=x0 ± zσY |X=x0

]
, (8)

where z is the quantile of order 1−α/2 of a distribution N (0,1). As mentioned in the introduction, many articles in the

literature use univariate OC, i.e. only one observable variable X is used to constrain Y . This can be very limiting, especially

when Y depends on many processes, which is often the case in climate science. Therefore, an important contribution of this165
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article is to give the formulation in a multivariate form, i.e. where Y is constrained by several observable variables at the same

time. However, for the sake of clarity, only the results for the univariate formalisations are presented in the main part of the

article. The multivariate formalisations are given in appendix table A1. In order to express the terms µY |X=x0 and σ2
Y |X=x0

in

Eq. (8), it is used a linear regression framework:

Y = E[Y |X] + ε,

where E[Y |X] = a0 + a1X , ε∼N (0,σε),
(9)170

and where the coefficients a0 and a1 are the intercept and the slope of the linear regression of Y on X , respectively, and ε is a

random variable representing the regression error with σε its standard deviation. Using this linear regression model, it can be

shown (see the proof in appendix D) that the terms µY |X=x0 and σ2
Y |X=x0

can be expressed as:

µY |X=x0 = a0 + a1x0 (10)

= µY + ρ
σY

σX
(x0−µX), (11)175

σ2
Y |X=x0

= σ2
ε (12)

= (1− ρ2)σ2
Y , (13)

where µX and µY are the expectations of X and Y , σX and σY are the standard deviations of X and Y , and ρ is the linear

correlation between X and Y . The PI of Y constrained by X = x0 described by Eq. (8) can then be rewritten:

PI1−α(Y |X = x0) = [a0 + a1x0± zσε] . (14)180

To illustrate this, it is use the same synthetic case study as before, detailed in appendix C. The PI of Y constrained is shown in

Fig. 4.a and 4.b (in red), and is compared with the PI of Y unconstrained (in black) in Fig. 4.b. The constraint on Y has two

effects: (a) it changes the best guess (centre of the interval), and (b) it reduces the uncertainty (width of the interval).

(a) When Y is constrained (PI(Y |X = x0)), it has a different best guess (centre of interval) than when it is unconstrained

(PI(Y )). We interpret this in two different ways, using Eq. (10) and Eq. (11). The first equation gives a graphical interpretation:185

the constrained expectation of Y is directly the real-world observation fed into the regression. This is illustrated in Fig. 4.a. The

second equation is useful to understand the correction between the best guess of Y constrained and unconstrained: µY |X=x0−
µY = ρ σY

σX
(x0−µX). It depends on two terms: the regression slope ρ σY

σX
which depends in particular on the correlation between

X and Y , and the difference between the real-world observation and the theoretical centre of the climate models distribution on

X . It is called here (x0−µX) the theoretical multi-model bias. In other words, the constrained best guess of Y (µY |X=x0 ) is a190

corrected version on the unconstrained best guess of Y (µY ), knowing the theoretical multi-model bias of X (x0−µX ) and the

relationship between X and Y (ρ σY

σX
). In the example of Fig. 4.a, there is a positive theoretical multi-model bias associated with

a positive relationship between X and Y , thus a correction to a higher best guess (µY |X=x0 > µY ). Observational constraints

are generally used to reduce uncertainty, but the correction of the best guess between constrained and unconstrained is very

important and should not be forgotten, as it allows to correct the multi-model bias.195
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Figure 4. (a) Example showing the 90% probability interval (PI) of the projected variable Y constrained by the observation x0 of an

observable variable X , as described by Eq. (14). (b) Comparison between the 90% PI of Y constrained (red) and unconstrained (black) as

described by Eq. (14) and Eq. (2) respectively. The values of means, variances etc are given in appendix C.

(b) When Y is constrained, it has a lower uncertainty (width of PI(Y |X = x0)) than when it is unconstrained (width

of PI(Y )). We interpret this in two different ways, using Eq. (12) and Eq. (13). The first equation provides a graphical

interpretation: the uncertainty of Y constrained is directly the regression error. The 90% regression error is represented by the

red tube Fig. 4.a. The second equation expresses the variance of Y (Y |X = x0) constrained as the variance of Y unconstrained

multiplied by 1− ρ2, which is between 0 and 1. The uncertainty of Y constrained is therefore smaller than the uncertainty200

of Y unconstrained: this is the desired reduction in uncertainty. The stronger the correlation between X and Y , the greater

the reduction in uncertainty. In the example shown in Fig. 4.b, the strong correlation (0.85) between X and Y reduces the

uncertainty well, the red interval is narrower than the black one.

The use of the PI of Y constrained, PI(Y |X = x0) (described), requires knowledge of the theoretical parameters a0,

a1 and σε, which are unknown in reality. To estimate them, it is used an ensemble of M climate models. It is written205

(X1,Y1), ...,(XM ,YM ) as a sample of M pairs of random variables (X,Y ). They are assumed to be independent and to

follow the same law as (X,Y ), which is assumed to be bivariate Gaussian. This sample allows to define the estimators â0,

â1 and σ̂ε of a0, a1 and σε (see formulas in appendix table A2). To estimate PI(Y |X = x0), one may want to replace the

theoretical parameters by the estimated ones, which gives the following interval: [â0 + â1 x0± z σ̂ε]. However, as seen in the
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previous section, this interval has no statistical meaning. Instead, it is shown in appendix E that the estimated parameters lead210

to the following confidence interval (CI) of Y |X = x0:

CI1−α(Y |X = x0) =


â0 + â1x0± tM−2 σ̂ε

√√√√
1 +

1
M

+
(x0− µ̂X)2

M σ̂2
X


 . (15)

The corresponding expression when X is multivariate is given in appendix table A1.

To illustrate these mathematical results, Fig. 5 uses the same synthetic case study as before. It shows the realisations of two

samples (X1,Y1), ...,(XM ,YM ), one of size M = 5, and the other of size M = 30. The realisation of each sample corresponds215

to each row. As shown in Fig. 5.a, these two different sample realisations lead to two different realisations of the estimated

linear relationship y = â0 + â1x (red line) and the constrained confidence intervals (red interval). The red shading represents

the CI90%(Y |X = x0) obtained for different positions of the observation x0. Figure 5.b compares the realisations of the CI of

Y unconstrained CI90%(Y ) and constrained CI90%(Y |X = x0), and the PI of Y constrained PI90%(Y |X = x0).

On the one hand, there are two similarities between the CI of Y constrained (Y |X = x0) and unconstrained (Y ). Firstly, the220

CI of Y constrained described by Eq. (15) converges (in probability) to the PI of Y constrained described by Eq. (8) as the

sample size M increases. Consequently, the CI obtained from a large sample (second pannel) is closer to the PI than the one

obtained from a small sample (first pannel), as shown in Fig. 5.b. Secondly, the CI of Y |X = x0 is larger when the sample

size M is smaller, due to the term tM−2

√√√√1 +
1

M
+

(x0− µ̂X)2

M σ̂2
X

in Eq. (15). To summarise these two similarities between the

unconstrained and constrained cases, a larger sample leads to a more correct and precise estimate of Y .225

On the other hand, there are two important differences between the CI of Y constrained and unconstrained. Firstly, the

centre of CI(Y |X = x0) is the observation fed into the regression, as described in Eq. (15). Using the previous equations, the

difference between the centre (best guess) of the CI of Y constrained and unconstrained can be expressed as µ̂Y |X=x0 − µ̂Y =

â1 (x0− µ̂X). This correction of the best guess depends on the estimated slope between X and Y , â1, and on what is called

here the multi-model mean bias at X , (x0− µ̂X). In other words, the constraint corrects the multi-model bias on Y , knowing230

the multi-model bias on X and the relationship between X and Y . This is illustrated in Fig. 5. Secondly, there is a difference

in the square root term between the CI of Y constrained and unconstrained. The CI of Y constrained is larger by the amount

(x0−µ̂X)2/M σ̂2
X . If the observation is far from the samples, this quantity is large, which makes the interval width (uncertainty)

larger. In other words, the linear relationship is more uncertain away from the samples, in unknown territory. Furthermore, the

latter term is multiplied by 1/M , which means that the linear relationship is more certain when obtained from a large sample235

size. This is illustrated in Fig. 5.a on the small sample (first row): the constrained confidence interval grows rapidly as one

move away from the samples (back circles).

In summary, the equations and figures show the two benefits sought in OC: there is a correction to the best guess and a

reduction in uncertainty, between the CI of Y unconstrained and constrained. To maximise the reduction in uncertainty, the is

a need for as many (independent) climate models as possible.240
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Figure 5. Synthetic example showing, (a) the first column, two realisations of the 90% confidence interval (CI) of Y constrained by the

observation x0 of X , described in Eq. (15). The two realisations come from two different samples (X1,Y1), ...,(XM ,YM ) of size M = 5

and M = 30 (black circles) and correspond to the two rows of the figure. The estimated linear regression and its 90% error are shown as

the red line and shade, respectively. (b), the second column, compares in red the confidence (middle) and probability (right) intervals of the

constrained Y . The larger sample (second row) gives a better CI than the small one (first row), which is closer to PI. (b) also compares the

CI of Y constrained (middle) and unconstrained (left, in black). The details of the data simulation are given in appendix C. µ̂X and µ̂Y are

the unconstrained means of X and Y , while µ̂Y |X=x0 is the constrained mean of Y . The observation x0 is assumed to be noiseless.

As seen previously, to get a real estimate of the PI of Y constrained, namely [a0 + a1 x0± zσε], the correct approach is to

use the CI of Y constrained, namely


â0 + â1x0± tM−2 σ̂ε

√√√√1 + 1
M +

(x0− µ̂X)2

M σ̂2
X


. However, the literature sometimes uses

[â0 + â1 x0± z σ̂ε], which has no statistical basis. The relative error in the interval width caused by using the wrong one instead

of the correct one is therefore quantified as:
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E2 =

∣∣∣∣∣∣∣
z− tM−2

√√√√1 + 1
M +

(x0− µ̂X)2

M σ̂2
X

∣∣∣∣∣∣∣

tM−2

√√√√1 + 1
M +

(x0− µ̂X)2

M σ̂2
X

. (16)245

This relative error described by Eq. (16) depends on three parameters: (i) the sample size, M , (ii) the confidence level, 1−α,

which controls z and t, and (iii) the standardised real-world observation,
(x0− µ̂X)2

σ̂2
X

. The relative error is shown in Fig. 6 for

a fixed confidence level of 68%, as a function of M (x-axis) and
(x0− µ̂X)2

σ̂2
X

(y-axis). With a typical sample size of climate

model ensembles between 5 and 50, the relative error is between 3% and 30%. In other words, using the wrong interval instead

of the correct one implies an underestimation of the uncertainty between 3% and 30%. For example, using an ensemble of250

M = 20 climate models, the error starts at 5% and can easily exceed 10% if the observation is far from the ensemble of climate

models (y-axis). This highlights the need to rigorously consider the performance of the estimators in order to correctly estimate

the uncertainty using the rigorous CI.

4 ClimLoco1.0

The previous results were obtained under the assumption that the real-world observation x0 is not noisy. In reality, x0 is affected255

by observational noise, which is taken into account in this section, inspired by the theory of measurement error models (Fuller,

2009). Some papers define observational noise as internal variability (e.g. Brunner et al., 2020b), others as measurement error

(e.g. Hall et al., 2019), and others as both (e.g. Ribes et al., 2021). We argue here that both internal variability and measurement

error should be taken into account, as both affect the real-world observation. Let XN be the noisy version of X , linked by the

noise model defined in Bowman et al. (2018):260

XN = X + N , with N ∼N (0,σ2
N ) and N ⊥⊥X, (17)

where N is a random variable representing the observation noise, assumed to be Gaussian, centred and independent of X .

Its variance σ2
N is assumed to be known. The projected variable Y constrained by the observation xN

0 of XN affected by the

observation noise is denoted Y |XN = xN
0 .

This section constructs ClimLoco1.0, which is the confidence interval of Y |XN = xN
0 , in increasing complexity, following265

the same steps as in the previous two sections. Firstly, it defines the probability interval (PI) of Y |XN = xN
0 obtained using

the theoretical distribution of Y |XN = xN
0 by assuming that the distribution of Y |XN = xN

0 is known. Secondly, it defines the

CI of Y |XN = xN
0 obtained using this distribution estimated on an ensemble of climate models. These two types of intervals

are illustrated and interpreted using a synthetic example. These different steps that construct ClimLoco1.0 are crucial to define

and understand with rigor the best guess and uncertainty of any variable constrained by a noisy observation.270
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Figure 6. Uncertainty quantification error when constraining Y made by using the wrong interval instead of the correct one, i.e.

[â0 + â1 x0± z σ̂ε] instead of

â0 + âT
1 x0± tM−2 σ̂ε

√√√√
1+ 1

M
+

(x0− µ̂X)2

M σ̂2
X

. This error is described in Eq. (16). The error values are

shown by the contours between 3 and 30%. They are given as a function of the sample size (x-axis) and the distance between the observation

and the multi-model ensemble. The confidence level is fixed at 68% (i.e. z = 1), a value often used in the literature.

As stated above, the PI of Y |XN = xN
0 is build using the theoretical distribution of Y |XN = xN

0 . Here, this distribution is

assumed to be Gaussian: Y |XN = xN
0 ∼N (µY |XN=xN

0
,σ2

Y |XN=xN
0

), where µY |XN=xN
0

and σ2
Y |XN=xN

0
are respectively the

expectation and variance of Y |XN = xN
0 . The following interval is the PI of Y |XN = xN

0 , i.e. it contains Y |XN = xN
0 values

with a probability of 1−α:

PI1−α(Y |XN = xN
0 ) =

[
µY |XN=xN

0
± zσY |XN=xN

0

]
, (18)275

where z is the quantile of order 1−α/2 of a distributionN (0,1). This interval contains realisations of Y with a given confidence

1−α controlling z. To express the parameters µY |XN=xN
0

and σ2
Y |XN=xN

0
, it is used a linear regression framework as in the

previous section:

Y = E[Y |XN ] + εN ,

where E[Y |XN ] = b0 + b1X
N , εN ∼N (0,σεN ),

(19)
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and where b0 and b1 are the intercept and slope of the linear model, and εN is a random variable representing the regression280

error with σεN its standard deviation. This linear regression is the regression of Y on XN . But climate models do not suffer

from observational noise (instrumental error and internal variability): they provide realisations of X , not XN . In fact, climate

models do not suffer from instrumental error, but they can be affected by internal variability. However, the impact of internal

variability can be reduced for example by averaging the members of this climate model (different realisations run from different

initialisations). As climate models provide realisations of X and not XN , it can be difficult to express the linear coefficients b0285

and b1. However, using the model noise described by Eq. (17), which relates XN to X , it is possible to obtain the expressions

of b0 and b1 and hence the expression of µY |XN=xN
0

and σ2
Y |XN=xN

0
. In fact, it can be shown (see Appendix F) that:

µY |XN=xN
0

= b0 + b1 xN
0 (20)

= µY + ρ
σY

σX

1
1 +1/SNR2

(xN
0 −µX), (21)

σ2
Y |XN=xN

0
= σ2

εN (22)290

=
(

1− ρ2

1 +1/SNR2

)
σ2

Y , (23)

where ρ is the correlation between X and Y , and SNR = σX/σN is a signal-to-noise ratio, where X is the signal and N is the

noise. Using correlation and signal-to-noise ratio to express the equations is inspired by Bowman et al. (2018). The equations

(21) and (23) are very useful because they use parameters related to X , not XN . The parameters b0, b1 and σ2
εN can thus be

computed using the sample of X noiseless. This formalisation is possible thanks to the theory of measurement error models295

Fuller (2009). Using Eq. 20 and Eq. 22, the PI of Y |XN = xN
0 described Eq. 18 can be rewrite as:

PI1−α(Y |XN = xN
0 ) =

[
b0 + b1x

N
0 ± zσεN

]
. (24)

These results are interpreted mathematically and graphically using the same synthetic case study as before, detailed in appendix

C. Fig. 7.a shows the PI of Y constrained by a noisy observation, PI1−α(Y |XN = xN
0 ) (green interval). It also shows how

it is constructed by plotting the linear regression y = b0 + b1x (green line) and its error σεN (green shade). For comparison,300

it also shows the linear regression and its error obtained when the observational noise is neglected, as in the previous section,

in red. Fig. 7.b compares PI1−α(Y |XN = xN
0 ) (green) with the PI of Y constrained by a noiseless observation (red) and

unconstrained (black), respectively PI1−α(Y |X = x0) and PI1−α(Y ).

The expression of the PI of Y constrained by a noisy observation (PI(Y |XN = xN
0 )) has a form close to that where the

observational noise was neglected in the previous section (PI(Y |X = x0)). As before, the expectation of Y constrained is305

directly the real-world observation fed into the regression (see Eq. (20)), and the variance of Y constrained is the variance of

the regression error (see Eq. (22)). The constraint corrects the expectation (see Eq. (21)) and reduces the variance (see Eq. (23)).

However, the difference between including or not including the observational noise (difference between green and red in Fig. 7)

lies in a term called here the attenuation coefficient: 1/(1 +1/SNR2). The slope considering the observational noise, b1, is

attenuated compared to the slope neglecting the observational noise, a1: b1 = a1 /(1+1/SNR2). The larger the observational310

noise, the larger the attenuation. This is illustrated in Fig. 7.a, where the linear relationship is stronger when the observational
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Figure 7. (a) Example showing in green the 90% probability interval (PI) of the projected variable Y constrained by the noisy observation

xN
0 , as described by Eq. (24). The green colour corresponds to the case where the observation is noisy, while the red colour corresponds to

the case where the observation is considered noiseless, as in the previous section. (b) Comparison between the 90% PI of Y unconstrained

(black), constrained by a noisy observation (green) and constrained by a noiseless observation (red), corresponding respectively to Eq. (2)

vs. Eq. (24) vs. Eq. (14). The values of means, variances, etc are given in appendix C.

noise is neglected (red) than when it is included (green). In this example, there is as much signal as noise (SNR = 1). The

attenuation coefficient is therefore 50%. In reality, depending on the application, the observational noise can be very small,

although it is difficult to estimate, especially for low frequency internal variability, which can lead to serious overconfidence

(Bonnet et al., 2021). This attenuation coefficient, 1/(1+1/SNR2), weakens both the expectation correction and the variance315

reduction, as described in Eq. (21) and Eq. (23) respectively. This highlights the need to account for observational noise,

otherwise the PI of Y constrained will be overconfident with too strong an expectation correction.

The use of the PI of Y |XN = xN
0 described by Eq. (24) requires knowledge of the parameters b0, b1 and σεN , which are

unknown in reality. As in the previous section, it is used an ensemble of M climate model projections to estimate them. The

estimators of a0, a1 and σεN are given in appendix table A2. Using them, it is shown in appendix G that the confidence interval320

(CI) of Y constrained by a noisy observation is:

CI1−α(Y |XN = xN
0 ) =


b̂0 + b̂1x

N
0 ± tM−2 σ̂εN

√√√√
1 +

1
M

+
(xN

0 − µ̂X)2

M (σ̂2
X + σ2

N )


 . (25)
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When X is multivariate, its expression is:

CI1−α(Y |XN = xN
0 ) =


b̂0 + b̂T

1 x0± tM−1−p σ̂εN

√

1 +
1
M

+ (x0− µ̂X)T
(Σ̂X + ΣN )−1

M
(x0− µ̂X)


 , (26)

where p is the number of features in X and ΣX and ΣN are the variance-covariance matrices of X and N , respectively. The con-325

fidence interval of Y constrained by a noisy observation (CI1−α(Y |XN = xN
0 )) described in Eq. (26) is the statistical model

called "CLimate variable confidence Interval of Multivariate Linear Observational COnstraint" (ClimLoco1.0). To illustrate

these mathematical results, Fig. 8 shows two realisations of ClimLoco1.0, one realisation from the sample (X1,Y1), ...,(XM ,YM )

of size M = 5 and one realisation from the sample of size M = 30, taken from the same synthetic example as before. In

Fig. 8.a., each sample realisation gives a different realisation of the linear relationship y = b̂0 + b̂1x (green line) and the con-330

fidence interval constrained by a noisy observation described in Eq. 25 (green interval). The green shading represents the

CI90%(Y |XN = xN
0 ) obtained for different positions of the observation xN

0 . For comparison, this Fig. 8.a shows in red the

CI90%(Y |X = x0) for different positions of x0 (red shade). This enables to compare the difference in intervals width and cen-

tre if the observational noise is considered or neglected. Fig. 8.b compares the CI of Y : unconstrained (CI90%(Y ), in black),

constrained by a noiseless observation (CI90%(Y |X = x0), in red) and constrained by a noisy observation (ClimLoco1. 0,335

CI90%(Y |XN = xN
0 ), in green).

When comparing the CI of Y constrained by a noisy vs. noiseless observation, green vs. red in Fig. 8.b, it is founded the

same previous conclusions as when comparing PI of Y constrained by noisy vs. noiseless observation: there is a decrease of

reduction in uncertainty (interval width) and of correction of best guess (interval centre). In other words, observational noise

weakens the constraint. When comparing the two rows of Fig. 8, corresponding a small (first row) and large sample (second340

row), the large sample leads to narrower CI. The CI is more precise when estimated on more data. This is visible in all three

expressions of the CI discussed in this article with the effect of the term M . Moreover, this synthetic example uses a strong

observational noise (SNR = 1). Combined with a small sample (first row of Fig. 8), this tends to make the CI(Y |XN = xN
0 )

large, which means the uncertainty is large. Therefore, the CI(Y |XN = xN
0 ) is larger than the CI(Y ) in the second row:

the constraint has not reduced the uncertainty, which is surprising. However, this is an extreme case, combining both high345

observational noise and small sample size. In summary, low observational noise combined with a high correlation between X

and Y leads to a strong constraint, which means a strong best guess correction (centre of the confidence interval) and a strong

uncertainty reduction (width of the confidence interval). Uncertainty is also affected by sample size: the larger the sample size,

the greater the uncertainty reduction. The best guess correction is also affected by the distance between the observation and the

multi-model mean (x0−µ̂X ), which is called in this article the "multi-model bias". The larger the bias, the larger the correction.350

The main contributions of this section are to provide the statistical model ClimLoco1.0, the confidence interval of the pro-

jected variable constrained by a noisy observation, to express and illustrate it graphically as an attenuated linear regression,

and to highlight the need to take this observational noise into account and to have a sample size as large as possible. Figure 9 is

proposed as an illustrative summary of a comparison of the CI of Y unconstrained, of Y constrained by a noiseless observation,

and of Y constrained by a noisy observation. This figure is built using synthetic data detailed in appendix C.355
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Figure 8. Synthetic example showing (a) (the first column) two realisations of the confidence interval (CI) of Y constrained by a noisy

(respectively noiseless) observation, shown in green (respectively red), given with 90% confidence. The shades correspond to the intervals

obtained from different positions of the observation. The first (respectively second) row corresponds to a realisation of a sample of size M = 5

(respectively M = 30). (b), the second column, compares the CIs of Y unconstrained (black) vs. constrained by a noiseless observation (red)

vs. constrained by a noisy observation (green), corresponding respectively to Eq. (6) vs. Eq. (25) vs. Eq. (15). The details of the data

simulation are given in appendix C.

5 Discussion

In this section, the results of this article are compared with those of some of the most widely used approaches in the observa-

tional constraint literature: (a) Ribes et al. (2021) and Bowman et al. (2018), and (b) Cox et al. (2018).

(a) Both Ribes et al. (2021) and Bowman et al. (2018) use statistical approaches to constrain Y by real-world observations.

One can demonstrate (not shown here) that these two articles give equivalent expressions of the expectation and variance of360

Y |XN = xN
0 . The main difference between them is that the first article considers the variables X and Y as univariate and
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Figure 9. Graphical representation of the effect of considering observational noise in a linear observational constraint (OC). (i) In red, the

observational noise is neglected. (ii) In green, the observational noise is considered, which is more rigorous. The green confidence interval

(CI) corresponds to the statistical model ClimLoco1.0 presented in this article. (i) When observational noise is neglected, a linear relationship

is defined between a past observable variable X and a future variable Y using an ensemble of climate models (black circles). The slope and

error of the relationship between X and Y are shown as the red line and shading. A real-world observation of X is then fed into the linear

relationship to obtain the CI of Y constrained (red interval). Compared to the CI of Y unconstrained (black interval), the CI of Y constrained

(red interval) has a reduced uncertainty (interval width) and a corrected best guess (interval centre). The intensity of the best guess correction

(between unconstrained and constrained) depends on the the slope between X and Y , and the difference between the multi-model mean

and the observation (the "multi-model bias"). (ii) However, it does not take into account the uncertainty associated with the real-world

observation. When taken into account, observational noise reduces the slope (green line) of the linear relationship and increases its error

(green shade). Consequently, the CI of Y constrained by a noisy observation (green interval) has less uncertainty reduction and less best

guess correction than the CI of Y constrained by a noiseless observation (red interval). All three CIs use a 90% confidence level.

the second as multivariate, respectively. It can be found that these articles have the same expressions for the expectation and

variance of Y |XN = xN
0 as those obtained in Eq. (21) and Eq. (23). This means that the approaches of both Ribes et al. (2021)

and Bowman et al. (2018) are equivalent to using a linear regression model (multivariate and univariate, respectively). Note that
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this regression is corrected by the observational noise, as seen in the previous section. This is an important result for interpreting365

these methods using linear regression, as is done in our article. Furthermore, an important caveat to this equivalence is that

there is a well-known risk of overfitting when using multivariate linear regression, i.e. learning incorrect relationships between

features by over-fitting the data. This risk is greater when the number of variables is large and the number of climate models

used to learn the regression is small. The multivariate method developed by Ribes et al. (2021) therefore presents a risk of

overlearning.370

Furthermore, the articles by Bowman et al. (2018) and Ribes et al. (2021) only gave the theoretical expressions for the

expectation and variance of Y |XN = xN
0 . These theoretical values are in reality unknown. They did not give details of the

exact expression of the estimates, which, as previously seen using confidence intervals, leads to a higher uncertainty due to

the limited sample size. This can be neglected when the sample size is very large, but is very important to take into account

when it is small, as shown in the previous section (see Eq. 6). In climate science, sample sizes are usually small (especially if375

only considering high resolution models (Bauer et al., 2021)), so we argue here that this uncertainty must be included in the

estimates.

(b) When referring to observational constraints, an often quoted figure comes from Eyring et al. (2019), Box 1. This method

is used in several papers, e.g. Bracegirdle and Stephenson (2012), Brient (2020). Tthis figure is interpreted here using the well-

known paper of Cox et al. (2018). Our approach leads to a different expression of the expectation and variance of Y constrained380

by a noisy observation than the approach of Cox et al. (2018), for which we argue our disagreement here. Cox et al. (2018)

studies the distribution of Y using the law of total probability (see Eq. (15) in Cox et al. (2018)). Written differently, using the

laws of total expectation and variance, the expectation and variance of this distribution can be expressed as:

E[Y ] = E[E[Y |X]], (27)

V(Y ) = E[V[Y |X]] + V[E[Y |X]]. (28)385

Using a linear regression between Y and X , noted Y = a0 + a1X + ε, it gives:

E[Y ] = a0 + a1E[X], (29)

V(Y ) = V(ε) + a2
1 V(X). (30)

Cox et al. (2018) assumes that X follows a distribution centered around the observation (E[X] = xN
0 ) and of variance the

observational noise variance (V(X) = σ2
N ). Consequently,390

E[Y ] = a0 + a1x
N
0 , (31)

V(Y ) = V(ε) + a2
1 σ2

N . (32)

This corresponds to the figure in Eyring et al. (2019), Box 1: the best guess is directly the observation fed into the regres-

sion (a0 + a1x0), and the total uncertainty is the regression uncertainty (V(ε)) plus the observational uncertainty fed into the

regression (a2
1 σ2

N ).395
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We suggest that there are two main problems with this approach. Firstly, Cox et al. (2018) uses two different distributions of

the same variable X , one from the climate models to learn the linear relationship Y = a0 + a1X + ε and one from the noisy

observation. But the climate models have a different X distribution than the observation: E[X] = µX ̸= xN
0 and V(X) = σ2

X ̸=
σ2

N . The variable X cannot have two different expectations and two different variances, the equations (31) and (32) written

above are incorrect from our point of view. It is necessary to separate the variable X , whose distribution is given by the climate400

models, from the variable XN , which is observed from the real-world with an observational noise, as is done in this article.

Secondly, the constrained variable should be noted Y |XN = xN
0 , not just Y . This has a major effect on the resulting equations.

Indeed, the equations Eq. (29) and Eq. (30) are correct, but do not constrain either the expectation or the variance of Y .

This conclusion is consistent with Hall et al. (2019), who states that "care must be taken to characterise the uncertainty

in the observational values of the X variable. The translation of observed X-values into predicted Y-values is not trivial. It is405

certainly not as simple as finding the intersection of the most likely value of observed X and the regression line relating Y to X

and ’reading’ the predicted Y value. Instead, both observed X and predicted Y must be treated statistically." The clarification

proposed here may help to move into this direction.

6 Conclusions

A confidence interval of future climate, i.e. a best guess of future climate with uncertainty given at a confidence level, can be410

obtained from an ensemble of climate model projections. However, the large dispersion between climate model projections

makes this interval large, and consequently the future climate very uncertain. To refine it, methods called observational con-

straints (OC) combine climate model projections with some real-world observations (cf IPCC 2021). These methods are now

increasingly used (O’Reilly et al., 2024), even by potential stakeholders at the national level (e.g. Ribes et al., 2022). They

therefore deserve to be rigorously described in their assumptions and mathematical description. However, there are many chal-415

lenges in dealing with the literature of OC. There is a wide variety of OC methods, which are sometimes difficult to reproduce

and may lack mathematical details, which are usually limited to the use of a single variable observable to contrain, and which

do not strictly use confidence intervals, which are essential to correctly define uncertainty.

To address these challenges, this article proposes a new (1.0) statistical method called ClimLoco, which stands for "CLimate

variable confidence Interval of Multivariate Linear Observational COnstraint". ClimLoco1.0 describes the confidence interval420

of a projected variable constrained by a noisy observation using a multivariate linear framework. It is inspired by the theory

of measurement error models from Fuller (2009). We found that constraining a projected variable have two effects: it corrects

the best guess of the projected variable depending to the multi-model bias (difference between the multi-model mean and the

real-world observation) and reduces the associated uncertainty.

Compared to the literature, ClimLoco1.0 allows a more rigorous expression of uncertainty thanks to the use of confidence425

intervals. This takes into account the quality of the estimators of the best guess and the uncertainty of a projected variable,

which depends in particular on the number of climate models used. We have therefore emphasised the need to have as large an

ensemble of models as possible in order to obtain the most accurate estimates. In addition, ClimLoco1.0 takes into account the
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observational noise in a rigorous framework, which is important to correctly estimate the uncertainty. We find a new graphical

interpretation, cf Fig. 9, of the effect of observational noise, which weakens the constraint (less reduction of uncertainty and430

less change in the best guess). This article is intended to be didactic, building the statistical model ClimLoco1.0 step by step,

from the unconstrained case to the case constrained by noisy observations, and illustrating each step with univariate examples.

In addition, the results are compared with some of the most commonly used methods in the literature: "statistical" methods

(e.g. Bowman et al., 2018; Ribes et al., 2021), "linear regression" methods (e.g. Cox et al., 2018). There are strong similarities

between the statistical methods of Bowman et al. (2018) and Ribes et al. (2021) and the multivariate linear regression OC435

developed in this article. We argue that there is an equivalence between their methods and a multiple linear regression. This

implies that the methods are subject to the risk of overfitting (i.e. learning incorrect relationships between features by over-

fitting the data). The use of methods to limit overfitting, such as ridge regression, seems to be a promising perspective in this

respect. However, since Bowman et al. (2018) and Ribes et al. (2021) did not use confidence intervals, they neglect the quality

of the estimators, which depends on the number of climate models considered. They therefore underestimate the uncertainty.440

There is a major discrepancy between our method and that of Cox et al. (2018), which is now largely used for linear regression

OCs. We highlight problems in the underlying mathematics, and propose a new figure (Fig. 9), which may be more appropriate

than Fig. 1 from Eyring et al. (2019), to describe exactly how linear OC works in a geometric sense.

The statistical model ClimLoco1.0 is an effort to better account for uncertainties and bring more clarity to OC methods.

However, there are still some challenges to overcome, which are interesting perspectives to build more advanced versions of445

ClimLoco1.0. Firstly, ClimLoco1.0 allows the internal variability of the observations to be considered as a source of noise.

However, the current version 1.0 is not able to take into account the internal variability present in climate models. This leads

to an underestimation of the uncertainty, the intensity of which depends on the variable considered. The inspiration of Olson

et al. (2018), which considers not only a value but a distribution from each climate model, seems to be a promising perspec-

tive. Secondly, ClimLoco1.0 assumes that climate models are independent and equally plausible. These (false) assumptions450

are refuted by methods that assign weights to climate models, e.g. Brunner et al. (2019). These methods are often used in the

literature on OC methods, but defining confidence intervals without the assumptions of independence and equal plausibility

using weighted samples is a challenge that ClimLoco1.0 could improve. Thirdly, in this article, we have established an equiva-

lence between methods sometimes called "Bayesian" (Bowman et al., 2018; Ribes et al., 2021) and multiple linear regression.

Finding equivalences between other OC methods can be very useful to bring more clarity to the large literature of OC methods.455

For example, Karpechko et al. (2013) succeeded in converting a linear regression into climate model weights, but neglected the

observational noise. Finally, ClimLoco1.0 can be improved in many other ways: removing the assumption that variables have a

Gaussian distribution, constraining several variables at the same time, etc. This article presents the first version of ClimLoco1.0

which might be open to even further lines of improvements. We believe this might help to refine the future projection estimates

and lead to better adaptation plans.460
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Code and data availability. The python code used to generate the data and figures is available in a jupyter notebook script under

https://doi.org/10.5281/zenodo.14679875 (Portmann, 2024) (last access: 17/01/2025).

Appendix A: Summary

Y unconstrained

CI1−α(Y )

[
µ̂Y ± tM−1 σ̂Y

√
1+ 1

M

]
Y constrained by a

noiseless observation

CI1−α(Y |X = x0)

[
â0 + â1x0± tM−2 σ̂ε

√
1+ 1

M
+ (x0−µ̂X )2

Mσ̂2
X

]
if X ∈ R

[
â0 + âT

1 x0± tM−1−p σ̂ε

√
1+ 1

M
+(x0− µ̂X)T Σ̂−1

X
M

(x0− µ̂X)

]
if X ∈ Rp

Y constrained by a

noisy observation

CI1−α(Y |XN = xN
0 )

[
b̂0 + b̂1x0± tM−2 σ̂εN

√
1+ 1

M
+ (x0−µ̂X )2

M(σ̂2
X

+σ2
N

)

]
if X ∈ R

[
b̂0 + b̂T

1 x0± tM−1−p σ̂εN

√
1+ 1

M
+(x0− µ̂X)T (Σ̂X+ΣN )−1

M
(x0− µ̂X)

]
if X ∈ Rp

Table A1. Confidence intervals (CI) of Y unconstrained, constrained by a noiseless observation, and constrained by a noisy observation. It

is given, within each case, the results both when X is univariate (X ∈ IR) and when X is multivariate (X ∈ IRp). Since the first case does

not depend on X , it is the same whether X is univariate or multivariate. The different estimators are listed in the table A2 and described in

the main part of the article.
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X univariate X multivariate

µ̂Y = 1
M

∑M
i=1 Yi

µ̂X = 1
M

∑M
i=1 xi

σ̂2
Y = 1

M−1

∑M
i=1(Yi− µ̂Y )2

σ̂2
X = 1

M−1

∑M
i=1(xi− µ̂X)2 Σ̂X = 1

M−1

∑M
i=1(xi− µ̂X)T (xi− µ̂X)

â0 = µ̂Y − âT
1 µ̂X

â1 = ˆCov(Y,X)/σ̂2
X âT

1 = Σ̂Y XΣ̂−1
X

ˆCov(Y,X) = Σ̂Y X = 1
M−1

∑M
i=1(Yi− µ̂Y )(xi− µ̂X)T

σ̂2
ε = 1

M−1

∑M
i=1(Yi− â0− âT

1 xi)
2

b̂0 = µ̂Y − b̂T
1 µ̂X

b̂1 = ˆCov(Y,X)/(σ̂2
X + σ2

N ) b̂1 = Σ̂Y X(Σ̂X +ΣN )−1

σ̂2
εN = 1

M−1

∑M
i=1(Yi− b̂0− b̂1xi)

2 + b̂2
1σ

2
N σ̂2

εN = 1
M−1

∑M
i=1(Yi− b̂0− b̂T

1 xi)
2 + b̂T

1 ΣN b̂1

Table A2. Estimators used in this article, given when X is univariate (X ∈ IR) and when X is multivariate (X ∈ IRp).

Appendix B: Confidence interval of Y

The goal of this appendix is to find the confidence interval of Y . In this purpose, it is assumed that Y follows a Gaussian

distribution: Y ∼N (µY ,σ2
Y ). To estimate µY and σ2

Y , it is used a sample of M random variables, denoted (Y1, ...,YM ), given

by an ensemble of M climate models. These random variables are assumed to be independent and to follow the same law as

Y . The expectation and variance classical estimators are:

µ̂Y =
1
M

M∑

i=1

Yi and σ̂2
Y =

1
M − 1

M∑

i=1

(Yi− µ̂Y )2.
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On the one hand, E[µ̂Y ] =
1
M

M∑

i=1

E[Yi] =
1
M

M∑

i=1

µY = µY465

and V ar(µ̂Y ) =
1

M2

M∑

i=1

V ar(Yi) =
1

M2

M∑

i=1

σ2
Y =

σ2
Y

M

=⇒ µ̂Y ∼N (µY ,
σ2

Y

M
)

=⇒ Y − µ̂Y ∼N (0,σ2
Y (1 +

1
M

))

=⇒ Y − µ̂Y

σY

√
1 + 1

M

∼N (0,1)470

On the other hand, σ̂2
Y =

1
M − 1

M∑

i=1

(Yi− µ̂Y )2

=⇒ (M − 1)
σ̂2

Y

σ2
Y

=
M∑

i=1

(Yi− µ̂Y )2

σ2
Y

As
(Yi− µ̂Y )

σY
∼N (0,1)

then (M − 1)
σ̂2

Y

σ2
Y

∼ χ2(M − 1)

475

Or





U ∼N (0,1)

V ∼ χ2(n)

U ⊥⊥ V

=⇒
U

√
V/n

∼ St(n),

With ⊥⊥ the sign of independence, and St(n) the student distribution with n degrees of freedom. Consequently, by noting

U =
Y − µ̂Y

σε

√
1 + 1

M

and V = (M − 1)
σ̂2

Y

σ2
Y

, this implies that:
U

√
V/(M − 1)

=
Y − µ̂Y

σ̂Y

√
1 + 1

M

∼ St(M − 1).

The confidence interval is thus:
[
µ̂Y ± tM−1 σ̂Y

√
1 + 1

M

]
, where tM−1 is the quantile of a Student with M − 1 degrees of

freedom.480

Appendix C: Simulation of the synthetic example

To illustrate the mathematical results, it is used the same synthetic example throughout the article. It is simulated two different

realisations coming from two samples (X1,Y1), ...,(XM ,YM ), one with M = 30 and the other with M = 5. The random

variables X and Y have a centred reduced normal distribution (µX = µY = 0, σX = σY = 1). The correlation between X and
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Y is chosen as ρ = 0.85. The linear relation between Y and X is therefore defined by Y = a0 + a1X + ε with a0 = 0 and485

a1 = 0.85. It is simulated a realisation of the sample (X1, ...,XM ) and a realisation of the sample (ε1, ...,εM ) with M = 30

values. Then a sample of (Y1, ...,YM ) is obtained using the relation Y = a0 + a1X + ε. This gives the realisation of the first

sample of size M = 30. The realisation of the second sample of size M = 5 is obtained by taking the first 5 values. For the

observation, it is used the value x0 = 2.2 and the observational noise standard deviation is chosen as σN = σX = 1 (a signal-

to-noise ratio of 1). For the sake of the illustration, the figure 9 uses the same data with two different parameters: x0 = 3 and490

ρ = 0.9.

Appendix D: Probability interval of Y |X = x0

The goal of this section is to find the probability interval (PI) of Y constrained by the observation x0 of X . It is denoted

PI1−α(Y |X = x0), and contains the values of Y |X = x0 with a given probability 1−α. To obtain this interval, it is used the

following Gaussian assumption: Y |X = x0 ∼N (µY |X=x0 ,σ
2
Y |X=x0

). Under this assumption, the PI of Y constrained can be495

written as:

PI1−α(Y |X = x0) = [µY |X=x0 ± zσY |X=x0 ] (D1)

where z is the quantile of order 1−α/2 of a centred reduced normal distribution. To obtain the expressions of the parameters

µY |X=x0 and σY |X=x0 , it is used a multiple linear regression framework:

Y = E[Y |X] + ε

with E[Y |X] = a0 + aT
1 X

(D2)500

with Y ∈ IR, X ∈ IRp, a0 ∈ IR and a1 ∈ IRp the coefficients of the regression of Y on X , and ε ∈ IR the regression error. Using

the latter equation, it is established (solution of the least square) that ε⊥⊥X,E[ε] = 0, aT
1 = ΣY XΣ−1

X and a0 = µY −aT
1 µX .

The terms µY |X=x0 = E[Y |X = x0] and σ2
Y |X=x0

= V(Y |X = x0) are then expressed using this multiple linear regression.
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E[Y |X = x0] = a0 + aT
1 x0 (D3)

= µY + aT
1 (x0−µX) because a0 = µY − aT

1 µX505

=⇒ E[Y |X = x0] = µY + ΣY XΣ−1
X (x0−µX) because aT

1 = ΣY XΣ−1
X

V(Y |X = x0) = V((a0 + aT
1 X + ε)|X = x0)

= V(ε|X = x0)

=⇒ V(Y |X = x0) = V(ε) because ε⊥⊥X510

= V(Y − a0− aT
1 X)

= V(Y ) + V(−aT
1 X) + 2Cov(Y,−aT

1 X)

= V(Y ) + aT
1 V(X)a− 2Cov(Y,X)a

= σ2
Y + aT

1 ΣXa− 2ΣY Xa

= σ2
Y + ΣY XΣ−1

X ΣXΣ−1
X ΣXY − 2ΣY XΣ−1

X ΣXY because aT
1 = ΣY XΣ−1

X515

=⇒ V(Y |X = x0) = σ2
Y −ΣY XΣ−1

X ΣXY

When X is univariate (p = 1), the results can be written:

E[Y |X = x0] = µY + ρ
σY

σX
(x0−µX)

V(Y |X = x0) = (1− ρ2)σ2
Y

With ρ = Cov(Y,X)
σX σY

the correlation between X and Y . The PI can consequently be noted:

PI1−α(Y |X = x0) =
[
a0 + aT

1 x0± zσε

]

or else:

PI1−α(Y |X = x0) =
[
µY + ΣY XΣ−1

X (x0−µX)± z
√

σ2
Y −ΣY XΣ−1

X ΣXY

]

Appendix E: Confidence interval of Y |X = x0520

The goal of this appendix is to find the confidence interval of Y given an observation x0 of X , named CI(Y |X = x0), using an

ensemble of M climate models. This ensemble yields a sample of M pairs of random variables, denoted (X1,Y1), ...,(XM ,YM ).

They are assumed to be independent and to follow the same law as (X,Y ), which is assumed to be Gaussian. The relationship

between X and Y is assumed to be linear:

Y = E[Y |X] + ε

with E[Y |X] = a0 + aT
1 X

(E1)525

26

https://doi.org/10.5194/egusphere-2025-62
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.



With Y ∈ IR, X ∈ IRp. a0 ∈ IR and a1 ∈ IRp the coefficients of the regression of Y on X , and ε ∈ IR the regression error.

It is used the estimators of a0, a1,etc detailed in table A2. The properties of the estimators â0 and â1 are well established:

E[â0] = a0, E[â1] = a1, V(â0) = σ2
ε

M (1 + µ̂T
XΣ̂−1

X µ̂X), V(â1) = σ2
ε

M Σ̂−1
X , and Cov(â0, â1) =−σ2

ε

M µ̂T
XΣ̂−1

X .

On the one hand, E[µ̂Y |X=x0 ] = E[â0 + âT
1 x0]

= a0 + aT
1 x0530

and V ar(µ̂Y |X=x0) = V ar(â0 + âT
1 x0)

= V ar(â0) +V ar(âT
1 x0) + 2Cov(â0, â

T
1 x0)

=
σ2

ε

M
(1 + µ̂T

XΣ̂−1
X µ̂X) +xT

0

σ2
ε

M
Σ̂−1

X x0− 2
σ2

ε

M
µ̂T

XΣ̂−1
X x0

=
σ2

ε

M
[(1 + µ̂T

XΣ̂−1
X µ̂X) +xT

0 Σ̂−1
X x0− 2µ̂T

XΣ̂−1
X x0]

=
σ2

ε

M
(1 + (x0− µ̂X)T Σ̂−1

X (x0− µ̂X))535

=⇒ µ̂Y |X=x0 ∼N (a0 + aT
1 x0,

σ2
ε

M
(1 + (x0− µ̂X)T Σ̂−1

X (x0− µ̂X)))

Or Y |X=x0 ∼N (a0 + aT
1 x0,σ

2
ε)

=⇒ Y |X=x0 − µ̂Y |X=x0 ∼N (0,σ2
ε(1 +

1
M

+ (x0− µ̂X)T Σ̂−1
X

M
(x0− µ̂X)))

=⇒ U ∼N (0,1) with U =
Y |X=x0 − µ̂Y |X=x0

σε

√
1 + 1

M + (x0− µ̂X)T Σ̂−1
X

M (x0− µ̂X)

540

On the other hand, noting V = (M − 1− p)
σ̂2

ε

σ2
ε

=
M∑

1=1

(Yi− â0− âT
1 Xi)2

σ2
ε

As
Yi− â0− âT

1 Xi

σε
∼N (0,1)

Then V ∼ χ2(M − 1− p)

545

Or





U ∼N (0,1)

V ∼ χ2(n)

U ⊥⊥ V

=⇒
U

√
V/n

∼ St(n),
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=⇒
U

√
V/(M − 1)

=
Y |X=x0 − µ̂Y |X=x0

σ̂ε

√
1 + 1

M + (x0− µ̂X)T Σ̂−1
X

M (x0− µ̂X)
∼ St(M−1−p). The confidence interval of Y constrained

is consequently:

CI1−α(Y |X = x0) =


µ̂Y |X=x0 ± tM−1−p σ̂ε

√

1 +
1
M

+ (x0− µ̂X)T
Σ̂−1

X

M
(x0− µ̂X)




In univariate (p = 1), this gives: CI1−α(Y |X = x0) =
[
µ̂Y |X=x0 ± tM−2 σ̂ε

√
1 + 1

M + (x0−µ̂X)2

M σ̂2
X

]

Appendix F: Probability interval of Y |XN = xN
0

The goal of this section is to find the probability interval (PI) of Y constrained by the noisy observation xN
0 of XN . It is

denoted PI1−α(Y |XN = xN
0 ), and contains the values of Y |XN = xN

0 with a given probability 1−α. To obtain this interval,

it is used the following Gaussian assumption: Y |XN = xN
0 ∼N (µY |XN=xN

0
,σ2

Y |XN=xN
0

). Under this assumption, the PI of

Y constrained can be written as:

PI1−α(Y |X = x0) =
[
µY |XN=xN

0
± zσY |XN=xN

0

]
,

where z is the quantile of order 1−α/2 of a centred reduced normal distribution. To obtain the expressions of the parameters550

µY |XN=xN
0

and σY |XN=xN
0

, it is used a multiple linear regression framework:

Y = E[Y |XN ] + εN ,

with E[Y |XN ] = b0 + bT
1 XN ,

(F1)

with Y ∈ IR, XN ∈ IRp, b0 ∈ IR and b1 ∈ IRp the coefficients of the regression of Y on XN , and εN ∈ IR the regression error.

Using the same methodology than in the section D, it can demonstrate that:

E[Y |XN = xN
0 ] = b0 + bT

1 xN
0555

= µY + ΣY XN Σ−1
XN (x0−µX)

V(Y |XN = xN
0 ) = V(εN )

= σ2
Y −ΣY XN Σ−1

XN ΣXN Y

To link XN and X , the noisy and noiseless versions of X , it is used the noise model defined in Bowman et al. (2018):

XN = X + N , with N ∼N (0,ΣN )560

As the observational noise N is unrelated to the climate models, N is independent of X and Y . Consequently, ΣXN = ΣX+ΣN

and ΣY XN = Cov(Y,X + N) = Cov(Y,X) = ΣY X . Thus, the previous equations can be written:

E[Y |XN = x0] = µY + ΣY X(ΣX + ΣN )−1(xN
0 −µX)

V(Y |XN = x0) = σ2
Y −ΣY X(ΣX + ΣN )−1ΣXY
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In univariate (p = 1), this gives:565

E[Y |XN = x0] = µY +
Cov(Y,X)
σ2

X + σ2
N

(xN
0 −µX)

V(Y |XN = x0) = σ2
Y −

Cov2(Y,X)
σ2

X + σ2
N

Using the correlation ρ = Cov(Y,X)
σX σY

and the signal to noise ratio SNR = σX

σN
, this gives:

µY |XN=xN
0

= µY + ρ
σY

σX

1
1 +1/SNR2

(xN
0 −µX)

σ2
Y |XN=xN

0
= (1− ρ2

1 +1/SNR2
)σ2

Y570

The prediction interval of Y constrained by a noisy observation can thus be written as:

PI1−α(Y |XN = xN
0 ) =

[
b0 + bT

1 x0± zσεN

]

or else:

PI1−α(Y |XN = xN
0 ) =

[
µY + ΣY X(ΣX + ΣN )−1(x0−µX)± z

√
σ2

Y −ΣY X(ΣX + ΣN )−1ΣXY

]

Appendix G: Confidence interval of Y |XN = xN
0

The goal of this appendix is to find the confidence interval of Y given an observation xN
0 of XN , CI(Y |XN = xN

0 ), using an

ensemble of M climate models. This ensemble yields a sample of M pairs of random variables, denoted (X1,Y1), ...,(XM ,YM ).

They are assumed to be independent and to follow the same law as (X,Y ), which is assumed to be Gaussian. The relationship

between XN and Y is assumed to be linear:575

Y = E[Y |XN ] + εN

with E[Y |XN ] = b0 + bT
1 XN

(G1)

With Y ∈ IR, XN ∈ IRp. b0 ∈ IR and b1 ∈ IRp the coefficients of the regression of Y on XN , and εN ∈ IR the regression

error. Based on the same methodology than previously E, the confidence interval of Y constrained by a noisy observation is:

CI1−α(Y |XN = xN
0 ) =


b̂0 + b̂T

1 x0± tM−1−p σ̂εN

√

1 +
1
M

+ (x0− µ̂XN )T
Σ−1

XN

M
(x0− µ̂XN )




Using the noise model that link XN to X (Bowman et al., 2018): XN = X + N , with N ∼N (0,ΣN ) and N ⊥⊥X , then

µ̂XN = µ̂X and Σ−1
XN = Σ−1

X + Σ−1
N . The confidence interval of Y |XN = xN

0 can therefore be written:

CI1−α(Y |XN = xN
0 ) =

[
b̂0 + b̂T

1 x0± tM−1−p σ̂εN

√
1 +

1
M

+ (x0− µ̂X)T
(ΣX + ΣN )−1

M
(x0− µ̂X)

]
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The estimators of b0, b1, etc are detailed in table A2. In univariate (p = 1), the confidence interval of Y |XN = xN
0 can be

written:

CI1−α(Y |XN = xN
0 ) =


b̂0 + b̂T

1 x0± tM−2 σ̂εN

√√√√
1 +

1
M

+
(x0− µ̂X)2

M (σ̂2
X + σ2

N )




Author contributions. V. P. prepared the manuscript with contributions from all co-authors. The methodology were conducted by V. P. and580

M. C. with contribution from D. S., who carried the supervision. The code and figures were produced by V. P.

Competing interests. The authors declare that they have no conflict of interest.

Acknowledgements. We would like to thank Aurelien Ribes and Saïd Qasmi for helpful discussions during the development of the method-

ology. This work was supported by the Institut national de recherche en informatique et en automatique (INRIA), the TipESM (Grant No.

101137673) and the Blue-Action (Grant No. 727852) projects funded by the European Union’s Horizon 2020 research and innovation pro-585

gramme.

30

https://doi.org/10.5194/egusphere-2025-62
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.



References

Bauer, P., Stevens, B., and Hazeleger, W.: A digital twin of Earth for the green transition, Nature Climate Change, 11, 1–4,

https://doi.org/10.1038/s41558-021-00986-y, 2021.

Bellomo, K., Angeloni, M., Corti, S., and Hardenberg, J.: Future climate change shaped by inter-model differences in Atlantic meridional590

overturning circulation response, Nature Communications, 12, 3659, https://doi.org/10.1038/s41467-021-24015-w, 2021.

Bonnet, R., Swingedouw, D., Gastineau, G., Boucher, O., Deshayes, J., Hourdin, F., Mignot, J., Servonnat, J., and Sima, A.: Increased risk of

near term global warming due to a recent AMOC weakening, Nature Communications, 12, https://doi.org/10.1038/s41467-021-26370-0,

2021.

Bowman, K. W., Cressie, N., Qu, X., and Hall, A.: A Hierarchical Statistical Framework for Emergent Constraints: Application to Snow-595

Albedo Feedback, Geophysical Research Letters, 45, 13,050–13,059, https://doi.org/https://doi.org/10.1029/2018GL080082, 2018.

Box, G. E. P.: Science and Statistics, Journal of the American Statistical Association, 71, 791–799,

https://doi.org/10.1080/01621459.1976.10480949, 1976.

Bracegirdle, T. J. and Stephenson, D. B.: On the Robustness of Emergent Constraints Used in Multimodel Climate Change Projections of

Arctic Warming, Journal of Climate, 26, 669 – 678, https://doi.org/10.1175/JCLI-D-12-00537.1, 2012.600

Brient, F.: Reducing Uncertainties in Climate Projections with Emergent Constraints: Concepts, Examples and Prospects, Advances in

Atmospheric Sciences, 37, 1–15, https://doi.org/10.1007/s00376-019-9140-8, 2020.

Brunner, L., Lorenz, R., Zumwald, M., and Knutti, R.: Quantifying uncertainty in European climate projections using combined performance-

independence weighting, Environmental Research Letters, 14, https://doi.org/10.1088/1748-9326/ab492f, 2019.

Brunner, L., McSweeney, C., Ballinger, A. P., Befort, D. J., Benassi, M., Booth, B., Coppola, E., de Vries, H., Harris, G., Hegerl,605

G. C., Knutti, R., Lenderink, G., Lowe, J., Nogherotto, R., O’Reilly, C., Qasmi, S., Ribes, A., Stocchi, P., and Undorf, S.: Compar-

ing Methods to Constrain Future European Climate Projections Using a Consistent Framework, Journal of Climate, 33, 8671 – 8692,

https://doi.org/10.1175/JCLI-D-19-0953.1, 2020a.

Brunner, L., Pendergrass, A. G., Lehner, F., Merrifield, A. L., Lorenz, R., and Knutti, R.: Reduced global warming from CMIP6 projections

when weighting models by performance and independence, Earth System Dynamics, 11, 995–1012, https://doi.org/10.5194/esd-11-995-610

2020, 2020b.

Collins, M., Knutti, R., Arblaster, J., Dufresne, J.-L., Fichefet, T., Friedlingstein, P., Gao, X., Gutowski, W., Johns, T., Krinner, G., Shongwe,

M., Tebaldi, C., Weaver, A., Wehner, M., Allen, M., Andrews, T., Beyerle, U., Bitz, C., Bony, S., and Booth, B.: Long-term Climate

Change: Projections, Commitments and Irreversibility, pp. 1029–1136, Intergovernmental Panel on Climate Change, Cambridge Univer-

sity Press, United Kingdom, ISBN 9781107057991, 2013.615

Cox, P., Huntingford, C., and Williamson, M.: Emergent constraint on equilibrium climate sensitivity from global temperature variability,

Nature, 553, 319–322, https://doi.org/10.1038/nature25450, 2018.

Eyring, V., Cox, P., Flato, G., Gleckler, P., Abramowitz, G., Caldwell, P., Collins, W., Gier, B., Hall, A., Hoffman, F., Hurtt, G., Jahn,

A., Jones, C., Klein, S., Krasting, J., Kwiatkowski, L., Lorenz, R., Maloney, E., Meehl, G., and Williamson, M.: Taking climate model

evaluation to the next level, Nature Climate Change, 9, 102–110, 2019.620

Forzieri, G., Girardello, M., Ceccherini, G., Spinoni, J., Feyen, L., Hartmann, H., Beck, P., Camps-Valls, G., Chirici, G., Mauri, A.,

and Cescatti, A.: Emergent vulnerability to climate-driven disturbances in European forests, Nature Communications, 12, 1081,

https://doi.org/10.1038/s41467-021-21399-7, 2021.

31

https://doi.org/10.5194/egusphere-2025-62
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.



Fuller, W.: Measurement Error Models, Wiley Series in Probability and Statistics, Wiley, ISBN 9780470317334, https://books.google.fr/

books?id=Nalc0DkAJRYC, 2009.625

Giorgi, F. and Mearns, L. O.: Calculation of Average, Uncertainty Range, and Reliability of Regional Climate Changes from AOGCM

Simulations via the “Reliability Ensemble Averaging” (REA) Method, Journal of Climate, 15, 1141 – 1158, https://doi.org/10.1175/1520-

0442(2002)015<1141:COAURA>2.0.CO;2, 2002.

Hall, A., Cox, P., Huntingford, C., and Klein, S.: Progressing emergent constraints on future climate change, Nature Climate Change, 9,

https://doi.org/10.1038/s41558-019-0436-6, 2019.630

Hegerl, G. C., Ballinger, A. P., Booth, B. B. B., Borchert, L. F., Brunner, L., Donat, M. G., Doblas-Reyes, F. J., Harris, G. R., Lowe, J.,

Mahmood, R., Mignot, J., Murphy, J. M., Swingedouw, D., and Weisheimer, A.: Toward Consistent Observational Constraints in Climate

Predictions and Projections, Frontiers in Climate, 3, https://doi.org/10.3389/fclim.2021.678109, 2021.

Karpechko, A., Maraun, D., and Eyring, V.: Improving Antarctic Total Ozone Projections by a Process-Oriented Multiple Diagnostic En-

semble Regression, Journal of the Atmospheric Sciences, 70, https://doi.org/10.1175/JAS-D-13-071.1, 2013.635

Knutti, R., Sedláček, J., Sanderson, B. M., Lorenz, R., Fischer, E. M., and Eyring, V.: A climate model projection

weighting scheme accounting for performance and interdependence, Geophysical Research Letters, 44, 1909–1918,

https://doi.org/https://doi.org/10.1002/2016GL072012, 2017.

Li, T., Jiang, Z., Treut, H., Li, L., Zhao, L., and Ge, L.: Machine learning to optimize climate projection over China with multi-model

ensemble simulations, Environmental Research Letters, 16, https://doi.org/10.1088/1748-9326/ac1d0c, 2021.640

Mastrandrea, M., Mach, K., Plattner, G.-K., Edenhofer, O., Stocker, T., Field, C., Ebi, K., and Matschoss, P.: The IPCC AR5 Guidance

Note on Consistent Treatment of Uncertainties: A Common Approach Across the Working Groups, Climatic Change, 108, 675–691,

https://doi.org/10.1007/s10584-011-0178-6, 2011.

Olson, R., An, S. I., Fan, Y., Evans, J. P., and Caesar, L.: North Atlantic observations sharpen meridional overturning projections, Climate

Dynamics, 50, 4171–4188, https://doi.org/10.1007/s00382-017-3867-7, 2018.645

O’Reilly, C., Brunner, L., Qasmi, S., Nogherotto, R., Ballinger, A., Booth, B., Befort, D., Knutti, R., Schurer, A., Ribes, A., Weisheimer,

A., Coppola, E., and Mcsweeney, C.: Assessing observational constraints on future European climate in an out-of-sample framework, npj

Climate and Atmospheric Science, 7, https://doi.org/10.1038/s41612-024-00648-8, 2024.

Portmann, V.: Scripts and data to accompany ClimLoco1.0: CLimate variable confidence Interval of Multivariate Linear Observational

COnstraint, https://doi.org/10.5281/zenodo.14679875, 2024.650

Ribes, A., Qasmi, S., and Gillett, N. P.: Making climate projections conditional on historical observations, Science Advances, 7, eabc0671,

https://doi.org/10.1126/sciadv.abc0671, 2021.

Ribes, A., Boé, J., Qasmi, S., Dubuisson, B., Douville, H., and Terray, L.: An updated assessment of past and future warming over France

based on a regional observational constraint, Earth System Dynamics, 13, 1397–1415, https://doi.org/10.5194/esd-13-1397-2022, 2022.

Schlund, M., Eyring, V., Camps-Valls, G., Friedlingstein, P., Gentine, P., and Reichstein, M.: Constraining Uncertainty in Pro-655

jected Gross Primary Production With Machine Learning, Journal of Geophysical Research: Biogeosciences, 125, e2019JG005 619,

https://doi.org/https://doi.org/10.1029/2019JG005619, 2020.

Weijer, W., Cheng, W., Garuba, O., Hu, A., and Nadiga, B.: CMIP6 Models Predict Significant 21 st Century Decline of the Atlantic

Meridional Overturning Circulation, Geophysical Research Letters, 47, https://doi.org/10.1029/2019GL086075, 2020.

Williamson, D. B. and Sansom, P. G.: How Are Emergent Constraints Quantifying Uncertainty and What Do They Leave Behind?, Bulletin660

of the American Meteorological Society, 100, 2571–2588, https://doi.org/10.1175/bams-d-19-0131.1, 2019.

32

https://doi.org/10.5194/egusphere-2025-62
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.


