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Abstract. Accurate determination of the methane isotopic composition (8'3CHs) is essential for
20 attributing emission sources of methane (CH4). However, for measurements with optical instruments,
spectral interference from water vapor and instrumental drift often introduces substantial biases in §'3CHy4
measurements, particularly for humid air measurements. Although multiple calibration strategies exist, a
systematic evaluation of their performance under diverse field conditions remains lacking. Here, we
evaluate two calibration strategies for a cavity ring-down spectrometer: a delta-based calibration for
25  3BCH4 and an isotopologue-specific calibration for ?CHs and '3CH4;. We performed laboratory
experiments over a water vapor range of 0.15-4.0% to establish empirical correction functions, quadratic
for '’CH4 and '*CHa, and linear for §'*CHq, to remove humidity-induced biases. These correction
functions were then applied to field measurements in both dried air at the SORPES stie and humid air at
the Jurong site. At the SORPES site where air samples were dried using a Nafion™ dryer, the mean
30 difference in §'*CH, between the two strategies was ~0.29 %o. In contrast, for humid air at the Jurong
site, significant inter-method biases were observed, with A3'*CH, exhibiting a strong correlation with
1/CHy, indicating non-linear spectral effects at high concentrations that compromise the performance of
delta-based calibration. Notably, only the isotopologue-specific calibration, coupled with an explicit
water vapor correction, delivered stable and accurate §'3CH4 measurements across all conditions. This
35  work underscores the need for robust calibration strategies to minimize bias in CHy isotopic composition
measurements.
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1. Introduction

Methane (CH,4) is a potent greenhouse gas that plays a key role in climate change, contributing

40 approximately 16.4% of total anthropogenic radiative forcing (Patra and Khatri, 2022). Its global
warming potential is about 28 times greater than that of carbon dioxide (CO;) over a 100-year time
horizon, making CHj a critical target for near-term climate mitigation (Forster et al., 2021; Nisbet et al.,
2020; Van Dingenen et al., 2018; Shindell et al., 2012; Ipcc, 2007). The primary sources of CH4 emissions
are direct anthropogenic activities (e.g., agriculture, waste, fossil fuels, and biomass burning), and natural

45 and indirect anthropogenic sources, including wetlands, inland waters, and geological seepage. In
contrast, its removal from the atmosphere is mainly governed by oxidation with hydroxyl radicals (OH)
(Kirschke et al., 2013; Olivier and Berdowski, 2021; Saunois et al., 2020). However, substantial
uncertainties remain in these estimates: 20-35% for anthropogenic sources, ~50% for wetlands and
biomass burning, up to 100% for inland waters and geological sources, and 10-20% for the OH sink

50 (Saunois et al., 2025). To constrain budgets and design effective reduction strategies, it is essential to
distinguish between its diverse emission sources.

The carbon isotopic composition of CHs (8'3CHs) provides valuable constraints on tracking emission
sources (Nisbet et al., 2016; Rice et al., 2016; Schaefer et al., 2016), as microbial, thermogenic, and
pyrogenic origins exhibit distinct isotopic signatures (Levin et al., 1993; Bakkaloglu et al., 2022;

55 Ehleringer and Osmond, 1989). 3'3CHs-based analysis enables classification of emission types and
supports quantitative estimation of CH4 emissions on regional to global scales (De Groot, 2004; Saunois
et al., 2020; Lan et al., 2021). However, these applications critically depend on high-precision isotopic
measurements, since even small observational biases can propagate into large errors in inferred source
signatures (laea., 2024; Defratyka et al., 2025; France et al., 2022).

60 Conventionally, 3"*CH, has been measured using isotope ratio mass spectrometry (IRMS), which
provides high precision measurements (< 0.1 %o) but requires labor-intensive sampling and lacks
continuous coverage (Miller et al., 2002; Schaefer et al., 2006; Rockmann et al., 2016). Recent advances
in laser-based spectroscopy, particularly cavity ring-down spectroscopy (CRDS) and quantum cascade
laser absorption spectroscopy (QCLAS), have enabled in situ and automated §'3CH, monitoring (Rella

65 etal., 2015; Tuzson et al., 2008). While these techniques offer advantages over conventional IRMS, their
measurement accuracy is challenged by spectroscopic interferences, such as water vapor, and by the
choice of calibration strategies. This is true whether §'*CH, is adjusted directly or is derived from
isotopologue-specific calibrations, as highlighted in subsequent evaluations (Griffith, 2018; Hoheisel et
al., 2019; Saboya et al., 2022).

70  Water vapor affects measured CHs+ mole fractions through dilution and spectral interference, thereby
introducing systematic biases in isotopologue-based measurements (Chen et al., 2010; Hoheisel et al.,
2019; Saboya et al., 2022). Consequently, whether the sampled air is dried prior to analysis critically
affects the accuracy of §'>CH4 measurements, a factor that becomes particularly important in humid
environments. In addition, two primary calibration strategies have been developed to retrieve 8'*CH,

75 from laser-based spectroscopic observations (Wen et al., 2013; Griffith, 2018; Griffith et al., 2012; Flores
et al., 2017; Tans et al., 2017). One is a direct correction of 8'*CHy (hereafter, delta-based correction),

which is relatively straightforward but may retain residual artifacts linked to CH4 concentration (Wen et
2
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al., 2013; Pang et al., 2016; Griffith et al., 2012; Braden-Behrens et al., 2017; Flores et al., 2017). Another
one is isotopologue-specific correction for '2CHy and '*CHy (hereafter, isotopologue-specific correction),
80 in which 8'3CHy is derived from independently corrected isotopologue concentrations, thereby reducing
concentration-dependent biases (Griffith, 2018; Wen et al., 2013).
As water vapor remains a dominant limitation for accurate §'*CHs measurement, physical drying to
approximately < 0.1% H>O (dew point = —25 °C) is generally recommended to obtain high-precision
8'3CH4 measurements at the sub-per-mil level (Rella et al., 2015). Laboratory studies demonstrated a
85 quadratic CH4 - H,O relationship, indicating that water vapor affects CH, through both dilution and
spectral interference (Chen et al., 2010; Rella et al., 2013), and a cross-sensitivity of ~0.54 %o per 1%
H>0 within 0.15-1.5% H,O (Hoheisel et al., 2019). In comparison, Saboya et al. (2022) applied a linear
8'*CHa correction over 0-2.2% H,0 and found CH4 mole fractions to be unaffected by water vapor within
this range, while Chen et al. (2010) reported a clear quadratic dependence across 0.6-6% H,O. Moreover,
90  explicit correction functions for the individual isotopologues ('*CH and '*CHs) remain lacking, and the
8"3CH4 corrections vary widely in form, highlighting the need for more robust approaches. Both
calibration strategies ideally rely on multi-point calibration using reference gases that span the targeted
range, either in mole fractions of 2CHy4 and '*CH; (for isotopologue-specific calibration) or in 3'3CHy4
(for delta-based calibration) (Wen et al., 2013; Griffith, 2018), but practical limitations persist. Delta-
95 based correction is constrained by scarce isotopic standards (Griffith, 2018) and prone to concentration-
dependent biases (Wen et al., 2013; Griffith, 2018), while isotopologue-specific correction can reduce
such concentration dependence but lacks well-established water correction functions for '’CH, and '*CHa.
These methodological gaps are particularly critical in humid environments, where water vapor effects
are often large.

100 In this study, we aim to evaluate isotopologue-specific and delta-based calibration strategies for obtaining
accurate 3'*CH4 measurements in both dry and humid air. To achieve this, we conducted water vapor
laboratory experiments to derive empirical correction functions for '>CHy, '*CHs, and 8'3CHs. These
corrections were then applied to field measurements to assess the accuracy of both calibration strategies

for measurements in both dry and humid air.

105 2. Materials and Methods

2.1 The 8**C-CHa4 analyzer

The 3'3C-CHj analyzer used in this study was a G2201-i instrument manufactured by Picarro Inc. (Santa
Clara, CA, USA). This instrument is based on the cavity ring-down spectroscopy (CRDS) technique,
which enables real-time measurements of CHs and CO, isotopologues ('>CHs, '*CHs, 2CO», *COy).

110  CRDS quantifies gas absorption by measuring the exponential decay rate of light intensity in a high-
reflectivity optical cavity, providing high sensitivity and strong resistance to external interference
(Crosson, 2008; Berden and Engeln, 2009; Crosson et al., 2002; Wahl et al., 2006). Here, we evaluate
observations of both CH4 mole fractions and 3'3C-CH4 values derived from '2CH4 and '*CH4
measurements.

115 The instrument is equipped with a dual-laser module that allows automatic switching between CHs4 and
3
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COs isotopologue measurements. During experiments covering a humidity range of 0 — 4.0%, the cavity
temperature and pressure remained highly stable (45.000 + 0.001°C and 197.317 + 0.084 hPa,
respectively). The analyzer includes an internal water vapor correction algorithm that compensates for
humidity effects for the calculation of §'°*CH4. According to the manufacturer's white paper, this
120 correction is internally applied to the '>CHj signal before computing 8'3CHs, using an empirically derived
function to adjust for HO-induced spectral interference (Picarro, 2012; Rella, 2012). As a result, §'*CHy4
values are indirectly adjusted for humidity, whereas the raw '2CH, and '*CH4 mole fractions remain

uncorrected and represent humid-air concentrations.

2.2 Experimental design and measurement system

125 2.2.1 Water vapor correction

To quantify and correct for the influence of water vapor on the §'*CH,; measurements, we performed a
water vapor laboratory experiment using a Picarro G2201-i analyzer (Fig. 1a), following a modified setup
from Rella et al. (2013). A cotton filter soaked with deionized water was placed at the inlet to gradually
humidify the sample stream, forming an artificially humidified phase to derive empirical water vapor
130  correction functions for >CHs, *CHs, and 8'3CH,. The analyzer continuously sampled a reference gas
(Ref0, Table 1) at a flow rate of ~45 mL min™! for approximately six hours, during which water vapor
mole fraction decreased from ~4.0% to ~0.1%. Over the entire experiment, the instrument drift between
the two dry-reference periods was 1.8 ppb (0.092 %) for 2CHs, 0.02 ppb (0.095 %) for *CH4, and 0.262 %o
for '3CH, (Fig. 2). Empirical relationships between measured signals and H,O concentration were then
135 derived. For 2CHy4 and '*CHa, second-order polynomial fits were applied (Chen et al., 2010; Rella et al.,
2013), while 8'3CH4 was corrected using a linear regression (Hoheisel et al., 2019). These correction
functions were subsequently applied to both reference and field measurements to remove H>O-induced

spectral interference.

2.2.2 Field observations

140 The 5'3CH4 measurement system was deployed at two sites in the Yangtze River Delta (Fig. 1b, c; Table
2). The Station for Observing Regional Processes of the Earth System (SORPES) station, located on the
Xianlin campus of Nanjing University (118°57'10"E, 32°07'14"N; ~40 m a.s.l.), represents a regional
background site influenced by large-scale anthropogenic emissions (Ding et al., 2016). The Jurong station
(31°48"24.59"N, 119°13'2.15"E) is situated in an irrigated rice paddy and characterizes an agricultural

145 ecosystem under a subtropical monsoon climate (Li et al., 2020).
At both sites, ambient CH4 and 8'3CH, were recorded at 0.5 Hz and aggregated to 5-min means.
Reference gases were introduced every six hours to ensure accuracy while conserving calibration gases.
Humidity conditions contrasted strongly between two sites: SORPES used a Nafion™ membrane dryers
(Perma Pure, USA) to maintain stable H>O (0.04-0.40%), whereas Jurong operated without drying,

150  resulting in elevated H>O (0.93-3.5%) consistent with the paddy environment. Calibration approaches
also differed. At Jurong, ambient measurements were corrected using linear interpolation between Refl

and Ref3 to cover a wide CHs and 8'*CH4 span. At SORPES, where Ref4 and Ref5 were similar in
4
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composition, a single-point correction based on Ref8 was applied.
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155 Fig. 1 Laboratory and field setups for CHs and 3"*CHs measurements using a Picarro G2201-i analyzer. (a)
Laboratory setup for deriving the water vapor correction function using humidified Ref0 gas (same composition as
Ref7). (b) Field setup at the Jurong site using Ref1-Ref3 and ambient air at 3m above the ground, switched via a
solenoid valve. (c) Field setup at the SORPES site with Ref5-Ref6 and ambient air sampled at 72 m above the

ground, equipped with a Nafion™ dryer.

160 2.2.3 Reference gas measurements

Reference gases were measured in the laboratory and at both field sites to evaluate the performance of

the calibration strategies and to ensure consistency of ambient air measurements (Fig. 1b—d). In the

laboratory, three reference gases (Ref6—Ref8) were analyzed for 30 min each, while at the Jurong and

SORPES sites, three (Refl-Ref3) and two (Ref4—Ref5) reference gases were measured, respectively.

5
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165 Each field measurement lasted 10 min, and the final 5 min were averaged for analysis. At Jurong, where
no drying was applied, reference gases became humidified in the sampling lines; these values were first
corrected for H,O interference before calibration. A detailed description of all reference gases is given in
Table 1.

To assess calibration performance, mid-level references (Ref2 at Jurong and Ref7 in the laboratory) were

170  treated as “targets,” while the remaining references were used for calibration. Correction coefficients
derived from linear interpolation between reference and measured values were then applied to the target
periods.

All reference gas values used in this study, across both laboratory and field experiments, were traceable
to internationally recognized calibration scales. CH4 mole fractions were reported on the World

175 Meteorological Organization (WMO) X2004A scale, and §'*CH, values were reported relative to the
Vienna Pee Dee Belemnite (VPDB) scale, calibrated against working standards linked to the Institute of
Arctic and Alpine Research (INSTAAR, University of Colorado Boulder) laboratory scale. The
calibration and correction methods applied to these datasets are described in Section 2.3.

Table 1 Certified values of CH4 molar fraction and 613CH4 for dry and humidified reference gases.

12CHa4 13CH4

Reference CH4 13 13
Standard (ppby ¥ CHa %) r Rsum (ppb) (ppb)

True values

Ref0 1979.9 -48.14 0.01064203 1.011208816 1957.95 20.84
Refl 2004.32 -46.80 0.010656929 1.011223724 1982.07 21.12
Ref2 3592.80 -47.01 0.010654656 1.011221449 3552.93 37.86
Ref3 5017.03 -47.16 0.010652979 1.011219770 4961.36 52.85
Ref4 1985.35 -48.00 0.010645125 1.011274904 1963.34 20.90
Ref5 1983.94 -49.06 0.010632171 1.011261942 1961.97 20.86
Ref6 1831.6 -47.85 0.010645205 1.011211993 1811.29 19.28
Ref7 1979.9 -48.14 0.01064203 1.011208816 1957.95 20.84
Ref8 2219.2 -45.98 0.01066609 1.011232889 2194.55 2341

180 Note: CH4 and 8*3CHya are certified values for each standard gas. 13r denotes the ratio between *CH4 and ?CHa,
calculated from Eq. (5). Raum is the total isotopologue normalising factor for methane, defined in Eq (6). This
correction accounts for the absorption effects introduced by the presence of hydrogen isotopologues such as CH3D
in atmospheric methane, in addition to carbon isotopologues.

Table 2. Summary of observation settings at the SORPES and Jurong stations.
Site Environmental Conditions Target Sample Selected Period
Urban background, low humidity From the environment air _ .
SORPES (H20: 0.04% — 0.40%) at 70.0 m DOY240 ~ 280 in 2022
Rice paddy, high humidity . ~ .
Jurong (H20: 0.93% — 3.5%) From rice canopy at 3.0 m  DOY 240 ~ 280 in 2018
185
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Fig. 2 Time series of H20, '>)CH4, '*CH4, and 3'*CHa4 during the controlled humidity experiment. Each point
represents a 30 s mean value, and the shaded areas indicate the 1c standard deviation of each bin. Expl and Exp2
correspond to the dry reference gas measurements performed before and after the artificially humidified period,

190 respectively. The annotated statistics in each panel show the mean (), standard deviation (o), number of averaged
points (n), and the drift (AExp2-Exp1), demonstrating the measurement stability of '2CHa, '*CHa, and §'3CH4 across
the humidified period. H20 represents the water vapor mole fraction (in %).

2.3 Calibration and correction strategies

Following the water vapor correction, two calibration strategies were applied to derive 3'*CHy from the
195 analyzer outputs, which were the isotopologue-specific calibration approach (Wen et al., 2013; Griftfith,
2018) and the direct 8'*CHy calibration method (delta-based). These methods were evaluated under both

dry and humidified reference gas conditions.

2.3.1 Isotopologue-specific calibration

This method involves two steps:

200 (1) Separate linear correction equations were established for '>CH4 and '*CH, using two reference gases
with significantly different isotopologue concentrations. Calibration coefficients a and b were determined
from the linear relationship between calibrated and observed values. (2) These coefficients were

7
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subsequently applied to the target sample measurements to calculate the total CH4 concentration and

8'3CHy values using the following equations:

CHy ture = @1z X "*CHygry + by, (1)
BCHyrure = 13 X *CHygry + bi3 )
13,
513CH4,Cal = <13— - 1> X 1000%o0 (3)
ref

CH, = ">CH, X Roym, 4)

13 = 13CH4/IZCH4 (5)

Reym = (1 + Br)(1 + 2r)* (6)

=2 0% (6—" + 1) =0.00014018 ()
e/ 7 \1000 :

205  To perform the correction, the mole fractions of '>CHs4 and '3CHa, as well as the 8'*CHa, and $D-CHy
values of each reference gas, must be known. Here, 2CHs and '*CH4 represent the measured mole
fractions (ppb) of the two carbon isotopologues of CHa, obtained directly from the spectrometer under
dry air conditions. CHys in Eq. (4) denotes the total methane mole fraction, i.e., the sum of all
isotopologues. 8'*CHs (%o, VPDB scale) and 3D-CHj4 (%o, Vienna Standard Mean Ocean Water,

210  VSMOW scale) denote the carbon and hydrogen isotopic compositions of methane, respectively,
determined based on certified reference gases or previous intercomparison results. Constants used in the
calculations included "r=0.0111802 (VPDB) and *r=0.00015575 (VSMOW), which are the
internationally accepted reference isotope ratios for '3C/'?C and D/H, respectively, as recommended by
Werner and Brand (2001).

215 The parameters a2, bz, ai3, and b3 represent the slope and intercept of the calibration equations for
12CH4 and '*CHs, respectively. They correct the instrument response and convert the raw isotopologue
signals into calibrated mole fractions. The isotope ratio “r is calculated directly from the calibrated
isotopologue mole fractions, and the total isotopologue normalization factor Rem accounts for all possible
isotopic substitutions in CHa, including hydrogen-bearing species such as CH3;D. An assumed 8D value

220 0f—100%o for atmospheric CH4 was adopted from Quay et al. (1999). All calibrated values were reported
on the WMO X2004A scale, and all isotopic ratios are reported relative to the VPDB (for §'*CH,) and
VSMOW (for 8D) international reference scales.

2.3.2 Delta-based calibration

The delta-based calibration approach corrects instrumental drift using 8'3CH, directly. A linear

225 calibration is established using two reference gases with distinct 3'*CH, signatures as Eq. 8:

513CH4,cal =as X 613CH4,dry + bs (®)

Here, a; and bs; represent the slope and intercept of the delta-based calibration, respectively, which

8
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account for small systematic differences between the spectrometer-derived 3'*CHy values and the true
isotopic compositions of the reference gases. These coefficients correct residual scale offsets and
sensitivity deviations in the 8'*CHy retrievals before converting all measurements to the VPDB scale.

230 This calibration is then applied to field observations, and 8'*CH4 values are reported on the VPDB scale.

2.4 Correlation and statistics analysis

All statistical analyses were performed with a significance threshold of p < 0.05. Uncertainties were
expressed as 95 % confidence intervals derived from bootstrap resampling. To assess the error
characteristics, residuals and inter-method differences were visualized as histograms and fitted with
235 Gaussian functions. The mean, standard deviation (), RMSE, and MAE were computed to characterize
the residual statistics. Gaussian functions were fitted to the histograms to examine whether the residuals

followed a normal distribution.

3. Results and Discussion
3.1 Water vapor correction functions

240 We first performed laboratory experiments to quantify the water vapor effect on isotopologue mole
fractions and 8'3CHs. Reference gases with known CHs mole fractions and 3'*CH4 values were
humidified to obtain varying H,O levels. The experiments revealed systematic dependencies of the '2CH,

and '3CHs mole fractions and §'*CHs, on H>O concentrations (Fig. 3a-c).
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245  Fig.3 Water vapor correction functions for 2CHs, *CH4, and 3'*CH4 derived from laboratory water vapor
experiments (0.15-4.0% H:0). Panels a, b, and ¢ show the fitted relationships between H2O concentration and the
wet-to-dry ratios of '?CHa, the wet-to-dry ratios of '3CHq4, and the 3'*CHs deviation (3'*CHa, wet — 8'*CHa, ary),
respectively. Each open circle represents the mean value within a 0.1% H-O bin. The solid red lines indicate the best-

9
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fit regression models (quadratic for '>CHg and '3CHa, linear for 3'*CHa), and small points indicate raw observations.
250 Panels d, e, and f show the corresponding residuals; the red shaded bands indicate the interval containing 90% of the
data points, with parameters detailed in Table 3.

From these measurements, we established quadratic polynomial correction functions to describe the H,O
dependence of isotopologue mole fractions (Eqs.9-10), and derived an empirical linear function for
8'3CHy4 (Eq. 11). These relationships form the foundation for the water correction in field evaluations of

255 calibration strategies (Section 3.3).

12CH
——4Wel _ 1 _0.0103 X H,0 — 6.96 x 10~ x (H,0)? )
12CH4,clry
13CH
—— AW _ 1 _6.29 x 10~* x H,0 — 3.94 x 10~* x (H,0)? (10)
13CH4,clry
813CH,, ary = §'3CHy, yer — 1.36 X H,0 an

Here, the ‘wet’ mole fractions represent values observed from the humidified reference gas in laboratory
conditions, while the ‘dry’ values correspond to the instrument-measured dry baseline. The baseline was
obtained from the low-humidity segment at the end of the experiment (H>O < 0.13%). H,O denotes the
water vapor concentration (%) directly measured by the analyzer (column " H>O"). For Eq. (9), the

260  quadratic fit for 2CHy is robust (R?=1.000), with fitted uncertainties of 1.2 x 10** for the linear term
and £3.9 x 10~ for the quadratic term. For Eq. (10), the quadratic dependence for *CHa is also significant
(R2=0.912), and the fitted uncertainties are £3.8 x 10 and +1.2 x 10* for the linear and quadratic terms,
respectively. For Eq. (11), 83 CHy, we exhibits a linear dependence on water vapor concentration,
deviating from the dry reference §'3CHy, 4y by —1.36 £ 0.10 %o per % H>O (R? = 0.839).

265

Table 3. Summary statistics of water vapor correction residuals for '2CHa, '*CHs, and 3'*CHa.

Parameter Baseline Min Median 80th . 90th . Max RMS
percentile percentile

12CH4 1957.95 ppb 0.0034 0.5022 0.9346 1.0921 2.7090 0.8577

13CH4 20.84 ppb 0.0019 0.0213 0.0325 0.0413 0.0734 0.0288

313CH4 -48.14 %o 0.0970 0.6297 1.6761 2.5786 4.0386 1.4215
Note: Residuals were calculated as the absolute difference between binned means and fitted values from the water
vapor correction functions for the experiment (0.15-4.0 % H20). Reported statistics include minimum (Min), median,
80th and 90th percentile (80th percentile and 90th percentile), maximum (Max), and Root Mean Square (RMS)

270 residuals. Percentile metrics (P80, P90) are used to represent the typical residual range while minimizing the

influence of a few extreme humid points. All values are absolute residuals; '2CH4 and '*CHa are in ppb, and 3'3CHa
in %o.

The residual statistics of the fitted water vapor correction functions are shown in Fig.3d-f, and detailed
summarized in Table 3. The absolute residuals between the binned means and the fitted values were
275 mostly small, confirming that the empirical corrections effectively capture the water vapor dependencies
within 0.15-4.0 % H,0. For '>2CHa, 80 % of the absolute residuals were below 0.93 ppb and 90 % below
1.09 ppb, corresponding to less than 0.05 % of the '>’CHy4 reference concentration. The '3CHs residuals
were similarly low, with 80 % and 90 % below 0.033 and 0.041 ppb (median = 0.021 ppb, RMS = 0.029
ppb). For 8*CHa, the median and 80th percentile residuals were 0.63 %o and 1.68 %o, respectively. Both

280 12CH,4 and 3CH, required quadratic correction functions to accurately describe the nonlinear response to
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water vapor, reflecting the combined influence of dilution and pressure-broadening effects on observed
absorption peak heights. This nonlinear behavior is consistent with previous characterizations of CRDS
instruments (Chen et al., 2010; Wen et al., 2013; Griffith, 2018).
For '2CHy, the fitted coefficients (—0.0103 for the linear and —6.96 x 10~ for the quadratic term) closely
285 match those reported by Chen et al. (2010) for bulk CH4, confirming the reproducibility of the water
vapor interference across different analyzer models and laboratory setups. For '*CHa, the same quadratic
correction was applied. Although the absolute residuals are small (80th percentile = 0.033 ppb), the
fractional deviation is larger than for '>CH4 because the '*CH4 dry mole fraction is only ~21 ppb.
Quantitatively, the 80th percentile residual corresponds to a relative uncertainty of approximately 0.15 %
290  for '3CH4, compared with ~0.05 % for '2CH,, indicating that the '3CHy4 channel has about three times
higher relative uncertainty. This suggests that the '*CH, signal is intrinsically more vulnerable to residual
water bias. Because §'°CHy is derived from the ratio of '*CHs4 to '2CHs, any remaining humidity-
dependent bias in '*CHy directly propagates into §'*CHa. In practice, this means that the accuracy of the
isotopologue-specific calibration strategy under humid conditions is ultimately limited by the
295 performance of the *CH4 water vaporcorrection.
By contrast, 3'*CH, exhibited an approximately linear dependence on water vapor. This behavior arises
because the nonlinear contributions in the numerator and denominator largely cancel when expressed as
a ratio, leaving a dominant first-order term. This partial cancellation of nonlinear terms reflects the
mathematical structure of §'*CHy as a ratio, where similar H,O dependencies in '>’CH, and *CH4 tend to
300 offset each other. Although the §'*CH4-H,O regression shows larger scatter than those for the individual
isotopologues, the fitted slope of —1.36 + 0.10 %o %' H,O over the full experimental range of 0.15-4.0 %
H,O reflects enhanced sensitivity at higher humidity levels. When restricted to the same water vapor
interval (<1.5 %), our fitted slope of —1.00 = 0.52 %o %' H>O is not significantly different from the
reported slope of —0.54 + 0.29 %0 %' H>O by Hoheisel et al. (2019).
305 It is worth noting that physical drying to approximately 0.1% H>O remains the recommended best
practice for achieving sub-per-mil §'*CH, accuracy (e.g., Rella et al., 2015). In our study, the empirical
water vapor correction functions were derived for the H,O range of 0.15-4.0%, which provide a

complementary solution for measurements in humid air.

3.2 Comparison of 8'3CHj calibration strategies for dry air sample measurements

310  For dry air sample measurements, both the isotopologue-specific and the delta-based calibration
strategies yielded consistent §'3CHy results, with small and relatively stable offsets. For the certified
target gas (Fig.4), both calibrated values were close to the assigned reference, with mean residuals of
0.15 %o for the isotopologue-specific method and 0.55 %o for the delta-based method. The inter-method
difference (A8'3CH4 = iso — delta) averaged —0.40 %o, indicating a slight but systematic offset toward

315  lighter 6"C in the delta-based calibration. Residuals and differences followed approximately normal
distributions, and their root-mean-square and mean absolute errors were both close to 2 %o, comparable
to the typical instrumental precision of the analyzer.

For measurements of air samples dried with the Nafion™ membrane dryer at the SORPES station (Fig.
5), both calibration schemes showed highly consistent §'*CHj, retrievals. The two approaches yielded

11
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320 overlapping daily means throughout DOY 240-280, with differences mostly within the 1o range of
observational variability. The inter-method difference (A8'3CH,) averaged 0.29 %o and exhibited a near-
Gaussian distribution (¢ = 0.71 %o), indicating minimal systematic bias between the two schemes for
dried air sample measurements. A significant correlation between A§'*CH4 and CHs mole fraction (R* =
0.97, p <0.001) suggests that part of the residual offset may result from concentration-dependent effects

325 of delta-based calibration. Although the ambient data showed slightly higher variability than laboratory
measurements, both calibration methods remained stable and consistent across a wide range of CHs

concentrations, demonstrating reliable performance for dried-air applications.
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Fig. 4 Comparison of 3'*CHs calibration strategies for a dry reference gas. (a) Calibrated 5'*CHs from

330 isotopologue-specific (blue diamonds) and delta-based (yellow triangles) strategies; the reference is shown as a red
dashed line. (b) Residuals (calibrated — certified) for both strategies. (¢) Time series of the difference between
isotopologue-specific and delta-based calibrated 8'3CHa (hereafter referred to as the inter-method difference, iso —
delta). (d, e) Histograms of residuals for the two strategies with Gaussian fits. (f) Distribution of the inter-method
difference (iso — delta) with a Gaussian fit. For (d—f), Gaussian fits provide the mean () and standard deviation (o),

335 while root-mean-square error (RMSE) and mean absolute error (MAE) are computed from the data. All results are
based on 10-s averaged data.
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Fig.5 Comparison of 3'*CH4 calibration strategies at the SORPES station (dried ambient air, DOY 240-280,
340 2022). (a) Daily averaged 3'*CHa values from isotopologue-specific (blue) and delta-based (orange) calibration

strategies, with 16 standard deviations. (b) Time series of the inter-method difference AS'*CHa (iso — delta, grey

bars) and corresponding CHs mole fraction (pink bars, right axis). The linear relationship between A§'*CHa4 and CHa

is shown with a fitted regression. (c) Histogram of A3*CHa (iso — delta) for all data and for different CHa4

concentration ranges, each fitted with a Gaussian function. The fitted mean () and standard deviation (o) are
345 reported for each subset. All analyses are based on 5-min averaged data.

For dry air sample measurements, both calibration strategies yielded nearly identical 3'*CHjy results,
indicating that the isotopic retrievals are consistent when water vapor interference is negligible. However,

a strong correlation between the inter-method difference (A3*CH4) and CHs mole fraction (Fig.5b)

13
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suggests that concentration-dependent effects may still influence the delta-based calibration.

350  Although the present dataset cannot explicitly isolate the cause, this pattern agrees well with the
theoretical framework of Griffith et al. (2012), which demonstrated that non-zero intercepts and
nonlinearities in isotopologue calibrations inevitably propagate into 8'3C space, producing apparent
8'3C—concentration coupling. Griffith (2018) further generalized this analysis, identifying both inverse
and linear dependencies of $'*CH4 on CH4 concentration. Our results exhibit the concentration-dependent

355 behavior predicted by these studies. Similar dependencies have also been reported for CO; isotope
measurements (Wen et al., 2013; Pang et al., 2016; Braden-Behrens et al., 2017), indicating that such
effects are intrinsic to 8'*C-based formulations rather than instrument-specific anomalies. Beyond the
dry air regime examined here, additional deviations may emerge in humid air, where spectral interference
becomes a dominant factor influencing isotopic accuracy.

360 To further assess the robustness of these correction functions under realistic environmental conditions,

we examined their performance in humidified air samples at the rice paddy site.

3.3 Performance of calibration strategies under humid air conditions

To evaluate the performance of the water vapor correction under field conditions, both calibration

strategies were applied to a humidified target gas at the rice paddy site (DOY 240-280, 2018). As shown

365 in Fig. 6, after applying the correction functions, both isotopologue-specific and delta-based calibrations

reproduced 8'*CH4 values close to the certified reference (Fig. 6a), confirming that the equations

effectively removed humidity-induced artifacts. The isotopologue-specific calibration yields §'3CHy4

values that align more tightly with the reference, while the delta-based calibrated results retain a small

positive offset (Fig. 6a—c). Consistent with the histograms, the isotopologue-specific residuals improved

370 from p=—0.84%o (c = 0.30%o0) before correction to L =—0.31%o (c = 0.24%o) after correction. In contrast,

the delta-based residuals remained consistently near +0.5%o both before and after correction (p =~ +0.48

to +0.49%o, 6 = 0.26%o; Fig. 6d—e). The inter-method difference (iso — delta) has a mean of —0.80%o after

correction with a reduced spread (c = 0.14%o; Fig. 6f), indicating a stable, strategy-dependent offset.

These results confirm that the correction equations effectively mitigate humidity-induced artifacts,

375 particularly for the isotopologue-specific approach, providing a reliable basis for subsequent field
validation.

The Jurong site represents a typical rice paddy ecosystem, characterized by persistently high ambient

humidity and strong methane emissions. During the observation period, H,O concentrations frequently

exceeded 3%, while CH4 mole fractions varied substantially, ranging from background levels below 2000

380  ppb to episodic peaks above 5000 ppb. These conditions provide a stringent test for calibration strategies,

as both elevated humidity and broad concentration ranges can amplify systematic biases in §'*CHy
retrievals.

Fig. 7 illustrates the contrasting behavior of isotopologue-specific and delta-based calibrations for humid

air observations. Daily mean 3'*CHy values from the delta-based calibration were consistently offset

385 relative to those from the isotopologue-specific approach, and exhibit greater variability (Fig. 7a). The

inter-method difference, AS'*CHy (iso — delta), closely tracked temporal variations in both H,O and CHy4

mole fractions (Fig. 6b), showing significant correlations (R* = 0.48 with H,O and R’ = 0.75 with CHa;

14
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p < 0.001). This bias was strongly concentration-dependent, with A3'*CHj shifting from approximately
—10.0 to —1.3 %o at CH4 <3500 ppb to +1.6 to +9.0 %o at CHs > 3500 ppb (Fig. 7c).
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Fig. 6 Comparison of '3CHj calibration strategies for a humidified target gas (rice paddy site, DOY 240-280,
2018). (a) 3'*CHs values from the isotopologue-specific (blue diamonds) and delta-based (orange triangles)
calibrations, shown both before (open symbols) and after (filled symbols) applying the water vapor correction. The
certified reference value is indicated by the red dashed line. (b) Residuals (calibrated — certified) for both calibration
strategies, with open and filled markers representing results before and after water vapor correction, respectively. (c)
Time series of the inter-method difference A§'3CHa = (iso — delta), shown before (open) and after (filled) water vapor
correction. (d, e) Histograms of residuals for the two calibration strategies before and after water vapor correction,
with Gaussian fits illustrating their respective distributions. (f) Histogram of the inter-method difference (iso — delta)
before and after water vapor correction, also fitted with Gaussian functions. For panels (d—f), Gaussian fits provide
the mean (i) and standard deviation (o), while the root-mean-square error (RMSE) and mean absolute error (MAE)
are calculated from the data. All results are based on 5-min averaged measurements after applying the empirical
water vapor correction equations functions.
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Fig. 7. Field comparison of 3'*CHy calibration strategies for humid air observations at the rice paddy site
(DOY 240-280, 2018). (a) Daily mean §'3CH4 from isotopologue-specific (blue) and delta-based (orange)
calibrations (mean + 16). (b) Time series of the inter-method difference §'3CHa (iso — delta, blue line) together with
total CH4 mole fraction (orange line) and H20 concentration (green line). (c) Histogram of 3'3CH4 differences (iso
— delta) grouped by CH4 mole-fraction ranges, each fitted with a Gaussian function. The fitted mean () and standard
deviation (o) are reported for each subset. All results are based on 5-min averages.

These results highlight that high humidity and large CH4 variability exacerbate the intrinsic weaknesses
of delta-based calibration, consistent with earlier observations for CO, isotopes (Wen et al., 2013; Pang
et al., 2016). Without explicit correction, such biases can propagate into source signature retrievals,
leading to systematic offsets in rice-paddy plume analyses. Although a significant correlation between
A8"CH4 and H,O was observed, this may not directly represent a direct spectroscopic effect of water

vapor. At the Jurong site, episodes of high humidity often coincided with strong CH4 emissions,
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producing an intrinsic covariance between H,O and CHs. Consequently, part of the apparent AS'*CH,—
H>O relationship may arise from this co-variation rather than from water vapor interference alone. The
empirical correction functions used here effectively capture the dominant humidity effects at the
isotopologue level, but may not fully account for additional spectral interferences associated with
420  pressure or temperature variability. It should also be emphasized that, in practice, physical drying of air
samples remains the preferred approach, whereas empirical water vapor corrections should serve only as
a secondary option when drying is not feasible. Addressing these aspects in future work will further refine

calibration strategies and enhance their applicability across diverse environments.

3.4 Application of calibration strategies in field observations

425 To further quantify the relationship between the inter-method bias (A5'3CHs) and CHs concentration, we
regressed AS'*CHy4 against CHs mole fraction using the expression A§"*CHs = co + ¢1/CHs + c2xCHy
following Griffith et al 2018 (Table 4). At both field sites, most data points are concentrated within a
relatively narrow CH, range, representing the dominant concentration regimes during field observations:
2000-3000 ppb at Jurong and 2000-2500 ppb at SORPES. These ranges capture the typical operational

430 conditions under which calibration biases are most relevant.

At the Jurong site, A§'*CH4 exhibited a pronounced 1/CH4 dependence, with significantly negative ci
terms (p < 0.01) and negligible c2 values. This pattern indicates that the inter-method difference increases
toward lower CH4 concentrations, where signal dilution and pressure-broadening effects become more
influential. Although the water vapor correction successfully mitigates first-order humidity effects, the

435 remaining dependence likely arises from the coupled response of isotopologue scaling and dilution to
varying CHy4 and H>O levels. At the SORPES site, A§'3CH4 was better characterized by the CHy (c2) term,
showing a weak but positive dependence on concentration (c2 > 0, p < 0.05). In the absence of strong
humidity effects, the difference between isotopologue-specific and delta-based calibrations thus reflects
higher-order nonlinearities intrinsic to the delta-based formulation. The contrasting dominant terms

440  between Jurong and SORPES highlight how humidity modulates the expression of calibration
nonlinearity: humid air amplifies inverse (1/CHa) dependencies, whereas dry air emphasizes minor linear
(CHy) effects.

These site-specific regressions are consistent with the theoretical framework proposed by Griffith (2018),
where the inverse (1/CH4) and linear (CH4) terms correspond to intercept-driven and quadratic

445 nonlinearities, respectively. The slope variations observed in Fig. 7c further support this interpretation,
providing a mechanistic explanation for the site-dependent discrepancies in Figs. 6-7. However, despite
the effectiveness of the water vapor correction functions across the full humidity range, the residual
concentration dependence of AS3'*CH4 suggests that both CH4 and H>O jointly modulate the inter-method
bias, with their relative contributions differing between humid and dry air. In practice, field

450  measurements typically include an air-drying stage (e.g., Nafion™ membrane dryers), but physical
drying alone cannot fully remove water vapor interference. Even well-maintained Nafion™ systems
leave residual H>O at 0.3-0.6 % under ambient conditions—enough to bias 8'*CHy retrievals, particularly
at humid sites or during high-CH, events. Therefore, an explicit H>O correction remains necessary rather
than assuming that drying alone ensures isotopic accuracy (Welp et al., 2013; Paul et al., 2020).
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455 Opverall, these site-specific behaviors provide practical guidance for field deployment. Under well-dried
conditions with relatively stable CH4 mole fractions (e.g., SORPES)), the residual difference between the
isotopologue-specific and delta-based calibrations is small, dominated by weak high-concentration
nonlinearities, and can be characterized empirically. In such cases, the delta-based approach remains
operationally acceptable for routine monitoring. By contrast, for humid air, high-emission conditions

460  with large CHy variability (e.g., Jurong), the inter-method bias exhibits a strong inverse-concentration
dependence and should not be treated as a constant offset. In these environments, the isotopologue-
specific calibration is required to avoid systematic shifts in inferred source signatures. In practice,
physical drying of the sample air should remain the primary strategy wherever feasible, and the
combination of humidity correction and isotopologue-specific calibration should be considered the

465  default fallback when effective drying cannot be maintained.
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Table.4 Regression results of concentration dependence of A3'*CH4 at Jurong (humid air) and SORPES (dry air) sites. AS'3CHy is defined as the inter-method difference between
isotopologue-specific and delta-based calibrated §'*CHa (A = §'3CH4_iso — §'*CHa_delta). The dependence on CH4 mole fraction was fitted using the function A = co + ¢1/CH4 + c2CHa,
where co, c1, and ¢ are regression coefficients (Griffth et al., 2018). All results are based on 5-min averaged data. Significance levels: p <0.05 (*), p <0.01 (**). The “Dominant term” column
identifies whether the contribution of ¢ or c: is greater, based on their evaluated magnitudes at the median CH4 mole fraction of each concentration range.

Site, CHa mole fraction (ppb, % of eoMaMmMoq:m Regression coefficients (co, ¢1, ¢2) Fit statistics Number of data Dominant
tats) (H:0, %) 0 ¢1(1/CH4, pph) ¢2(CHs, ppb) ®,p) points (N) term

Jurong, 2000 - 6000 (100%) 24.84 7.61x10* -6.45x10 0.86%* 3565 cl, 1/CHs

Jurong, 2000 - 2500 (54.05%) Humid air: 146.63 2.26x10° -0.0251 0.66%* 1927 ¢1, 1/CHq
Jurong, 2500 - 3000 (29.03%) (1.0%~3.5%) -34.57 1.75%10% 0.0084 0.18 1035 ¢2, CHa

Jurong, 3000 - 3500 (9.34%) 156.22 2.96x10° -0.0203 034 333 cl, 1/CHs
SORPES, 1800 - 3000 (100%) -15.08 3.33x10% 7.46x10% 0.78%+ 35629 cl, CHa
SORPES, 1500 - 2000 (3.08%) Dried air: 67.52 -5.00x10* -0.0199 0.07 1100 ¢2, CHa
SORPES, 2000 -2500 (93.86%) (<0.1%) 1.57 1.42x10° -0.0035 0.73%* 33442 c2, CH4

SORPES, 2500 -3000 (3.05%) 9.0 2.42x10° -0.0009 0.66** 1087 cl, 1/CHa
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4 Conclusions

We evaluated two §'*CHy calibration strategies, delta-based and isotopologue-specific calibration, using
a Picarro G2201-i isotopic analyzer under both laboratory and field conditions. Empirical water vapor
470 correction functions were established based on laboratory experiments (0.15-4.0 % HO) to effectively
remove humidity-induced biases in isotopologue mole fractions and §'3CHa. The observed water vapor
dependencies were best represented by quadratic functions for '>CH4 and '*CHa, and a linear function for
8'3CH4. For 2CHas and *CHa, the residuals fell within the analyzer’s precision, while 3*CHa residuals
remained small and comparable to the precision. These water correction equations provide a robust basis
475 for correcting field data. While most field systems employ physical air drying (e.g., Nafion™ dryers),
residual H>O often persists at levels sufficient to introduce measurable isotopic bias. Therefore, explicit
humidity correction remains necessary, particularly under high-humidity conditions.
For dry air measurements, both calibration strategies yielded consistent §'*CH, results. Laboratory tests
and dried-air observations at the SORPES site confirmed nearly identical retrievals between the two
480 approaches, with only minor offsets (A3'*CH4 = 0.29 %o) and concentration dependencies within the
analytical uncertainty. In contrast, significant inter-method discrepancies emerged for humid air
measurement. The bias (A8'*CHy) correlated strongly with both CHs and H>O levels, indicating that
humidity and concentration jointly modulate calibration accuracy. Consequently, the isotopologue-
specific calibration method is better suited for accurate 8'*CHy retrievals under conditions of fluctuating
485 humidity and CH4 concentrations.
In conclusion, the combination of isotopologue-specific calibration and empirical water vapor correction
provides a reliable and transferable framework for precise §'3CH,s measurements in both dry and humid

air.
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