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Abstract. The absorption coefficient of colored dissolved organic matter (CDOM), !!, plays a critical role in driving ocean 

optical properties and so light attenuation and light-dependent biogeochemical cycles. In the Southern Ocean (SO), however, !! 

remains poorly documented because of the scarcity of in situ measurements and the absence of suitable bio-optical models. To 

address this gap, we derived !! in surface waters from the diffuse attenuation coefficient ("") derived from radiometric 15 
measurements performed by Biogeochemical-Argo floats. Sensitivity analyses indicated that the uncertainty of our estimates is 

mainly driven by "", with an overall ~18% uncertainty of !! at 380 and 412 nm based on a Monte Carlo approach. The 

relationships we obtained between !! and Chl in low-latitude waters are consistent with previous studies but diverge in the SO, 

with a much weaker dependence on Chl and a larger relative contribution to the absorption budget for clear waters. Possible 

reasons for this different contribution include CDOM release by sea ice melting, CDOM enrichment of surface layers through 20 
deep winter mixing, adaptation of phytoplankton physiology to cold waters and reduced photo degradation during the polar 

winter.  

1 Introduction 

Colored dissolved organic matter (CDOM) is the fraction of the dissolved organic matter (DOM) pool that absorbs light in the 

ultraviolet and visible region of the spectrum. This absorption reduces light penetration into the water column, thereby influencing 25 
phytoplankton dynamics, nutrient cycling, primary productivity, and the overall biological carbon pump (Nelson and Siegel, 2002; 

Siegel et al., 2002; Nelson and Siegel, 2013; Mannino et al., 2014). Therefore, CDOM plays a crucial role in the biogeochemical 

cycles and optical properties of the world's oceans, including the Southern Ocean (SO), a key component of the global carbon 

cycle (Gruber et al., 2009, 2019; Hauck et al., 2023; Boyd et al., 2024). It is accordingly important to quantify the CDOM 

distribution for better understanding of the biogeochemical processes underlying its variability. In addition, the high CDOM 30 
absorption in the blue part of the spectrum adds to phytoplankton absorption in that spectral range, which means that accurately 

quantifying CDOM absorption is also of paramount importance to a proper derivation of the phytoplankton chlorophyll-! 

concentration (Chl, mg m–3) from satellite ocean color measurements. 

While the number of CDOM absorption measurements are increasing in global databases, as for any dynamic variable, in situ 

observation will always under-sample the ocean. This is even more true in the SO where logistical difficulty and the harsh 35 
environment mean that we have extremely limited in situ studies of CDOM. In response, a number of studies have emerged to 
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inverse the absorption of CDOM (!!, m–1) using ocean color remote sensing (OCRS) but mostly for non-polar waters. These 

approaches include empirical algorithms such as band-ratios algorithms (Mannino et al., 2008; Morel and Gentili, 2009; Mannino 

et al., 2014; Cao et al., 2018), fitting of !! with the diffuse attenuation coefficient (Mannino et al., 2014), and multiple linear 

regression between !! and remote-sensing reflectance (Aurin et al., 2018). Other methods encompass inherent optical properties 40 
(IOPs)-based semi-analytical algorithms (Carder et al., 1999; Matsuoka et al., 2013; Loisel et al., 2014; Mannino et al., 2014; Chen 

et al., 2017; Bonelli et al., 2021), quasi-analytical algorithms (Lee et al., 2002; Zhu et al., 2011; Zhu and Yu, 2013), and purely 

statistical techniques such as the principal component analysis (PCA) algorithm (Cao and Miller, 2015) and end-member analysis 

algorithm (Houskeeper et al., 2021).  

However, the bio-optical properties of the SO are statistically different from low-latitude waters, which has been recently shown 45 
in its distinctive bio-optical properties of phytoplankton (Robinson et al., 2021) and the high proportion of non-algae particles 

(NAP) in oligotrophic waters (Li et al., 2024). This implies that empirical algorithms developed for other oceans to interpret ocean 

color observations in the SO will likely be biased. As an example, because CDOM and NAP have similar spectral shapes that are 

difficult to distinguish in the reflectance measurement, many ocean color algorithms retrieve the absorption of colored detrital 

matter !#$%  (m–1) which represents their sum. These can be subsequently separated in post processing by using empirical 50 
relationships. For instance, the contribution of NAP is often approximated as a function of the particulate backscattering coefficient 

(#&', m–1) (Zhu et al., 2011; Matsuoka et al., 2013). Whether !()* is correlated with #&' remains unknown for the SO, however, 

due to a lack of in situ data. Furthermore, purely statistical approaches lack a firm analytical and theoretical basis, making their 

results difficult to interpret (Zhu et al., 2014). Overall, none of the existing algorithms has been specifically developed or 

thoroughly validated for the SO, highlighting the need for a robust inversion algorithm tailored to this region to quantify CDOM 55 
distribution and then to improve our understanding of its role in biogeochemical cycles and response to climate change. 

Thanks to the deployments of autonomous profiling Biogeochemical-Argo (hereafter BGC-Argo) floats in the SO by, e.g., the 

Southern Ocean Carbon and Climate observations and Modeling (SOCCOM; Sarmiento et al., 2023) or the Remotely-sensed 

Biogeochemical Cycles in the Ocean (RemOcean; Claustre et al., 2020) programs, the availability of in situ data has increased, 

making them the only in situ platform capable of investigating the properties of !! at large spatial scales. When integrated with 60 

ship-based measurements from Antarctic research expeditions, these float data can contribute tremendously to the understanding 

of !!-related bio-optical properties of the SO. In this study, we used a simple semi-analytical approach to estimate !! from float 

measurements. Uncertainties were quantified through sensitivity analyses and Monte Carlo simulations. We then compared !!-

related bio-optical properties and relationships between the SO and low-latitude waters to explore potential mechanisms underlying 

their differing distributions. 65 

2 Data and methods 

2.1 Data selection from BGC-Argo floats 

We used a total of 60 BGC-Argo floats deployed in the SO (south of 40° S in this study) between 29/11/2013 and 02/05/2025, and 

211 floats deployed in low-latitude regions (from 40° S to 60° N) from 22/10/2012 to 26/12/2024. These floats are equipped with 

Seabird CTD sensors for temperature and salinity, Seabird/Satlantic OCR-500 multispectral radiometers collecting downward 70 
plane irradiance ($", µW cm−2 nm−1) at 380, 412 and 490 nm, and Seabird/WET Labs ECO-series sensors providing the total 

optical backscattering coefficient at 700 nm (#&(700), m–1) and chlorophyll fluorescence. Overall, these floats had collected 10,579 
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(SO) and 38,615 (low latitudes) profiles during the period indicated.  

For each of the floats, we first eliminated profiles collected in shallow waters (depth < 200 m) based on the global relief ETOPO1 

data base (NOAA, 2009), as well as profiles for which the Sun elevation was < 15° at the end of the upcast. Then, for chlorophyll, 75 
backscattering and radiometry we only kept profiles flagged “A” (100% of good data) or “B” (at least 75% of good data), as per 

the nomenclature of the Argo data management team (Argo data management, 2025). For the profiles passing this first screening, 

only data points with a quality flag set to either 1 (good), 2 (probably good), 5 (value changed) or 8 (interpolated value) were kept. 

The total of data points flagged either 1 or 2 was from 80% to 98% of the entire data set depending on the parameter. 

The locations of profiles that passed these quality controls (roughly one third of the total) are displayed in Fig. 1, and the number 80 
of profiles eliminated after each step of quality control are summarized in Table S1. The temporal coverage of the selected profiles 

across years and months is displayed in Fig. S1. The distribution of the sun zenith angles is depicted in Fig. S2a, while Fig. S2b 

shows the irradiance just above the surface for l = 490 nm, limited to cases within 20% of the theoretical clear-sky value calculated 

following Gregg and Carder (1990).  

 85 
Figure 1: Surface locations of the BGC-Argo float profiles used in this study for the SO (black) and elsewhere (blue), after 
various screenings have been applied to the full data set (see methods).  

2.2 From radiometric measurements to %+ 

The overall workflow we used to then process the BGC-Argo data is displayed in Fig. S3. We did not correct the radiometry data 

for dark deep values, which have been shown to be negligible (Organelli et al., 2016). We checked these values and indeed they 90 
were always lower than 10–3 mW cm–2 nm–1, with a distribution centered on 10–4 mW cm–2 nm–1. 

Then a 4th order polynomial was fitted to the data to clean the $"(', )) profiles from changes due to possible changes in the above-

water downward irradiance caused by clouds and from near surface fluctuations generated by waves. This fit was only performed 

if more than 20 valid data points were available, otherwise the profile was eliminated. This fitting procedure is similar to what 

Organelli et al., (2016) did, although we did not find it necessary to repeat the 4th order polynomial in order to get smooth profiles.  95 
The ""s were then calculated in three different ways from the fitted $" profile, to allow a sensitivity study about the "" value. The 

first one (""(0-20 m)) was calculated from $"(z=0–) and $"(z=20 m). This way mimics the methodology used in most of the field 

data sets by Morel (1988) and later revised by Morel and Maritorena (2001) (hereafter MM01), and it is taken here as the reference 
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for the low-latitude environments. At that time, profiling radiometers were not yet available; instead, radiometers were deployed 

using winches and stabilized at successive depths where measurements were collected. A depth of about 20 m was typically chosen, 100 
as irradiance fluctuations were sufficiently dampened to ensure reliable $" measurements. The second "" calculation (""(+,-) 

was similar but used Ed at the first optical depth (+,-) rather than at 20 m. This depth was calculated for each wavelength and 

corresponds to the point where Ed is reduced to 1/e of its below-surface value. At this stage, we added another quality control by 

eliminating profiles when +,- deviated by more than a factor of 2.5 (either greater or lower) from the value predicted from Chl 

using MM01. The third calculation took the mode of the distribution of local "" values, computed at each measurement depth 105 
within successive 5 m intervals from just below the surface down to the first optical depth. ""(0-20 m) is the one used in subsequent 

analyses. 

2.3 Chlorophyll and backscattering from BGC-Argo floats 

The Chl values delivered by the BGC-Argo program are derived from chlorophyll fluorescence scaled to Chl using manufacturers 

calibration parameters and further divided by a factor of 2 following recommendation by Roesler et al., (2017). A similar correction 110 
was recommended for SO phytoplankton by Roesler et al., (2017), however, with a factor of 3.79 instead of 2. Therefore, the SO 

Chl data were multiplied by a factor of 2/3.79. Each Chl and total backscattering profiles were adjusted by shifting the whole 

profile so that the average value between 200 and 400 dbars equals the mode of the distribution of deep values calculated over the 

same depth range from all profiles of all floats. This adjustment was performed to account for the potential bias between different 

measurement technologies and for possible instrument drift. These deep values were 0.0055 mg Chl m–3 and 3×10–4 m–1. After 115 
this procedure, we found 2070 values of surface Chl lower than 0.02 mg m–3 (15% of the data). This is unrealistic, as the minimum 

concentrations ever measured in the upper layers of the ocean are about 0.02 mg m–3, e.g., in the southeast Pacific gyre (Morel et 

al., 2007b). The use of a single factor of 2 for the fluorescence to Chl conversion is likely responsible for such underestimations, 

which is consistent with the high variability actually reported for this factor by Roesler et al., (2017). Instead of artificially 

truncating the data set at Chl values < 0.02 mg m–3, we re-adjusted the deep values to an average of 0.02 mg m–3. This admittedly 120 
subjective adjustment allowed avoiding unrealistic low Chl values while keeping consistency in the deep adjustment. The impact 

on any Chl > ~0.1 mg m–3 goes from about 15% to negligible. 

Similarly to what was done for the radiometry profiles, a 4th order polynomial was fitted to the inherently noisy Chl and 

backscattering profiles using data from the top 50 m only. Finally, average surface Chl, #&'(700), temperature (-, °C) and salinity 

(., psu) were calculated over the first optical depth for l = 380 nm determined from the radiometry profiles. The average T and S 125 
were subsequently used to calculate the seawater backscattering coefficient (#&., m–1) according to Zhang and Hu (2009) and 

Zhang et al., (2009), which is subtracted from the total backscattering coefficient to get the particulate backscattering coefficient, 

#&'. The resulting distributions for Chl and #&' are illustrated in Fig. S2c,d. The contribution of seawater to the diffuse attenuation 

coefficient for downward irradiance, "., is approximated as !. + #&., where !. is the absorption of seawater and its value can 

be found in Lee et al., (2015). 130 

2.4 Ship-based measurements 

The particulate and CDOM absorptions, !' (m–1) and !! (m–1), form the bulk of the total non-water absorption. Therefore, to 

determine !! we need as realistic as possible estimates of !'. For the low-latitude oceans, we used the !' vs. Chl relationships 

from Bricaud et al., (1998). For the SO, we used ship-based field data acquired during two Southern Ocean research voyages: the 
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Antarctic Circumpolar Expedition (ACE) aboard the RV Akademik Tryoshnikov during the Austral Summer from 20 December 135 
2016 to 19 March 2017 (Robinson et al., 2021), and the Southern Ocean Large Areal Carbon Export (SOLACE) research voyage 

aboard the RV Investigator (voyage IN2020_V08) from 05 December 2020 to 16 January 2021. 

Water samples were collected during the ACE and SOLACE either 3-hourly from the underway seawater supply (sampling depth 

~5 m) or from the shallowest depth of the CTD (conductivity, temperature, and depth) rosette casts. Phytoplankton pigment 

concentrations were determined using high performance liquid chromatography (HPLC, see details in Ras et al. 2008 and 140 
references therein). Total Chl was defined as the sum of mono- and divinyl chlorophyll ! concentration, chlorophyllide !, and the 

allomeric and epimeric forms of chlorophyll ! (Hooker and Zibordi, 2005; Reynolds et al., 2016). Particulate absorption (!') 

measurements were made on the same filters analyzed for pigments. A full description of the measurement protocols and the data 

are available in Antoine et al., (2021) and Robinson et al., (2021). The resulting !' vs. Chl relationships are displayed in Fig. S4. 

Measurements of ay are unfortunately seldom carried out at sea, leaving us with few options for validating the ay estimates. We 145 
did not have any such data for the SO. For the low-latitude areas, we used three data sets of field !! measurements. The first one 

is from the Bouée pour l’acquisition d’une Series Optique à Long terme (BOUSSOLE) in the Mediterranean Sea (Antoine et al., 

2006). Measurements were carried out at this site from 2011 to 2015, and the initial years of data have been presented by Organelli 

et al., (2014). The second data set is from the BIogeochemistry and Optics SOuth Pacific Experiment (BIOSOPE) that occurred in 

2004 in the Southeast Pacific Ocean (Claustre et al., 2008), with the ay data analyzed by Bricaud et al., (2010). The third data set 150 
(18 data points out of the SO) was extracted from the NASA Nomad data base (Werdell and Bailey, 2005). The Mediterranean Sea 

is known to display higher-than-average CDOM absorption per Chl, while the Southeast Pacific Ocean exhibits the opposite 

pattern . Therefore, the BOUSSOLE data set is expected to match the upper part of the distribution of the ay values derived here 

when plotted as a function of Chl, while the BIOSOPE data would rather match the lower part of that distribution.   

2.5 // inversion model 155 

The ""()) can be expressed as a function of IOPs as follows (Gordon, 1989; Morel et al., 2007b): 

""()) = 1.0395 0(2)4&!(2)5"(2)
,           (1) 

where 7" is the average cosine of $"(06, )), !()) and #&()) are the total absorption and backscattering coefficients, which can be 

expanded as follows: 

!()) = !.()) + !'()) + !!()), and          (2) 160 

#&()) = #&.()) + #&'()).            (3) 

The contribution of CDOM to scattering is neglected in this study (Dall’Olmo et al., 2009). When substituting Eq. (2)~(3) into (1), 

!!()) can be solved as: 

!!()) = 7"(2)5"(2)
8.:;<= − !.()) − !'(λ) − #&.()) − #&'()),        (4) 

where !.()) is assumed constant (values from Lee et al., 2015) and #&.()) is calculated using measured temperature and salinity 165 
by BGC-Argo floats following Zhang and Hu (2009) and Zhang et al., (2009). Particulate absorption can be described as a function 

of Chl based on in situ relationships. For the SO, to account for the high contribution of NAP in oligotrophic waters (Li et al., 

2024), a background constant was added to the power-law regression between !'()) and Chl: 

!'()) = const()) + B())Chl>(2),           (5) 

where the exponent F()) and the factor B()) are derived from concurrent measurements of Chl and !'()) is the SO (see Fig. S4) 170 
or from Bricaud et al., (1998) for the low-latitude waters. Note that the tabulated data from Bricaud et al., (1998) do not include 
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wavelengths < 400 nm, however, so we estimated values at 380 nm by extrapolating from their Fig. 4. 

#&'()) is converted from #&'(700) following 

#&'()) = #&'(700) H?::2 I
@
,           (6) 

where J equals to 1.08 for the SO, which is the mean value based on data collected during the ACE and SOLACE cruises (Li et 175 
al., 2024). While for the low-latitude waters, a value of 1.03 is adopted to be consistent with the value used in the GSM01 model 

developed by Maritorena et al., (2002) for non-polar waters. Chl and ""()) are obtained from the floats’ measurements (see above). 

The average cosine, 7", which is a function of Chl, ) and sun zenith angle (KA, equals to 90 minus sun elevation) under clear or 

overcast sky conditions, was derived using the lookup tables (LUT) developed by Morel et al., (2002) and Morel and Gentili (2004). 

To determine whether a profile is collected under clear or overcast sky conditions, the spectral solar irradiance model of Gregg 180 
and Carder (1990) was implemented to generate the downward irradiance at 490 nm just below the ocean surface. If the absolute 

difference between the calculated and measured $"(0–,490) is within 20%, then the sky is assumed clear, otherwise it was classified 

as overcast. 

2.6 Sensitivity studies 

2.6.1 Individual parameters 185 

The many steps of quality control performed on the $" profiles might not fully eliminate bad data from unsupervised BGC-Argo 

measurements. The impact on deriving "" must be assessed, as it is the first uncertainty when deriving ay using Eq. (4). The three 

"" estimates presented above were derived for this purpose. 

The average cosine of the downward irradiance, md, is a second source of uncertainty when using Eq. (4). The 7" is taken from 

the LUTs that have been generated through a bio-optical model, which cannot be always appropriate for any bio-optical conditions 190 
(e.g., Morel et al., 2007a). The sensitivity study was conducted by either using the clear vs. cloudy sky test (Fig. S2), in which case 

md was taken from the corresponding LUT (referred to as md actual), or by using only the md for clear sky or only the md for 

overcast conditions. In doing this, we assumed that the difference in md between the clear-sky (md between 0.68 and 0.92) and the 

overcast conditions (7"=0.8) is of the same order of magnitude than the difference caused by variability in bio-optical properties.  

The third significant source of uncertainty comes from !'. This coefficient was derived from its average relationship to Chl, which 195 
cannot account for local departure from these relationships. Three relationships were used to assess the impact on ay (Fig. S4): our 

SO relationship with (referred to SO dataset (Eq.5)) and without (SO dataset) a constant background value, and the one from 

Bricaud et al., (1998). 

No individual sensitivity study was performed on #&. and #&' because of their small contribution in Eq. (4) and the rather well-

constrained values for #&.. The aw value only represents a large contribution to the total absorption in clear waters at 490 nm. 200 
Therefore, it was neither individually assessed here. 

2.6.2 Monte Carlo approach 

The sensitivity studies to individual parameters cannot provide an overall uncertainty for !! as derived through Eq. (4). Therefore, 

we also conducted a systematic assessment of uncertainty using a Monte Carlo method. This approach involved running Eq. (4) 

10,000 times for a given set of inputs, by introducing random uncertainties to each input in each run. For a given parameter, the 205 
random uncertainties were generated by multiplying an average absolute or relative uncertainty by a random number within the [–
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0.5, +0.5] range. The absolute or relative type B uncertainties are provided in Table 1. The repeated calculations generated a set of 

10,000 !! values for each "" value, and the standard deviation of their distribution was used as a measure of uncertainty in !!. 

The advantage of such an approach is that an uncertainty can be derived for each individual !! value. This approach does not 

address potential significant biases in the "" values. 210 
Table 1 Individual uncertainties used in the Monte Carlo method 

  wavelength  

Parameter 380 nm 412 nm 490 nm Comments 

"" Rª 30%   Jamet et al., (2012) 

7" A 0.1   
Twice the standard deviation of md values 

calculated for all profiles 

Chl R 35%   Moore et al., (2009) 

Const(l)* A 0.00063 0.00056 0.00038 

From the nonlinear regressions in Fig. S4 c(l)* A 0.0018 0.0016 0.0010 

e(l)* A 0.075 0.057 0.046 

#&' R 20%   Standard deviation in deep values 

!. A 0.0008 m–1 0.0005 m–1 0.0005 m–1 Lee et al., (2015) 

#&. A 0 0 0 

Considered negligible (changes are < 1×10–5 m–

1 for changes in - and . of 5 degrees or 5 psu, 

for instance) 
ª R or A in this column indicate either a relative or absolute error. 
* See Eq. (5) for !' vs. Chl. 

3 Results  

3.1 Overall performance of the // derivation from %+ 215 

The relative contributions of the various terms in Eq. (4) were derived from the entire data set (Fig. 2). They determine the 

sensitivity of the derived ay to these parameters and are analysed here to support the results of the sensitivity analyses shown in 

Fig. 3. At 380 nm, apart from the highest Chl concentration, !!  contributes to more than 40% of the total absorption plus 

backscattering budget, and up to near 60% for Chl around 0.2 mg m–3 for low-latitude waters and for Chl around 0.05~0.1 mg m–

3 for the SO. These percentages create favorable conditions to operate Eq. (4). As expected from the spectral dependence of !!, 220 
the situation is less favorable for longer wavelengths, with percentages ranging from about 30% to 50% at 412 nm and from about 

20% to 30% at 490 nm (see Fig. S5). Fig. 2 also shows that the relative contribution of !! to the absorption budget is larger for 

clear waters of the SO than for clear waters of the low-latitude oceans. 
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Figure 2: Relative contributions of /B (light blue), LCB (blue), LCD (brown), /D	(green) and // (gold) in Eq. (4) at l = 380 225 
nm, as a function of Chl. Panel (a) is for the SO and (b) is for the low-latitude Oceans. The thick black line delineates the 
contribution of //(NOP) to this budget. The increased noise in that curve for Chl > ~1.3 mg m–3 arises from the limited 
numbers of retrievals in this range. 

At 380 nm in the SO, there is little sensitivity of the overall distribution of the derived !! to different approaches to obtain "" (Fig. 

3a), 7" (Fig. 3b) and !' (Fig. 3c). As expected, "" is the main contributor to the differences in !!, followed by !' and 7". Results 230 

are similar at the 412 and 490 nm and for the low-latitude waters (Table 2), except for !' at 412 nm in low-latitude oceans. They 

show increasing sensitivity to the three parameters with increasing wavelength.  

 
Figure 3: Distribution of //(NOP) resulting from (a) three approaches to obtain %+  from Q+(R, NOP), (b) whether the 
distinction between clear and cloudy sky is applied or ignored when calculating S+, and (c) using the three different /D vs. 235 
Chl relationships displayed in Fig. S4. Data for the SO only. 
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Table 2 Average dispersion (%) of the mean // values with respect to their average for the three instances of each sensitivity 
study and the three wavelengths 

 380 nm 412 nm 490 nm 

SO 

"" 6.8 11.4 30.9 

7" 1.5  1.1 1.1 

!' 4.4 9.6 31.7 

Low-latitude oceans 

"" 6.4 13.5 45.0 

7" 1.1 1.3 3.7 

!' 7.0  0.8 21.4 

 

The results of the Monte Carlo analysis applied to the SO data set are displayed in Fig. 4, as the distribution of the coefficient of 240 
variation (CV, defined as 100 × standard deviation divided by the mean) of !!()) values obtained for each individual estimate of 

""()). Each CV results from 10,000 runs of Eq. (4) using randomly picked errors on the individual terms of the equation (see 

methods). The modes of the histograms show that an uncertainty around 18% can be generally expected for l = 380 and 412 nm, 

and 25% for l = 490 nm. Cumulative curves (not shown) indicate that 85% of uncertainties are lower than 20% for l = 380 nm, 

60% at 412 nm and 20% at 490 nm, reemphasizing that the band at 490 nm is far less adapted to deriving !! from Eq. (4) than the 245 
two other bands. 

 
Figure 4: Distribution of the coefficient of variation of //(T) values obtained by running the Monte Carlo analysis on each 
of the individual estimates of %+(T). 

3.2 %CEF(T) vs. Chl relationships 250 

Unbiased retrievals of ""()) are essential to our study. Therefore, we first assessed whether our retrievals were consistent with 

bio-optical relationships previously established for the low-latitude oceans under the form of the "&GH vs. Chl relationship, where 

"&GH is "" – "., representing the contributions of all non-water components. The results of low-latitude oceans are displayed in 
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Figs. 5a,b,c, along with the MM01. The c coefficients and the exponents of the "&GH vs. Chl relationships are within 15% of those 

from MM01 at 380 and 412 nm and differ by about 45% at 490 nm. The UI are accordingly decreasing from 0.5 at 380 nm to 0.33 255 
at 490 nm. The slopes (exponents) of our relationships are lower than those from MM01. Despite these differences, these results 

show that the method used here can derive an overall consistent picture of the "&GH vs. Chl relationship for areas where it is well 

established. It is therefore providing the basis to apply it to the SO, where no such reference exists.  

 

 260 
Figure 5: Non-water diffuse attenuation coefficient for downward irradiance (%CEF) for the three wavelengths indicated 
and for the low-latitude oceans (left) and the SO (right) data sets. The black dots are all data obtained from individual float 
profiles. The white circles and vertical bars are average values and their standard deviation calculated over logarithmically 
equal Chl intervals. The yellow and white solid lines are a linear and a non-linear fits to all data points (log-transformed 
data; equations reported on each panel), and the orange line and “%CEF MM01” equation are for the Morel and Maritorena 265 
(2001) model. 

The results of the SO are displayed in Fig. 5d,e,f. Here the Chl range is smaller than in the low-latitude data set, spanning from 

about 0.05 mg m–3 (very few points below this value) to 3 mg m–3. The "&GH()) values have the largest variance in the medium 

Chl range (0.1~1 mg m–3) in the SO. They do not follow the same decreasing trend as for the low-latitude oceans in the low Chl 
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range (< 0.2 mg m–3), which is likely partly driven by the larger !'()) values as compared to what is observed in low-latitude 270 
areas (e.g., Bricaud et al., 1998; Fig. S4). The MM01 relationships seem to fit our data quite well for Chl > ~0.5 mg m–3. They do 

not match the data at lower Chl values, and the fit using a function of the form "&GH()) = c Chle as in MM01 also fails to capture 

this range. A better fit is obtained with a formulation similar to the one used for !' (Eq. 5), as displayed as the white curves in Fig. 

5d,e,f, showing a low dependence of "" on Chl below Chl ~0.2 mg Chl m–3. 

3.3 //(T) vs. Chl relationships 275 

Similarly to "&GH()), we analyzed !! as a function of Chl (Fig. 6). The relationships we obtained for the low-latitude areas are 

similar to those proposed by Morel and Gentili (2009) (hereafter MG09), except for l = 490 nm, where the dispersion of the !! 

values is the largest, as expected from the methodology. Therefore, results at this wavelength must be cautiously considered. Given 

the MG09 was originally developed at 400 nm and subsequently extended to other wavelengths using a spectral slope of 0.018 

nm–1, and our !! at 412 nm is the closest match to 400 nm, therefore, here we compare it with MG09 at 412 nm to minimize the 280 
potential discrepancy that might occur from wavelength conversions involving larger spectral distance. In low-latitude waters, 

MG09 generally aligns with our predicted !!(412) vs. Chl relationship, apart from Chl > 3.0 m–3, where additional data is required 

for further assessment. This further confirms the validity of our float-based inversion approach.  
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Figure 6: CDOM absorption (//) for the three wavelengths indicated and for the low-latitude waters (left) and the SO 285 
(right) data sets. The black dots are all data obtained from individual float profiles. The white circles and vertical bars are 
average values and their standard deviation calculated over logarithmically equal Chl intervals. The yellow and white 
curves are a linear and non-linear fits to all data points (log-transformed data), the orange lines are from the Morel and 
Gentili (2009) model, whose equations are also reported as “// MG09”, and the green lines are from Reynolds et al., (2001). 
In panels (a), (b) and (c), the colored dots are in situ measurements of // from the BOUSSOLE site in the Mediterranean 290 
Sea (red dots), the BIOSOPE research voyage in the Southeast Pacific gyre (turquoise), and the NOMAD data set (purple) 
that covers various oceans. 

The BOUSSOLE data sit on the upper part of the data cloud and the BIOSOPE data rather in the middle of it, with some low values 

for low Chl, which is consistent with what has already been shown for the Mediterranean Sea and the Southeast pacific gyre (Morel 

et al., 2007b). The NOMAD data are also on the high range. This consistency of the derived !! with field measurements further 295 
validates the approach.  

In the SO (Fig. 6d,e,f), !! does not vary much across the whole Chl range, with slopes of the !! vs. Chl relationships much lower 

than those of the low-latitude data set and the MG09 model (equations reported on each panel of Fig. 6). The regression coefficient 

of the relationship at 380 nm in low-latitude waters is 0.26, whereas for the SO it is less than 0.1 across all wavelengths. 

https://doi.org/10.5194/egusphere-2025-5495
Preprint. Discussion started: 24 November 2025
c© Author(s) 2025. CC BY 4.0 License.



	 13	

Reynolds et al., (2001) have reported an !! vs. Chl relationship for the Ross Sea and Antarctic Polar Front Zone, expressed as 300 

!!(400) = 0.046	Chl:.I<J  (UI = 0.55,Y = 55) (hereafter denoted R01). When extrapolated to other wavelengths using the 

spectral slope they got from their data set (. = 0.0195 nm–1), it agrees quite well with our relationships (Fig. 6d,e,f). 

3.4 //(T) distribution 

Histograms of retrieved !!()) and corresponding spectral slopes are shown in Fig. 7. The mode values of !! in the SO are 0.021 

m–1 at 380 nm, 0.0161 m–1 at 412 nm, and 0.0084 m–1 at 490 nm. For the low-latitude waters, the corresponding values are 0.015, 305 
0.0082 and approximately zero. Notably, 24% of the !!(490) retrievals are negative, compared with 2% at 380 nm and 5% at 412 

nm. In the low-latitude waters, the respective percentages are 41%, 5% and 12%. This is expected, as !!(490) is significantly 

smaller than !!(380) (due to the exponential decrease with wavelength) and because the method has larger uncertainty at 490 nm. 

Additionally, the spectral slope of !!()), . (nm–1), was calculated as the average of the !! spectral dependence between 380 and 

490 nm and between 412 and 490 nm. The median value of . in the SO is 0.01 nm–1 and 0.013 nm–1 for the low-latitude waters. 310 
The latter is close to the value of 0.014 m–1 reported by Bricaud et al., (1981). 

 
Figure 7: Distributions of // at the three wavelengths indicated and for the low-latitude Ocean (left) and the SO (right). 
The corresponding spectral slopes are displayed in (c) and (d). The dashed lines in (c) and (d) are the S values proposed by 
Bricaud et al., (1981) (0.014 nm–1) and those used by Morel and Gentili (2009) (0.018 nm–1).  315 
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The latitudinal distributions of the average !!(380) and Chl, calculated from all data available in 2-degree latitude belts, are 

illustrated in Fig. 8. Generally, !!(380) fluctuates between about 0.01 and 0.04 m–1 south of 30° S, which is larger than the range 

observed in low-latitude waters (30° S – 30° N), where values around 0.01 m–1 are quite frequent. This is consistent with larger 

DOC concentrations previously reported in the SO (e.g., Lechtenfeld et al., 2014). Larger values are observed north of 30° N with 

the increase of Chl towards northern latitudes. This distribution varies little seasonally (not shown).  320 
 

 
Figure 8: Zonal averages and standard deviation of //(NOP) for 2-degree latitude bands, calculated across our entire data 
set. The green curve is for Chl (no standard deviation plotted for clarity of the plot). Black dots are for latitudes south of 
40° S. 325 

When the same data are used to assess the general relationship between !!(380) and Chl, they show a clear correlation (Fig. 9) 

and generally they align with the MG09 relationship, except for the SO data, which display lower !!(380) values than most of the 

low-latitude data for Chl > ~0.2 mg m–3. This is consistent with what is shown in Fig. 6. 

 

 330 
Figure 9: Scatter plot of //(380) vs. Chl, from the data shown in Fig. 8 (error bars are the standard deviations). Black dots 
are for latitudes south of 40° S. The orange line is the Morel and Gentili (2009) relationship and the two yellow lines are 
the relationships displayed in Fig. 6a and 6d. 
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4 Discussion 

4.1 Uncertainties of // estimates 335 

There are several sources of uncertainty when deriving !! from "" using Eq. (4) without concomitant measurements of the various 

parameters of the equation. These uncertainties were assessed and shown non negligible. Nevertheless, meaningful !! vs. Chl 

relationships could be derived thanks to the large number of points in our data sets. Our uncertainty assessment did not consider 

possible systematic large biases in the initial "" values. The results in Fig. 5, including the comparison with MM01, did not show 

evidence that such biases are present. 340 
The adjustment we applied to the Chl values for the low-latitude areas is another source of uncertainty. When it is not performed, 

the slope of the !! vs. Chl changes slightly (e.g., from 0.57 to 0.45 at l = 412 nm), yet the observation that !! in the SO does not 

vary with Chl as strongly as it does in the low-latitude areas still holds. 

4.2 Possible reasons for the weak dependence of // on Chl in the SO 

CDOM in open waters derives from local sources, through in situ production in the euphotic zone and redistribution via horizontal 345 
and vertical circulation. The latter is mainly driven by physical processes such as winter seasonal mixing, upwelling and storms 

that bring CDOM to the surface ocean (Nelson and Siegel, 2013; Mannino et al., 2014). While the former is related to a wide range 

of biological processes including viral lysis, bacterial degradation, phytoplankton excretion and zooplankton grazing (Bricaud et 

al., 1981; Nelson et al., 1998; Nelson and Siegel, 2002; Siegel et al., 2002; Matsuoka et al., 2013; Bonelli et al., 2021). Loss 

mechanisms also determine the CDOM balance, including microbial consumption and photooxidation (Siegel et al., 2002; Nelson 350 
et al., 2007). Consequently, the dynamics of CDOM are strongly regulated by the interplay between physical and biogeochemical 

processes.  

Our results show that this interplay of multiple physical and biological processes in the SO leads to different CDOM dynamics as 

compared to lower latitude waters. The SO is structured by a succession of oceanic fronts that tend to isolate water masses (Park 

et al., 2019), experiences seasonal sea ice melt that releases organic matter in surface waters (Norman et al., 2011; Ortega-Retuerta 355 
et al., 2010), and is home of pronounced vertical mixing (Olbers and Visbeck, 2005; Hillenbrand and Cortese, 2006). These 

characteristics create highly heterogeneous environments that influence the sources, transformations, and distribution of CDOM. 

In addition, the phytoplankton communities in the SO exhibit distinct physiological adaptations to the extreme light-limited 

conditions, which likely alter their production and release of CDOM compared to those in more illuminated waters (Strzepek et 

al., 2019). Collectively, these factors introduce substantial variability into !! dynamics and apparently weaken its direct coupling 360 

with Chl, making	Chl a poor predictor of !! in these high-latitude waters. 

4.3 Do Southern Ocean waters belong to Case 1 waters? 

The concept of Case 1 vs. Case 2 waters (Morel and Prieur, 1977) has been instrumental by providing a global and consistent 

framework to quantitatively interpret satellite ocean color observations. The concept is based on the observation that biological 

matter that drives bio-optical properties and hence ocean color covaries with phytoplankton in open ocean waters, classified as 365 
Case 1 waters. Therefore, Chl can be used as a single index of changes in ocean color in such waters, which does not mean that it 

is the sole responsible for changes. Assuming this co-variability when deriving empirical chlorophyll algorithms, for instance, does 

https://doi.org/10.5194/egusphere-2025-5495
Preprint. Discussion started: 24 November 2025
c© Author(s) 2025. CC BY 4.0 License.



	 16	

not require separate consideration of how the components of the biological matter individually correlate with Chl (e.g., 

phytoplankton, detrital matter, CDOM). Variability in these relationships are a large source of uncertainty in the Chl retrieval from 

satellite ocean color and have led to questioning whether the concept itself was useful (Mobley et al., 2004). When semi-analytical 370 
algorithms are developed, however, phytoplankton, non-algal particles and dissolved substances each have their own relationship 

to Chl (e.g., Bricaud et al., 1998; Maritorena et al., 2002; Morel and Gentili, 2009). Improved retrievals of Chl from satellite ocean 

color observations over the SO will require revision of how CDOM absorption is parameterized. 
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