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19 Abstract. The Terrestrial Systems Modeling Platform (TSMP, github.com/HPSCTerrSys/TSMP2) is a scale-consistent,
20 highly modular, physics-based, massively parallel, and fully integrated coupled groundwater-vegetation-atmosphere
21 modeling system for regional Earth system modeling. TSMP is composed of the atmospheric models ICON or COSMO, the
22 land surface model Community Land Model (CLM), and the ParFlow subsurface-surface hydrological model, linked to
23 each other through the OASIS3-MCT coupler. TSMP is used across a wide range of spatio-temporal scales, ranging from
24 individual field plots, large eddy simulations to continental scale climate mode runs in a variety of applied research topics,
25 such as water resources, land-atmosphere coupling, or climate change projections. In version 2, or short TSMP2, we have
26 comprehensively modernized the coupled model system. One of the main changes from version 1 is the replacement of
27 component models with their current state-of-the-art successors for the atmosphere and the land surface, and a modified
28 coupling design to improve the mass and energy balances between the compartments. TSMP2 now relies entirely on a
29 CMake build-system, which enhances the system’s portability across different computer infrastructures. Through a
30 Git-based framework TSMP2 includes auxiliary tools for model setup, a workflow engine and case study simulation
31 experiments to meet reproducibility, research software engineering, and FAIR data best practices. The TSMP2 coupled
32 model system and all its components are free open-source software. Aside from a description of the TSMP2 infrastructure,

33 we present the impact of coupling approaches between the compartments on model states in TSMP2, and outline our

34 development strategy along with technical and performance aspects arising from the coupling.
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35 1. Introduction

36 This model description paper presents version 2.0 of the Terrestrial Systems Modelling Platform (hereafter TSMP2), a
37 regional earth system model (RESM) with a focus on terrestrial hydrology. The TSMP2 is the next-generation
38 reimplementation of the TSMP1 software platform and concept, first introduced by Shrestha et al. (2014).

39

40 With an intensifying water cycle and an increase in (projected) hydrometeorological extremes, such as heavy precipitation
41 or droughts, accurately representing and closing the coupled terrestrial water and energy cycles is vital for understanding the
42 climate system (Huntington, 2006; Mbabazi et al., 2025; Trenberth, 2011). Many relevant feedback processes, such as soil
43 moisture temperature or soil moisture precipitation feedback loops, are linked to and influenced by mass, energy and
44 momentum transfers between the subsurface, including groundwater, land surface, vegetation, and atmosphere, across a
45 wide range of spatial and temporal scales (Heinze et al., 2019). The interactions between these compartments play a critical
46 role in regulating the Earth's climate (Avissar and Pielke, 1989) and need to be explicitly simulated to improve predictions
47 of climate variability, water resources availability, and ecosystem responses under changing environmental conditions.
48 Despite this complexity, regional climate models (RCMs) often have a simplified representation of hydrological processes,
49 where only a 1D vertical subsurface water flow and free drainage at the lower boundary are combined with runoff
50 generation at the land surface without a lateral redistribution of surface and subsurface water. A simplified representation
51 leads to a resolution-dependent impact on flux partitioning at the land surface, land-atmosphere coupling, and affects the
52 land water balance and hydrometeorology (e.g. Barlage et al., 2021; Poshyvailo-Strube et al., 2024). To overcome these
53 limitations, the TSMP was developed as a coupled regional climate system model applicable across a wide range of scales
54 and for various purposes (from weather forecasting to climate change projections) enabling a physically consistent
55 simulation of the hydrological cycle and terrestrial system feedbacks (Shrestha et al., 2014).

56

57 Aside from TSMP, recent years have seen a number of developments that aim to improve model structure, towards a more
58 realistic process representation, and uses of coupled regional Earth system models. Examples for RESMs with a coupled
59 ocean and simulation of river include the CNRM-RCSM4 over the Mediterranean (Sevault et al., 2014), the recent
60 implementation of the ICON-CLM atmospheric model coupled to the GCOST-AHOI ocean, and the HD hydrological
61 discharge model by Ho-Hagemann et al. (2024) with a similar coupling approach as used in TSMP2 for the North Sea and
62 the Baltic. Primo et al. (2019) use COSMO RCM coupled to different versions of NEMO, covering all European marginal
63 seas. With respect to terrestrial hydrology, the WRF-Hydro (Lahmers et al., 2019) is a widespread model system that can
64 simulate overland flow and river discharge, but does not explicitly simulate 3D groundwater flow. Recent applications of
65 WRF-Hydro include Arnault et al. (2025), who investigate the sensitivity to soil hydraulic properties, or Zhang et al. (2025),
66 who showed that a lake-reservoir improved the simulation of streamflow. The groundwater capability was added with
67 WRF-ParFlow coupling by Williams III et al. ( 2013). The lateral subsurface flow alters the flux partitioning in a landscape
68 between convergence zones in river valleys and ridges. To account for it, less code-intrusive and computationally more
69 efficient approaches that modify the groundwater parametrization in existing land surface models (LSM) also exist. Barlage
70 et al. (2021) use the 3D groundwater scheme of Miguez-Macho et al. (2007) within the Noah-MP LSM to reduce the warm
71 bias in WRF continental US simulations, and to demonstrate an increased impact of groundwater on hydroclimate going
72 towards convection-permitting km-scale simulations. Schlemmer et al. (2018) implemented a topography-driven

73 groundwater runoff formulation into the TERRA LSM in the COSMO RCM that also reduces air temperature biases. The
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74 RCSM modeling approaches are meanwhile mature enough to be included as so-called increased complexity models in the
75 current Coordinated Regional Downscaling Experiment (CORDEX) dynamical downscaling regional climate change
76 ensemble (Katragkou et al., 2024).
7
78 The TSMP version 1 (TSMP1, previously also abbreviated as TerrSysMP) was developed by Shrestha et al. (2014) with
79 later-on performance improvements by Gasper et al. (2014). TSMP is a fully integrated, physics-based
80 soil-vegetation-atmosphere RCSM where an atmospheric model, a land surface model, and an integrated hydrologic model
81 are linked with each other through an external coupler for flux exchange along compartmental interfaces - the land surface,
82 following the same coupling paradigm as most RCSMs from above, as opposed to process-based coupling (e.g., Jockel et
83 al., 2010). An outstanding feature of TSMP is the incorporation of hydrologic processes through 3D soil and groundwater
84 hydrodynamics, solved in a continuum approach with 2D overland flow, linking groundwater with atmospheric processes
85 through the land surface. Hence, TSMP enables physically consistent, two-way exchanges of water, energy, and carbon in
86 the terrestrial system. This combination of an atmospheric, land surface and hydrological model allows for a more holistic
87 understanding of terrestrial feedbacks and interactions, such as how precipitation is partitioned into evapotranspiration and
88 runoff, how soil moisture dynamics affect atmospheric boundary layers, or how groundwater-surface water interactions
89 influence land-climate feedbacks. Such model systems help to integrate traditionally separate modelling realms into a
90 coherent terrestrial system perspective (Fersch et al., 2020).
91
92 The TSMP1 concept’s usefulness and applicability have been shown in several studies. TSMP1 has been run temporally and
93 spatially from local domains over a few hours (Zhang et al., 2023) to regional domains over several years (Sulis et al., 2010)
94 to climate projections on a pan-European scale (Furusho-Percot et al., 2019) and for short- to medium-range weather
95 forecasts (Kollet et al.,, 2018). The modelling system was also used to show the relationship between the groundwater
96 representation and the evolution of hydrometeorological extremes, such as the August 2003 European heat wave (Keune et
97 al., 2016). With its groundwater-to-atmosphere feedbacks, TSMP can reproduce heatwave statistics in CORDEX ERA5
98 driven evaluation runs (Furusho-Percot et al., 2019) in comparison to RCMs with a more simplified hydrology
99 representation more accurately (Furusho-Percot et al., 2022). In a water resources study (Hartick et al., 2021) could show
100 the effect of groundwater dynamics on the long-term persistence of subsurface water storage anomalies. Keune et al. (2018)
101 investigated human interventions with the water cycle and water resources by groundwater abstraction and irrigation. Zipper
102 et al. (2019) studied the effect of remote land-atmosphere feedbacks due to land use and land cover change that lead to
103 widespread changes of energy and water balances, e.g., through substantial increases in cloud cover, while shallow
104 groundwater mitigates those heterogeneous impacts. Similarly, Hartick et al. (2022) described a feedback loop based on a
105 coupled TSMP1 evaluation simulation, where groundwater droughts systematically increase net solar incoming radiation
106 through a cloud feedback mechanism, which amplifies the drought. Using a new diagnostic, Zhang et al. (2024) analyse the
107 relationship between evapotranspiration and cloud water dynamics, which can spatially be associated with water- and
108 energy-limited coupling regimes.
109
110 Although TSMP1 has proven its versatility in these studies, there are some technical shortcomings, which led to the TSMP2
111 development. TSMP1 uses the COSMO v5.01 (COnsortium for Small-scale MOdeling; Baldauf et al., 2011) atmospheric
112 model and the CLM v3.5 (Community Land Model; Oleson et al., 2004). Both of these component models are no longer
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113 updated and receive increasingly less community support. New features, such as transient aerosols, or greenhouse gas
114 concentration pathways for COSMO need to be backported. Parallel I/0, necessary for large, km-scale model domains, is
115 not available. The CLM3.5 land surface model does not offer dynamic vegetation, and features only a simplified urban
116 representation, which is also highly relevant for km-scale simulations. Additionally, the coupling of CLM3.5 was limited to
117 vegetation landunits.

118

119 TSMP2 builds on the foundations of TSMP1 and past experience and constitutes a comprehensive redesign of the model
120 system. With TSMP2, the model system has been significantly updated, offering enhanced capabilities for simulating and
121 analyzing interactions within terrestrial systems, including human interventions, dynamic vegetation, biogeochemical
122 cycles, or urban areas. TSMP2 has all new component models, or latest versions thereof, a redesigned coupling interface,
123 complemented by a new CMake build infrastructure, runtime environment and model setup scripts. Furthermore, TSMP2
124 retains the possibility to run component models standalone or in various coupling configurations. Component models may
125 be upgraded to their latest versions to stay up-to-date with new features. With TSMP2, the COSMO atmospheric model has
126 been replaced by one of the latest ICON versions (Pham et al., 2021; Zangl et al., 2015), the Community Land Model v3.5
127 by the encore Community Land Model, a fork of the land surface model CLM5 (Lawrence et al., 2019) for standalone and
128 coupled CLM use. Terrestrial hydrology is still simulated with the integrated hydrologic model ParFlow (Ashby and
129 Falgout, 1996; Kollet and Maxwell, 2006; Kuffour et al., 2020) in one of the latest versions. Technically, model coupling is
130 via the external OASIS3-MCT coupler (Craig et al., 2017), albeit using a revised coupling approach.

131

132 Here we introduce the new TSMP2 RESM with the aim to give a detailed description of the model system, explain the
133 coupling approaches implemented, show-case its basic functionality, and briefly present a typical intended application
134 example. Beyond the coupled model system itself, TSMP2 provides a comprehensive platform that includes a
135 build-infrastructure, supporting software tools for model setup, run-control, and post-processing, along with complete
136 example experiments. This makes TSMP2 readily accessible on GitHub for community use and further development.

137

138 This model descriptor study is organized as follows: Section 2 introduces the TSMP2 component models. Section 3 explains
139 the coupling interface and the component model communication. Section 4 provides evidence of the functioning of the
140 coupling with an idealized test case, including performance considerations. In Section 5, TSMP?2 is applied with a real data
141 case for regional climate scenario simulations in line with the CORDEX-CMIP6 dynamical downscaling experiment
142 protocol. Section 6 deals with TSMP2 computational efficiency, while Section 7 provides a short overview on the TSMP2
143 platform functionalities and tools. Last, Section 8 concludes this model overview with open aspects and an outlook to

144 upcoming developments.

145 2. TSMP2 model structure and component models

146 The TSMP model system consists of an atmospheric model, a land surface model and an integrated hydrological model

147 coupled via an external coupler.
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148 2.1 Atmospheric model - ICON

149 The Icosahedral Nonhydrostatic (ICON, Zéngl et al., 2015) model is a unified state of the art numerical weather prediction
150 and climate modeling system that solves the fully compressible non-hydrostatic Navier-Stokes equations on the sphere. A
151 set of physical parameterisations is included, which accounts for the effect of motions that fall below a chosen horizontal
152 mesh size. Depending on its application, ICON is able to run on two different physical packages: Atmosphere Earth System
153 (AES) physics and Numerical Weather Prediction (NWP) physics. ICON-NWP is used for global and regional weather
154 forecasting by the German weather service (DWD) and regional climate modelling (Pham et al., 2021). For small-scale
155 application there is also a large eddy model (ICON-LEM, Dipankar et al., 2015), which uses a planetary boundary layer
156 (PBL) scheme based on Smagorinsky (1963) available for the NWP physics package.

157

158 In contrast to the predecessor COSMO (Baldauf et al., 2011), the ICON is a multi-scale modelling framework designed to
159 run in global, regional (limited-area), convection-permitting and large-eddy simulation configurations, all with consistent
160 dynamical cores. ICON utilizes a icosahedral (triangular) grid system that guarantees consistent resolution worldwide,
161 thereby circumventing the pole singularities typically associated with latitude-longitude grids. The parameterisations of the
162 NWP physics package were selected from various sources, in particular from the COSMO model and the IFS model.
163 Compared to its predecessor, the physical parameterisations have been enhanced, resulting in better prediction quality
164 (Pham et al., 2021; Zangl et al., 2015).

165

166 ICON is jointly developed by the ICON partnership consisting of the German Meteorological Service (DWD), the Max
167 Planck Institute for Meteorology (MPI-M), German Climate Computing Center (DKRZ), Karlsruhe Institute of Technology
168 (KIT) and the Center for Climate Systems Modeling (C2SM). The ICON model can run on CPU and GPU infrastructure
169 (Herten et al., 2024). The ICON component is open source and under the 3-clause BSD license. More information and

170 source code can be found at https://icon-model.org and https://github.com/HPSCTerrSys/icon-model_coup-oas.

171 2.2 Land surface model — eCLM

172 The newly integrated land surface model eCLM is based on the Community Land Model (CLM; Lawrence et al., 2019) that
173 has been developed to simulate land surface processes and interactions with the atmosphere by the National Center for
174 Atmospheric Research (NCAR). CLM v5.0 incorporates intricate representations of land surface processes, such as
175 photosynthesis, various biogeochemical cycles, energy exchange, and hydrology. The model allows for the examination of
176 different land management practices and their impacts on ecosystems, making it a valuable tool for studying climate change,
177 land use change, and natural resource management.

178

179 eCLM is a fork of Community Land Model v5.0 for standalone usage removing the dependencies to the Community Earth
180 System Model (CESM) and developed with minimal dependencies maintained within the Research Centre Jiilich. CLM
181 code functionalities remain unmodified besides additional features implemented in the TSMP context. More information
182 and source code is available at https://github.com/HPSCTerrSys/eCLM.

183

184 Compared to its predecessor CLM3.5 used in TSMP1, eCLM introduces dynamic land unit transitions, a more detailed

185 hydrology and snow system, and mechanistic plant hydraulics incorporating hydraulic redistribution. The biogeochemistry
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186 module features modernised nitrogen (N) cycling and leaf physiology with flexible stoichiometry and N optimisation, while
187 a prognostic crop model adds realistic irrigation and fertilisation dynamics. Compared to the native LSMs of the ICON
188 model used as default LSM model of ICON, JSBach and TERRA-ML, the eCLM model includes a more sophisticated soil
189 hydrology representation, an interactive crop model incorporating fertilisation and irrigation, and the ability to depict

190 transient land cover change and dynamic vegetation.

191 2.3 Subsurface hydrological model — ParFlow

192 ParFlow is a parallel, integrated hydrology model (IHM), see (Kuffour et al., 2020) for extensive introduction and overview.
193 With the means of Parflow, dynamic two-way groundwater surface water interactions and intermittency in streamflow can
194 be simulated in a continuum approach. ParFlow solves 2D dynamic surface and 3D subsurface flow by the usage of
195 simplified shallow water equations, implicitly coupled to Richards’ equation. The Richards equation is discretized in space
196 and time, respectively, using a cell-centered finite-difference scheme and an implicit Eulerian scheme. It is able to simulate
197 a stretched vertical resolution, allowing for shallow vertical layers close to the surface and deep confined and unconfined
198 aquifers.

199

200 The model is exascale-ready and can be run on CPUs and GPUs (Burstedde et al., 2018; Herten et al., 2024; Hokkanen et
201 al., 2021). The ParFlow model is an open-source code under LGPL license available at https://github.com/parflow/parflow,

202 where more information can be found.

203 2.4 Coupler infrastructure — OASIS3-MCT

204 The OASIS coupler (Craig et al., 2017; Valcke, 2013) allows the synchronized exchange of coupling information between
205 the component models and is developed by the Centre Européen de Recherche et de Formation Avancée en Calcul
206 Scientifique (CERFACS) and the Centre National de la Recherche Scientifique - Institut Pierre Simon Laplace
207 (CNRS-IPSL). The fully parallel implementation of coupling field regridding and exchange is provided by OASIS3-MCT,
208 which is the OASIS coupler interfaced with the Model Coupling Toolkit (MCT, Larson et al., 2005) from the Argonne
209 National Laboratory. OASIS3-MCT is widely used for Earth system modelling e.g. in EC-Earth model, CNRM-CM or
210 GCOAST-AHOI (Doscher et al., 2022; Ho-Hagemann et al., 2024; Voldoire et al., 2019). The software is open source and

211 licensed under the GNU Lesser General Public License (LGPL). Its source code is available at

212 https://gitlab.com/cerfacs/oasis3-mct

213 3. Coupling between component models

214 TSMP2 adopts a multiple program multiple data (MPMD) architecture (Gropp et al., 1999), in which different executables
215 run concurrently on separate processors and exchange information via in-memory MPI-communication during runtime. This
216 design is most suitable for independently developed code such as the TSMP component models involved, and it follows the
217 design of the previous TSMP version. There is a high modularization of TSMP between the component models for different
218 component configurations, allowing for interaction between just two components (ICON-eCLM, eCLM-ParFlow) or all
219 three components (ICON-eCLM-ParFlow), and ICON, eCLM, or ParFlow can even be compiled and run as stand-alone

220 independent models within the TSMP framework (Figure 1). In a coupled mode states and fluxes are passed between the
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221 component models, i.e., the coupled component models in this case replace the default inputs along the coupling interfaces.
222 For example, upper boundary conditions in eCLM may be prescribed without feedback in standalone mode, or provided by

223 ICON in a coupled configuration.
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225 Figure 1: Schematic of the TSMP2 coupled model system. The component models for the atmosphere (ICON), the land surface
226 (eCLM), and the subsurface (ParFlow) are coupled via the external coupler and driver OASIS3-MCT. The following quantities
227 are sent from ICON to eCLM: Temperature at lowermost model level (T), pressure at lowermost model level (P), specific
228 humidity at lowermost model level (QV), horizontal wind speed at lowermost model level (V,U), incident shortwave radiation at
229 surface (SW), longwave downward radiation at the surface (LW), precipitation rate (Precipitation, rain and snow), carbon
230 dioxide (CO2, optional). From eCLM to ICON: Sensible heat flux (H), latent heat flux (LE), momentum flux (Tau), longwave
231 upward radiation at surface (LW), albedo and carbon dioxide (CO,, optional). From eCLM to ParFlow: Infiltration flux (q;,).
232 From ParFlow to eCLM: Liquid water content (L,) and the pressure head (®).

233

234 TSMP2 is open-source under MIT license and the code is available at https://github.com/HPSCTerrSys/TSMP2. The model
235 system itself as well as its components are open-source. ParFlow and ICON have GPU capabilities, so that heterogeneous

236 applications or even the usage of modular supercomputing infrastructure (MSA) is possible.

237 3.1 Flux coupling

238 The primary purpose of OASIS3-MCT (Craig et al., 2017) is the ability to interpolate and exchange the coupling fields
239 between components in memory to form a coupled system. OASIS3-MCT is a coupling library that is compiled and linked
240 to the component models. OASIS3-MCT governs the overall execution and is managed by its own namelist called

241 namcouple. The underlying communication is done via the Model Coupling Toolkit (MCT; Larson et al., 2005). MCT
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242 handles the parallel communication and mapping details, thus communication between processors is only activated when
243 needed via a communication scheduler and allows for rank to rank communication. Thus, OASIS3-MCT leads to an
244 efficient exchange of fields with big model domains. Only the overlapping patches exchange information in memory;
245 MPI_Allgather operations are not required. Each component model has its own MPI communicator and a distinct set of

246 processors. We are using the version 5.0 of OASIS3-MCT available at https://gitlab.com/cerfacs/oasis3-mct.

247 3.2 Atmosphere — land surface interface

248 The atmospheric model ICON contains a default land surface model, TERRA-ML (Schrodin and Heise, 2001; Schulz and
249 Vogel, 2020) to provide the lower boundary condition for the atmosphere. TERRA-ML has a rather simplistic representation
250 of the land surface (Pitman, 2003). Depending on user needs, a more process-based representation of vegetation is needed
251 including human land management, ecological models and biogeophysical and biogeochemical processes. In TSMP2, the
252 eCLM LSM replaces the built-in default subroutine-coupled LSM of ICON.

253

254 The atmospheric state of the atmospheric model ICON at its lowest level and current time step is used as the forcing term
255 for eCLM. eCLM then computes the surface energy fluxes, momentum fluxes, albedo, outgoing longwave radiation, and
256 carbon dioxide, which are used as lower boundary conditions in ICON. The coupling between the component models is
257 explicit in time. Sending and receiving of exchanged quantities is done in the component model time loop. The processing
258 of coupled quantities is done in the physics modules of ICON and eCLM (see figure 2 a).

259

260 With TSMP three atmosphere-landsurface coupling approaches are implemented and tested extensively; the default is the

261 fixed flux coupling approach. Flux calculation with ICON-eCLM is determined by the following equations:

262
263 Ho = —pcylon] Co (Ore — 05)
264 LEO = —p Lv |Uh| Cq (Qv,ke - Qv,s)

265 Mo = —p Cum Uh| Ui ke
266 1
267 where Ho and LEo are the sensible and latent heat flux. Mo is the momentum flux. £ is the air density. L+ is the latent

268 heat for evaporation, p is the specific gas constant for constant pressure, Vr is the horizontal wind speed, Cb, Cq, and
269 Cuvr are the exchange coefficients for heat, moisture and momentum, 9v.ke is the specific humidity at the lowermost
270 atmospheric level and %ike is the wind speed at the lowermost atmospheric level, while 9v,s and Ou,s are specific humidity
271 and temperature at the surface.

272

273 In the original coupling approach proposed, TSMP1 uses the flux inversion approach; where the surface energy and
274 momentum fluxes are coupled (Ho, LEo, My in Eq. 1), and based on these fluxes the surface exchange coefficients are
275 used (Ca, Cq, Cv in Eq. 1), which are in turn used to update the atmospheric states of the lowermost layer (Shrestha et

276 al., 2014). This flux coupling was also originally used with TSMP1. But this coupling approach, namely flux inversion
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277 approach, shows weaknesses during transition phases around sunrise and sunset with large changes in energy flux densities,
278 because of unbounded exchange coefficients.

279 Hence, a new coupling scheme was implemented in TSMP1 to ensure numerical stability, where the exchange coefficients
280 are directly coupled instead of the surface energy and momentum fluxes. The direct coupling of exchange coefficients has
281 the advantage of being stable by design but has some drawbacks in the energy and mass conservation between the
282 components.

283 Therefore, a third approach was implemented and is now the default in TSMP2. With the fixed flux coupling approach, the
284 surface energy and momentum fluxes between the atmosphere and land surface are coupled directly and kept constant
285 between the coupling time steps. The fixed flux coupling approach is energy and mass conservative by design, but not
286 necessarily numerically stable. However, coupling time steps below 1 hour generally shows numerical stability (see section
287 4.3).

288

289 ICON can be applied in Large Eddy Model (LEM) for high-resolution simulations and a numerical weather prediction
290 (NWP) mode for climate simulations. Both modes of ICON can be used coupled with eCLM within TSMP2. However, the
291 update of the ICON atmospheric states depends on the used mode and connected Planetary Boundary Layer (PBL) and
292 transfer schemes.

293

294 In LEM mode, the Smagorinsky PBL scheme is a LES scheme (Dipankar et al., 2015). The Smagorinsky PBL scheme uses
295 Dirichlet boundary conditions at the top and bottom boundaries. Thus, the update of the temperature, humidity, and wind
296 speed state of the lowermost half level of ICON is done by directly using the surface energy and momentum fluxes. The
297 transfer scheme based on Louis (1979) is switched off.

298

299 In the NWP mode, the turbdiff PBL scheme is a Turbulent Kinetic Energy (TKE) based scheme based on the level 2.5 of
300 Mellor and Yamada (1982) (Raschendorfer, 2001). The Turbdiff PBL scheme uses in its core von-Neumann boundary
301 conditions for the bottom boundary conditions. The update of temperature, humidity and wind is done based on the
302 lowermost full level of ICON. The surface energy and momentum fluxes need to be transferred to the lowermost half level
303 state variables. The transfer scheme (turbtran) is TKE based, similar to the turbdiff.

304

305 In addition to the surface energy and momentum fluxes, the land surface temperature, specific humidity of the land surface,
306 direct and diffuse albedo as well as outgoing longwave radiation are transferred from eCLM to ICON. In turn, eCLM
307 receives from ICON the lowermost air temperature, wind speed, specific humidity, rain and snow precipitation rate, surface
308 pressure and incoming shortwave and longwave radiation, and measurement height.

309

310 The exchanged variables are passed between the component models at grid cell level. The subgrid hierarchy at patch level
311 in the land surface component is aggregated to grid scale before coupling with the atmosphere or the integrated hydrological
312 model. It is assumed in the coupling of the compartments that every compartment acts on the same topography. The lateral
313 boundary points In the limited area mode of ICON are excluded from the coupling with the land surface model.

314
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315 Compared to TSMP1, additional updates include the exchanged quantities to improve the energy and mass conservation
316 between the two compartments. Snow and rain precipitation are coupled separately in TSMP2, so that eCLM can treat each

317 type of precipitation separately.

318 3.3 Land surface — subsurface interface

319 Most of the land surface models, including eCLM only act in the vertical dimension. By taking into account the lateral flow
320 of the surface and subsurface hydrological flow, the model can capture the complete terrestrial hydrological cycle. To
321 achieve this coupling, the infiltration flux and root water uptake flux are passed from eCLM to ParFlow, and accounted as
322 sink/source terms of the Richards equation. The pressure potential is passed from ParFlow to eCLM and replaces the 1D
323 Richards solver in eCLM. ParFlow typically has more vertical layers, as it reaches deeper than eCLM. The vertical
324 discretisation for those vertical levels that overlap between eCLM and ParFlow is enforced to be the same for both models,
325 as no vertical interpolation is applied. Note, soil freezing and thawing processes are currently ignored in the interface and

326 will be incorporated in an ensuing development step.

327 3.4 Component model communication

328 TSMP2 employs the OASIS3-MCT coupler to orchestrate the exchange of data fields between components at user-defined
329 coupling intervals, ensuring temporal synchronization and consistent boundary conditions across component models. Each
330 component operates as a separate executable, often on distinct subsets of computing units (e.g., processors), enabling
331 concurrent execution and scalability and each component performs its individual I/O operations. This Multiple Program
332 Multiple Data (MPMD) approach enables efficient resource allocation and concurrent execution, enhancing scalability on
333 distributed-memory systems. Communication between models occurs via parallel, MPI-based field exchanges, configured
334 through coupling metadata that defines variable mappings, interpolation methods, and coupling frequencies via the coupler,

335 which also governs the execution.

336
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342 Figure 2: (a) Schematic of time sequence of computations and coupling processes in TSMP2, showing one coupling cycle. Lines
343 represent the simulation timeline. (b) Schematic of the synchronization and communication structure. Black lines represent
344 wallclock timelines. While ICON and ParFlow initialize, eCLM is waiting. eCLM receives variables first from ICON and then
345 from ParFlow. While eCLM is running, ICON and ParFlow are idle and vice versa. eCLM sends first to ICON before sending to
346 ParFlow.

347

348 When synchronising component models in externally coupled systems, such as TSMP2, governance of the overall execution
349 is required as each component model operates with its own numerical schemes and methods. To ensure that the information
350 is consistent across the component models, there are both asynchronous and sequential coupling elements. Figure 2 shows
351 the coupling frequency synchronization and communication structure within TSMP2. While the initialisation between the
352 atmospheric and hydrological component is independently performed, the land surface component is initialized using the
353 input from the other components. After initialization, the exchanged fields are sent to ICON and ParFlow. Each coupling
354 time step is performed to run ICON and ParFlow asynchronously, while eCLM is run sequentially. After ICON and ParFlow
355 complete their respective time steps while eCLM remains idle, both models send their state variables to eCLM, which then
356 carries out its time step, completing a full coupling time step. The sequential coupling approach ensures the time
357 synchronisation across all component models.

358

359 The coupling time step can interfere with the parameterisation, especially the radiation calculation in ICON. These
360 parameterisations, not performing every time step, are called slow physics and their calling frequency can be set by the
361 ICON namelist. The coupling sequence remains unchanged when performing simulations with two component models. If

362 there is only one, standalone component model, the external coupler is not used.

363 4. Proof of coupling concept via idealized test case

364 To explore TSMP2’s coupling behavior under simplified, controlled conditions we use an idealized test case. With this test
365 case we can demonstrate TSMP2 functionalities and its usefulness to investigate complex subsurface-surface-atmosphere

366 interactions.
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367 4.1 Experimental design

368 The simulation setup uses horizontally homogeneous initial conditions. The simulation time is 24 hours. A periodic
369 boundary condition is used in the X and Y direction for ICON, while a flat terrain is set for ParFlow, so there is no
370 gravity-driven lateral flow. ICON and eCLM operate on the same icosahedral grid while ParFlow operates on a cartesian
371 grid. The horizontal grid spacing is 2 km for all component models and covers an area of 140 x 140 km?. In ICON, the
372 vertical grid spacing is staggered from the surface up to a height of 22 km with 50 layers. eCLM’s subsurface model grid
373 extends to a depth of 8.5 m with 20 hydrological active layers, and 30 layers for ParFlow to a depth of 30 m, respectively.
374 Figure 3 summarizes the domain setup. The model time step of ICON is 10 seconds, the coupling time step is 600 seconds,
375 which is also the model time step of eCLM and ParFlow.

376

ICON ) > 22km

AN
AVAN,
AVAY, >30m
eCLM

ParFlow

140 km

377 140 km

378 Figure 3: Setup of TSMP2 component models for the idealised domain. ICON and eCLM run on the same triangular horizontal
379 grid, while ParFlow covers the same area on a rectangular grid, resulting in half of the horizontal grid elements compared to
380 ICON and eCLM.

381

382 The atmosphere is initialized with an idealized vertical profile with a constant lapse rate of 0.6K/100m. Surface, vegetation,
383 and atmospheric temperature at the lowermost model level are initialized at 290 K everywhere. The solar insolation follows
384 the diurnal cycle at 50°N on the 1st of July. We run an ensemble with four members: The volumetric soil moisture is either

385 set to Os=0.11 or 8s=0.3 and the land cover is either all grass or forest.

386 4.2 Proof of functionality

387 A functionality test between the compartment models within TSMP2 is a critical step to ensure the integrity and reliability
388 of the coupled system. The modular architecture of TSMP2 allows for an independent execution and a flexible coupling
389 configuration of the atmospheric, land surface, and hydrological models; therefore it is essential to verify that data
390 exchange, temporal synchronization, and physical feedback between the component models operate as intended. Such a test
391 confirms that variables are correctly passed, remapped, and conserved across interfaces and to identify potential

392 communication errors, unit mismatches or unintended time lags between the compartments. As we use a fixed flux coupling
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393 approach, any difference between the exchanged fluxes should only originate from the remapping (see Section 3.2 and 3.3).
394 The energy and mass budgets between the coupled compartments is consistent.

395

396 Figure 4 shows a comparison of the exchanged fluxes and states of the compartment models using the output from each
397 component model. The surface energy and water balances are central to the interactions between the atmosphere and the
398 land surface. The surface energy fluxes of ICON and eCLM in Figure 4a illustrate that variables pass the coupler interface
399 between ICON and eCLM unmodified, as expected. The flux partitioning reflects the diurnal cycle. The liquid water content
400 (Figure 4b) in the soil layer between 0.02-0.06m of eCLM and ParFlow match as well. Please note that the lines exactly
401 overlap. The decrease is due to the evapotranspiration. Because two grid elements of eCLM exactly match one ParFlow grid
402 element (see Figure 3) this also demonstrates the consistent interpolation between the eCLM and ParFlow grids.
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406 Figure 4: Comparison of model domain average fluxes (a) and states (b) passed between the TSMP2 compartment models. (a)
407 ICON (long dashes) and CLM (short dashes) sensible (SHFL) and latent (LHFL) heat flux at the surface [W m]. (b) eCLM (long
408 dashes) and ParFlow (short dashes) liquid water content between 0.02-0.06m depth [kg m’]. Please note the lines overlap exactly.
409 Shown is the experiment ensemble member land cover for grass, clay loam soil texture, and an initial soil moisture of Os =0.11.
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413 Figure 5: As in Figure 4, for land cover grass and Needleleaf temperature evergreen tree (forest) and initial soil moisture of

414 6s =0.11 and Os =0.3, and in (b) planetary boundary height identified via the Richardson number.
415

416 Figures 5a and 5b are also from the same ensemble of test simulations, as described above. Here we present the domain

417 averaged surface energy fluxes and planetary boundary layer (PBL) height, respectively, the latter serving as an indicator of
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418 the intensity and extent of turbulent mixing and thermodynamic processes occurring within the PBL. Lower soil moisture of
419 ParFlow propagates via eCLM into a smaller sensible heat flux, which results in less buoyancy and thus to a lowering of the

420 PBL height.

421 4.3 Sensitivity to coupling time step
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423 Figure 6: Ground temperature at the end of the simulation period for different coupling time steps for the idealized test case

424 (Section 4.1) with ICON-eCLM-ParFlow and land cover for grass, clay loam soil texture, and an initial soil moeisture of 6 =0.3.

425 Based on the same idealized test case of section 4.1, additional tests were designed to explore how different coupling
426 interval time steps affect the representation of land-atmosphere interactions in terms of energy fluxes and near-surface air
427 temperature. For all experiments, the model time step for all component models was fixed at 10 seconds, while the coupling
428 time step was modified as indicated in Figure 6. Prior studies (Beljaars et al., 2017; Gross et al., 2018) have shown that
429 large coupling time steps can lead to inaccuracies due to the asynchronous exchange of fast-evolving variables or processes.
430 Our simulations confirm this sensitivity. Longer coupling intervals result in a lowering of temperature compared to shorter

431 coupling time steps (Figure 6).

432 Specifically, the analysis reveals that the optimal coupling time step aligns with the radiation time step, typically on the
433 order of 15 to 30 minutes, depending on model configuration. Coupling intervals longer than one hour lead to a noticeable
434 deterioration in physical consistency, highlighting the importance of tight coupling for realistic representation of non-linear
435 exchange processes. This effect of linearization introduced by operator splitting across component models becomes evident
436 in the model response when the coupling time step is increased and is dependent on the involved processes, which in turn
437 depend on the grid spacing of the model.. These simulations inherently require fine temporal resolution, making sub-hourly
438 coupling both necessary and practical. Therefore, coupling time steps exceeding one hour are not planned for regular use

439 within the platform.
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440 5. Real test case - CORDEX EUR-12

441 The real case test case shows the ability of the coupled model system to perform as a regional Earth system model. The
442 model domain encompasses the Pan-European continent (Figure 6) and operates at a horizontal resolution of 0.11°
443 (approximately 12.5 km), referred to as the “EUR-12” grid, as part of the COordinated Regional Downscaling EXperiment
444 (CORDEX) project (Gutowski Jr. et al., 2016; Jacob et al., 2020).

445 5.1 Experiment design

446 The ICON model follows the so-called “recommended configuration” of the Climate Limited area Modelling COMmunity
447 (CLMcom) with 50 vertical layers. In this configuration, the eCLM model includes 20 soil layers with a combined depth of
448 8.5 meters. These layers align with the top 20 layers in ParFlow, which extends further with 10 additional layers of
449 increasing thickness toward the base of the model domain, reaching a total depth of 60 meters. ParFlow and eCLM use a
450 time step of 15 minutes, which is also the coupling time step between the compartments, while ICON is running on a 100
451 second time step.

452

453 The external static parameter fields are shared between the component models. The topography data are based on the
454 ASTER dataset. Globcover is used as a land cover data set and mapped to the 17 plant functional type classes of eCLM.
455 ParFlow's hydraulic conductivity parameters are estimated based on soil texture data from the SoilGrids database. Fifteen
456 distinct soil types are used to define permeability, porosity and soil hydraulic conductivity. Figure 7 shows examples of
457 prominent static input data.

458

459 The simulation period is July 2017, during which much of Europe experienced a heatwave, and below-average precipitation
460 in some regions. The eCLM is spun-up for 10 years. ParFlow IHM is initialized with a spatially homogeneous water table
461 depth of 2m. The atmospheric boundary conditions for the land surface model spin-up, as well as the initial and lateral
462 boundary conditions, prescribed sea surface temperatures for the atmospheric model, were derived from the ECMWF
463 ERADS reanalysis (Hersbach et al., 2020).

464

465 The modular structure of TSMP2 enables a robust validation strategy for its component models by allowing them to be run
466 in standalone, atmosphere-land, land-hydrology, or fully coupled atmosphere-land-hydrology configurations. This flexibility
467 facilitates a targeted evaluation of model system interactions and ensures that there are no coupling-induced artifacts. This
468 stepwise comparison ensures that coupling processes preserve the physical integrity of the individual models and gives
469 confidence in the validity of the fully coupled system. Also, this type of comparison shows the impact of the coupling, i.e.,
470 differing results are expected. Since the standalone versions of the component models - such as the ICON atmospheric,
471 eCLM land surface, and ParFlow hydrologic modules - have been in use in a large number of applications and have been
472 independently validated against observational data, their established reliability provides a frame of reference for comparison

473 (e.g., Belleflamme et al., 2023; Lawrence et al., 2019; Pham et al., 2021).
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476 Figure 7: External parameters for CORDEX EUR-12 domain: (a) topography based on ASTER database, (b) dominant land
477 cover based on Globecover2009, and (c) soil texture classes in 0.02-0.06m depth based on SoilGrids dataset.

478 5.2 Results

479 This real data case simulation serves as a proof-of-concept, that TSMP2 can be used for such (climate mode) simulations.
480 An analysis of the temporal evolution of 2-m air temperature across all model configurations - standalone, two-model
481 coupling, and fully coupled - reveals a generally consistent behavior in terms of variability and diurnal patterns (Figure 8a).
482 Simulations that incorporate the atmosphere-land surface coupling show systematically lower daily temperatures compared
483 to the other simulations. Furthermore, the fully coupled ICON-eCLM-ParFlow and ICON-eCLM configurations show
484 similar temperature behavior, while the eCLM-ParFlow simulation closely aligns with the standalone eCLM run. This

485 indicates that the inclusion of ParFlow exerts only a modest influence on near-surface temperature relative to the impact of
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486 the land-surface model. For 2 m specific humidity, higher values are observed at the start of the month due to the inclusion
487 of ParFlow. This effect evens out over the course of the month (Figure 8b).

488

489 The time of the 2m maximum temperature changes with the used LSM. While the 2m maximum temperature with the
490 eCLM LSM is at 14UTC, with ICON and the TERRA-ML LSM it is 1-2 hours earlier, depending on the region (Figure 8b).
491 While the inclusion of ParFlow in the Prudence region of Scandinavia (SC) has no effect, low temperatures are reached in
492 the Iberian Peninsula (IP) and Mediterranean (MD) when the ParFlow IHM component is included. In return, the inclusion
493 of ParFlow results in a more humid atmosphere compared to runs without the IHM component. However, the greatest effect
494 on the 2m specific humidity is observed in an active atmosphere. The daily cycle of 2m specific humidity is driest in the

495 coupled ICON-eCLM simulations, while the simulations with offline atmospheric forcings are wettest (Figure 8b).
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501 Figure 8: Domain averages (lines) and 25/75% quantiles (shaded area) of the 2m air temperature (a, left column), 2m specific
502 humidity (a, right column) of EURO-CORDEX EUR-12 domain over land for ICON, eCLM, ParFlow, ICON-eCLM,
503 eCLM-ParFlow and ICON-eCLM-ParFlow for July 2017. (b): same as (a) for the diurnal cycle for EURO-CORDEX EUR-12
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504 domain over land and Prudence regions Iberian Peninsula (IP), Meditarianien (MD) and Scandinavien (SC) after Christensen
505 and Christensen (2007).

506

507 The evaporation fraction (EF) is used as an indicator for characterising atmosphere-land-groundwater coupling (Keune et
508 al., 2016). Figure 9 shows how water and energy fluxes at the surface are clearly affected by the coupling. The
509 ICON-eCLM-ParFlow simulation is used as a reference. As expected, the lowest EF is seen on the African continent, while
510 the highest is seen in Eastern Europe. All simulations show a higher EF over Central Europe compared to the fully coupled
511 reference simulation. Over the Iberian Peninsula, the inclusion of the ParFlow in the coupling leads to a higher EF.
512 ParFlow’s impact is still somewhat limited in this simulation, due to the relatively short spinup of the subsurface;
513 ICON-eCLM shows the smallest difference to the reference, also eCLM vs eCLM-ParFlow are very similar. What seems to
514 have the largest impact here on flux partitioning is the inclusion of eCLM that differs strongly from the TERRA in the
515 ICON standalone TSMP2 variant. The LSMs differ for example with respect to their transfer schemes, which is TKE-based
516 in TERRA vs Monin-Obukhov similarity theory-based in eCLM.

517
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519 Figure 9: Evaporative fraction (ratio between latent heat flux and available energy at the land surface) between 06-18 UTC, of
520 EURO-CORDEX EUR-12 domain over land for ICON-eCLM-ParFlow (reference) and ICON, eCLM, ParFlow, ICON-eCLM,
521 eCLM-ParFlow minus reference (from left to right) for 31th July 2017.

522 6. Performance and portability

523 6.1 Portability

524 A key strength of TSMP2 lies in its high degree of portability across computational environments. The model system is
525 implemented with a modular and standardized infrastructure using a CMake-based build system. CMake enables a
526 standardized and flexible mechanism for configuring, compiling and linking its modular components, ensuring
527 compatibility with a wide range of compilers, libraries and architectures. As a result, TSMP2 can be deployed seamlessly on
528 platforms ranging from local workstations (Linux-based) to high-performance computing (HPC, Tier 0-3) clusters and
529 emerging exascale architectures.

530

531 Different environments are stored in dedicated environment files, each loading the corresponding software environment and

532 compiler settings. These settings can be found in the TSMP2 env directory and can be expanded to any computational
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533 environments which are not supported by default. The required dependencies can vary, depending on the installed

534 component model combination.

535 6.2 Scalability

536 The scalability of the system is constrained by the scalability of the component models. A strong scaling study is performed
537 on the JURECA-DC HPC system at the Juelich Supercomputing Centre in Germany, with hybrid MPI-OpenMP
538 parallelization and O2 optimization. JURECA-DC features two AMD EPYC 7742 CPUs per node (128 cores), and
539 InfiniBand HDR100 using an Intel toolchain with a ParaStation MPI implementation (Jiilich Supercomputing Centre, 2021).
540 The strong scaling test is based on the EURO-CORDEX EUR-12 climate simulation experiment setup (Section 5.1),
541 including I/O. The target simulation time for such simulations is usually one Simulated Year Per real Day (SYPD).
542 Performance optimisation and scaling studies with a fully coupled system may be complicated (Gasper et al., 2014), and
543 depend on a combination of HPC System, compile time optimisation, model configuration, I/O, model timesteps, coupling

544 time steps, domain or problem size, and grid spacing.
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548 Figure 10: Strong scaling for EURO-CORDEX EUR-12 test case for individual component models ICON, eCLM, ParFlow and

549 for the coupled system ICON-eCLM-ParFlow for a simulation time of one month. (a) Speed-up curves of component models and
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550 the fully coupled system, black line is ideal speed-up. (b) Bar charts of wallclock times for the fully coupled system (red), ICON
551 only (blue, I/O: turquoise), eCLM only (green, I/O: olive), and ParFlow only (brown).

552

553 Here we apply a simplified scaling experiment where in a first step the optimum scaling of one of the TSMP2 component
554 models, here ICON, is determined; this defines then the wallclock runtime performance envelope for eCLM and ParFlow. In
555 a subsequent step ParFlow is scaled until the ICON runtime stays the same. eCLM scaling follows, according to the same
556 principle. In effect, no component model needs to wait for the others. Thus, for ICON-eCLM-ParFlow, the number of
557 processors specified by ICON remains the same for eCLM and ParFlow at 384 processors.

558

559 ICON shows a moderate strong scaling up to 512 processors. Due to the asynchronous output of ICON (io_proc_num=3),
560 the I/O only adds up 10-40 seconds to the total simulation time (20k-60k seconds). Thus, the I/O is not a limiting factor for
561 the scaling of ICON. Whereas, for the eCLM strong scaling, the I/O is a limiting factor, occupying up to 50% of the total
562 runtime for 640 processors. The speed-up of ParFlow follows the optimum line.

563

564 The simulation time is highest for ICON, which is due to its comprehensive physical parameterisations and fine spatial
565 resolution, which increase the computational effort. ParFlow has less demanding computational requirements (Figure 10b).
566 In contrast, e€CLM has significantly faster run times, with simulation times that are orders of magnitude shorter than those of
567 ICON and ParFlow.

568

569 For the coupled system, the number of processors for ParFlow and eCLM is fixed to 384 cores, respectively. The scaling of
570 the coupled system follows the one of the ICON model (Figure 10 a), indicating that this is the limiting component model
571 for the scalability of the system. The simulation time of the coupled model system is larger than the combined simulation
572 times of ICON and eCLM (Figure 2) by 2-5%, which could be attributed to the exchange of fields and load balancing
573 between the three compartments. The reader should keep in mind that in the coupled system, ICON and ParFlow run
574 (partially) concurrently, whereas eCLM runs sequentially before/after ICON and ParFlow. It is therefore expected that the
575 ICON runtime and scalability properties dominate the TSMP2 coupled runtime and scalability.

576 6.3 Computational overhead of the coupled model

577 The runtime overhead introduced by the coupled system in TSMP2 amounts to approximately 2-10% compared to the
578 standalone execution of individual component models (Figure 10), if one ignores the increase in computational resources
579 needed. This overhead primarily arises from the coordination and data exchange managed by the coupler, including
580 synchronization at defined coupling intervals. This interpolation step adds computational complexity and communication
581 load beyond the baseline coupling overhead. However, increasing the number of coupled fields, i.e., the volume of
582 exchanged variables, does not have a significant impact on run-time performance, indicating that the communication
583 infrastructure is efficient and not a bottleneck in typical use cases. Overall, TSMP2 maintains strong performance while
584 enabling comprehensive process coupling. In future, a reduction of the runtime overhead could be achieved through the
585 parallel execution of the component models (see Figure 2) and the optimisation of the eCLM output. The I/O of eCLM is
586 the most limiting part in the total runtime of this compartment. Performing output of eCLM after sending the exchanged

587 quantities would be an optimisation for the total runtime of the coupled system. The parallel execution would result in the
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588 exchanged quantities having a time shift. However, Marti et al., (2021) showed that using an atmosphere-first approach in

589 parallel execution only resulted in a slight degradation of the simulation results.

590 7. TSMP2 framework

591 In order to run simulations, simply providing the coupled model and the build script is not enough. It is also necessary to
592 have static or external parameter fields (topography, land cover, etc.), forcing data, i.e., time-varying boundary conditions,
593 initial conditions, as well as a model configuration, i.e., namelists, and a workflow engine for simulation and data handling,
594 based on a properly installed and maintained runtime environment. In order to handle the authors' own simulation
595 experiments efficiently, aid the development of TSMP2 and support training activities, all of the aforementioned
596 components that make up the TSMP2 framework are provided via public Git repositories. To ensure modularity, which aids
597 in a flexible use and maintenance of the system, each component of the framework has its own Git repository. Together,
598 these components constitute the TSMP2 framework, offering an end-to-end solution that facilitates reproducible workflows,
599 lowers barriers to adoption, and enhances the usability of TSMP for both research and operational applications.

600

601 An overview of the software tools can be found at
602 https://github.com/HPSCTerrSys/.github/blob/main/profile/README.md. The workflow engine provides a summary of the
603 functionalities around simulation experiments by using Git submodule functionality to manage the respective parts to

604 perform a specific simulation ( https://github.com/HPSCTerrSys/TSMP2_workflow-engine ).

605 8. Conclusions and outlook

606 In this model descriptor study, we present the fully modernized free open-source Earth system model, TSMP v2.0.0
607 (TSMP2). In TSMP?2 the state of the art atmospheric model ICON (v2024.07), the land surface model eCLM (v0.4) and the
608 integrated hydrologic model ParFlow (v3.14) are coupled via the OASIS3-MCT coupler (v5.0). TSMP2 can be used for a
609 wide range of simulation experiments across a range of spatial and temporal scales. With its focus on a sophisticated
610 terrestrial hydrology representation and explicit treatment of 3D hydrodynamics and groundwater processes and its flexible
611 modular structure, TSMP2 is a valuable tool for studying atmosphere-land-subsurface interactions, water resources
612 questions, and for climate simulations as part of a new class of “increased complexity” model systems, as used in the
613 CORDEX experiment.

614

615 The first version of TSMP (TSMP1) has been in use for over a decade, with a focus on land-atmosphere interaction and
616 water cycle research. TSMP2 enables an even more accurate simulation of the energy and water cycles through the use of
617 new coupling strategies. The state-of-the-art modelling components makes it possible to have a more complete process
618 representation. In this study, the basic coupling functionality of TSMP2 is demonstrated through idealised experiments that
619 also highlight the interconnectivity between groundwater and the atmosphere. A correlation between coupling time step and
620 model parameterisations such as the radiation subroutine calls was found. A real data case simulation over the CORDEX
621 EUR-12 pan European model domain illustrates TSMP2’s readiness for regional Earth system modelling.

622

21



https://doi.org/10.5194/egusphere-2025-5468
Preprint. Discussion started: 14 November 2025 EG U
sphere

(© Author(s) 2025. CC BY 4.0 License.

623 As part of the ongoing development TSMP2, a 20-year simulation period is planned for the EUR-12 region at spatial
624 resolutions of 12 km and convection-permitting 3 km. This extended simulation will enable comprehensive evaluation of
625 model performance. The 12 km simulations will provide a robust baseline for regional climate processes forced with ERA5
626 reanalysis data, while the high-resolution 3 km runs will allow for detailed analysis of fine-scale phenomena such as
627 convective precipitation and land-atmosphere feedbacks. Evaluation will be conducted using a suite of observational
628 datasets and reanalyses, ensuring rigorous assessment of atmospheric, land surface, and hydrological components.

629

630 eCLM supports the simulation of bio-geochemical cycles, dynamic vegetation, and a sophisticated representation of urban
631 areas; these features are implemented but not subject to this introduction. In this study, we focused on the hydrological cycle
632 above and below land. To limit complexity and computational demand, we did not include an interactive ocean component,
633 instead prescribed sea-surface temperatures are used. However, achieving a fully integrated Earth system model will require
634 adding an explicit ocean model to TSMP. Oceans contribute to climate regulation through heat storage, carbon
635 sequestration, and biogeochemical cycling, and their coupling with land and atmosphere processes can improve feedback
636 representation, such as carbon exchange and coastal runoff (Heinze et al., 2019).

637

638 The MPI-based parallelization paradigm also allows for the usage of heterogeneous supercomputers combining CPUs and
639 GPUs, either through Modular Supercomputer Architecture (MSA) execution modes, or the tightly integrated CPU-GPU
640 architecture of superchips such as Grace-Hopper (Caviedes-Voullieme et al., 2025). GPUs can be utilized for tasks that
641 require a high level of computation, such as those related to atmospheric and hydrological components. While keeping
642 memory demanding applications, such as the land component, on the CPU.

643

644 Coupling and synchronisation within terrestrial systems is critical to accurately represent the complex interactions between
645 the atmosphere, land surface and hydrological processes. These components operate on different spatial and temporal
646 scales, necessitating a robust coupling framework that ensures consistent exchange of energy, mass and momentum across
647 compartment interfaces. Previous studies, such as Marti et al. (2021), have shown how coupling synchronisation can
648 influence simulation outcomes and how this influence can be measured using the Schwarz iterative. We plan to adjust the
649 model synchronisation in the future to concurrent coupling by performing an atmosphere- and hydrology-first sequence.
650 This will make a higher frequency between atmosphere and land surface coupling possible.

651

652 This initial presentation of TSMP2 has not yet addressed its capability to operate at the global scale. The ICON atmospheric
653 model is run in many climate and NWP applications globally and eCLM - by original design also the land surface
654 component model of CESM2 (Danabasoglu et al., 2020) - likewise supports global deployment. The hydrologic model
655 ParFlow has recently proven to work globally. Together, these components provide a strong foundation for extending
656 TSMP2 toward fully global Earth system simulations.

657

658 All component models of TSMP2 are under active development, and the modular design of TSMP2 makes such updates
659 easily possible. TSMP2 will continue to be actively developed as a free and open source (regional) Earth system model and
660 in conjunction with a modular framework of auxiliary software tools will be a platform for collaborative research on

661 terrestrial system processes.
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662 Code and data availability

663 The TSMP2 coupled system can be downloaded from GitHub under this URL: https://github.com/HPSCTerrSys/TSMP2.

664 The HPSC-TerrSys competence center GitHub account with all relevant auxiliary tools for TSMP2 is under this URL:
665 https://github.com/HPSCTerrSys.

666 The complete idealized simulation experiment (initial fields, external parameter fields, model configuration files) from
667 Section 4 is available under this URL:

668 https://github.com/HPSCTerrSys/simexp ideal fs-idealnwp icon-eclm-parflow wfe-case.

669 The complete real case simulation experiment from Section 5 is available under this URL:

670 https://github.com/HPSCTerrSys/TSMP2 workflow-engine/.

671 The ERAS reanalysis data used as boundary conditions for the real data case in Section 5.2 can be downloaded via the

672 Copernicus Climate Change Service, Climate Data Store https://cds.climate.copernicus.eu/datasets.
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