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Abstract. This study presents the first implementation and evaluation of radar reflectivity data assimilation capabilities within 

the ensemble three-dimensional variational (En3DVar) data assimilation (DA) system of the Joint Effort for Data assimilation 

Integration (JEDI) framework. Building on our earlier works that assimilated reflectivity in JEDI LETKF and in GSI En3DVar, 10 

this study focuses on the JEDI En3DVar algorithm when coupled with the FV3-LAM model using the Thompson microphysics 

scheme. The radar reflectivity observation operator is refined by modifying the snow and graupel reflectivity formulations to 

improve consistency with Thompson microphysics. The new operator notably improves reflectivity analyses at the upper levels 

and reduces root-mean-square innovations for both reflectivity and radial velocity during the DA cycles. A high-impact 

convective storm event is used to evaluate the new implementation. DA experiments are conducted using both the JEDI and 15 

GSI En3DVar systems, employing identical observation operators and similar configurations. The resulting analyses and short-

range forecasts from the two systems are comparable, supporting the validity of the new implementation of JEDI En3DVar 

for reflectivity and radial velocity assimilation. Additional comparisons with real-time High-Resolution Rapid Refresh 

(HRRR) and experimental Rapid Refresh Forecast System (RRFS) forecasts are made. The JEDI-based experiment captures 

the storm structure and placement with accuracy similar to or better than the HRRR and RRFS forecasts. Improvements are 20 

especially evident in the depiction of convective cores and stratiform rainbands, where reflectivity intensity and coverage are 

better aligned with radar observations. 

1 Introduction 

Accurate prediction of high-impact convective-scale weather events such as supercells, tornadoes, and heavy precipitation 

remains a critical challenge for both research and operational numerical weather prediction (NWP). High-resolution radar 25 

observations, particularly radar reflectivity and radial velocity, offer invaluable information on the internal structure and rapid 

evolution of convective storms. The assimilation of such radar observations into NWP models has been shown to significantly 

improve the quality of initial conditions, thereby enhancing short-range forecast skill (e.g., Sun and Crook 1997; Schenkman 
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et al. 2011; Snook et al. 2012; Sun et al. 2014; Kong et al. 2018; Tong et al. 2020; Labriola et al. 2021; Park et al. 2023; Gao 

et al. 2024). 30 

Ensemble Kalman filter (EnKF, Evensen 2003) and variational methods are two primary approaches for directly 

assimilating radar reflectivity. Compared to the variational methods, EnKF is generally easier to implement and provides 

ensemble of analyses that can be used to initialize ensemble forecasting systems, such as the Global Ensemble Forecast System 

(GEFS, Zhou et al. 2022) and the High-Resolution Rapid Refresh Ensemble (HRRRE, Kalina et al. 2021) forecasting system 

of the U.S. National Weather Service (NWS). Both EnKF and variational methods rely on the assumption of Gaussian error 35 

statistics. For EnKF, this limitation is particularly evident because the ensemble represents the forecast distribution only 

through its mean and covariance, making the analyses suboptimal in the presence of strong nonlinearities or non-Gaussian 

errors, whereas variational methods can partly alleviate such issues through non-quadratic cost functions and variational 

quality-control schemes (Lorenc 2003). Due to the limited ensemble sizes typically used, EnKF also suffers from rank 

deficiency with its background error covariance matrix, and ensemble under-dispersion (Houtekamer and Zhang 2016).  40 

Variational methods, including the three-dimensional variational (3DVar), pure or hybrid ensemble-variational 

(En3DVar) methods, find the analyzed state using by minimizing a variational cost function. The variational framework makes 

it easier to include both static and ensemble-derived background error covariance in hybrid En3DVar algorithms (Hamill and 

Snyder 2000; Lorenc 2003). The implementation of variational methods typically requires the development of tangent-linear 

and adjoint models of observation operators, which increases computational and coding complexity. When the operational 45 

operators contain high nonlinearity, such as those of radar reflectivity, difficulties can arise in achieving minimization 

convergence or even cause instability (Sun and Crook 1997; Liu et al. 2020). The linearization of nonlinear observation 

operators introduces error; it can be mitigated to some extent by using double-loops, where re-linearization is done in the outer 

loops around new states obtained in the inner loops, via an effectively iterative procedure (Courtier et al. 1994). 

To avoid the use of tangent-linear and adjoint of the nonlinear reflectivity operator, Wang and Wang (2017) 50 

introduced a formulation within the GSI-based pure En3DVar system in which radar reflectivity is treated as a state variable. 

This approach enables the assimilation of reflectivity observations without explicitly involving the reflectivity observation 

operator in the observation term of the cost function, thereby avoiding the technical complexities associated with operator 

linearization. With this formulation, the analysis of the hydrometeor variables that otherwise would appear directly within the 

observation operator rely entirely on ensemble-derived cross-covariances, which may not work well when the ensemble-55 

derived covariance is poorly estimated. Another important issue is that it is not straightforward to include static covariance 

within hybrid En3DVar algorithm using, e.g., the commonly used extended control variable method (Lorenc 2003). 

Several recent studies have focused on improving the direct assimilation of radar reflectivity in variational 

frameworks, in the areas of solution accuracy and issues related to high nonlinearity of the reflectivity and the consistency of 

operator with microphysics schemes used. For pure 3DVar without the help of reliable cross-covariances, Liu et al. (2019) 60 

introduced temperature-dependent background error profiles for hydrometeor variables to enable physically realistic 

partitioning between liquid and ice hydrometeors. Liu et al. (2020) identified minimization convergence issues related to the 

https://doi.org/10.5194/egusphere-2025-5411
Preprint. Discussion started: 24 November 2025
c© Author(s) 2025. CC BY 4.0 License.



3 
 

use of hydrometeor mixing ratios as control variables and proposed two treatments: applying a lower bound on reflectivity to 

avoid instability with cost function gradient calculations; and employ separate variational analysis passes for radial velocity 

and reflectivity data to avoid the dominance of the reflectivity observation term in the cost function. These treatments 65 

significantly improved analysis stability and accuracy. 

Chen et al. (2021) introduced power-transform to the hydrometeor control variables, allowing for the adjustment to 

the nonlinearity of the control variable and observational variable relationship through a tunable exponent of the power 

transform. Their results showed much faster and more effective cost function convergence and reduced spurious analysis 

increments. Building upon this, Li et al. (2022) further applied a similar power transform to the total number concentration of 70 

rainwater associated with a double-moment microphysics used in the prediction model which further improved the analysis. 

In Liu et al. (2022), the reflectivity observation operator was reformulated to be consistent with the Thompson microphysics 

scheme (Thompson et al. 2008) used. The operator and its adjoint were implemented in the En3DVar system within the 

Gridpoint Statistical Interpolation (GSI, Kleist et al. 2009) framework, and the new operator led to improved analyses and 

short-range forecasts compared to those using single-moment-based operators. 75 

The GSI data assimilation (DA) system is currently used in U.S. operational numerical weather prediction systems. 

Three methods for assimilating radar reflectivity have been developed and implemented in GSI: indirect assimilation through 

cloud analysis (e.g., Banos et al. 2022; Dowell et al. 2022), used operationally in the High-Resolution Rapid Refresh (HRRR) 

system (Benjamin et al. 2016); direct method based on the reflectivity-state-variable approach (Wang and Wang 2017), which 

has been adopted in the initial version of the Rapid Refresh Forecast System (RRFSv1, Banos et al. 2022; Carley et al. 2023); 80 

and a traditional variational approach that includes the reflectivity observation operator along with its tangent-linear and adjoint 

components in the cost function, which are formulated to be consistent with model microphysics (Liu et al. 2022). 

The Joint Effort for Data assimilation Integration (JEDI; Trémolet and Auligné 2020) is being developed as the next-

generation DA system for NOAA’s Unified Forecast System (UFS), with the goal of replacing the current GSI framework. 

JEDI is designed to be modular, extensible, and model-agnostic, enabling community-driven development and supporting both 85 

research and operational applications across coupled Earth system components. Recent progress has demonstrated the 

feasibility of assimilating radar observations within JEDI using variants of the EnKF method. Park et al. (2023) implemented 

radar DA in JEDI coupled with the FV3-LAM model (Lin 2004) using the Local Ensemble Transform Kalman Filter (LETKF, 

Hunt et al. 2007) and the gain-form localization version of LETKF (LGETKF, Bishop et al. 2017), showing promising results 

in the analysis and short-range prediction of convective storms. However, Park et al. (2023) was limited to demonstrating 90 

reflectivity and radial velocity assimilation using the LETKF and LGETKF ensemble algorithms in JEDI. In contrast, the 

assimilation with En3DVar requires the implementation and testing of tangent-linear and adjoint components, which are highly 

desirable within JEDI. In fact, the core of the data assimilation systems in current NWS operational regional forecasting models 

is the hybrid En3DVar, although it is based on the GSI framework (Hu et al. 2017; Wu et al. 2017; Dowell et al. 2022). 

Therefore, the development of direct reflectivity assimilation capabilities within the JEDI variational framework is both 95 
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desirable and timely. This work addresses this gap by developing and implementing the tangent-linear and adjoint of the 

reflectivity operator in the JEDI variational system, enabling variational assimilation of radar reflectivity. 

Specifically, this study refines a radar reflectivity observation operator to improve its consistency with the double-

moment Thompson microphysics scheme, which is used in the current operational HRRR and the next-generation RRFS. The 

refined operator is implemented in both the GSI and JEDI En3DVar systems, thereby enabling direct variational assimilation 100 

of reflectivity within JEDI. A convective storm case is then used to test and evaluate the new operator, with forecasts compared 

against those of the operational HRRR, which still employs indirect cloud analysis, and an experimental RRFS that uses the 

reflectivity-state-variable approach. The evaluation highlights the impacts of the refined operator on the analysis and short-

range prediction of convective precipitation and storm structure. 

The remainder of this paper is organized as follows. Section 2 describes the refinement of the reflectivity observation 105 

operator. Section 3 introduces the test case, and presents the forecast model and DA configurations, and the design of the DA 

experiments. Section 4 presents the results, including the evaluations of the refined operator, intercomparisons between the 

JEDI and GSI systems, and baseline forecast comparisons against independent operational HRRR and RRFS prototype runs 

from the 2022 Hazardous Weather Testbed Spring Forecast Experiment (NOAA 2022). Section 5 summarizes the key findings 

and discusses their implications, along with potential directions for future work. 110 

 

2 Reflectivity observation operator for Thompson microphysics 

The radar reflectivity Z is defined as 

𝑍𝑍 = 10 log10𝑍𝑍𝑒𝑒  ,                                                (1) 

where 𝑍𝑍𝑒𝑒  is the equivalent reflectivity factor that contains contributions from various hydrometeor species. Thompson 115 

microphysics scheme employs a double-moment formulation for rainwater that predicts the mixing ratios and total number 

concentrations. Therefore, Ze is computed from the mixing ratios of precipitating hydrometeors of rainwater (qr), snow (qs), 

and graupel (qg), along with the total number concentration of rainwater (Ntr), according to 

𝑍𝑍𝑒𝑒 =  𝑍𝑍𝑒𝑒𝑒𝑒(𝑞𝑞𝑟𝑟 ,𝑁𝑁𝑡𝑡𝑡𝑡) + 𝑍𝑍𝑒𝑒𝑒𝑒(𝑞𝑞𝑠𝑠) + 𝑍𝑍𝑒𝑒𝑒𝑒(𝑞𝑞𝑔𝑔).         (2) 

The rainwater contribution to the equivalent reflectivity, Zer, is computed from the mixing ratio qr and the total number 120 

concentration Ntr, which are explicitly predicted. Assuming spherical raindrops and using the Rayleigh scattering 

approximation, Zer is calculated as 

𝑍𝑍𝑒𝑒𝑒𝑒 = 1018×720(𝜌𝜌𝑞𝑞𝑟𝑟)2

𝜋𝜋2𝜌𝜌𝑟𝑟2𝑁𝑁𝑡𝑡𝑡𝑡
,                                      (3) 

where 𝜌𝜌 is the air density, and 𝜌𝜌𝑟𝑟 is the density of rainwater. 

In the Thompson microphysics, the snow particle size distribution is represented as a sum of an exponential and a 125 

gamma distribution, with parameters that depend on temperature and snow mixing ratio (Thompson et al. 2008). For graupel, 
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the intercept parameter varies with graupel mixing ratio and temperature, and distinct densities are assumed above and below 

0 °C (dry/wet states). These scheme-specific details yield piecewise and state-dependent formulations in WRF that are not 

well suited for constructing smooth, differentiable tangent-linear and adjoint operators required by En3DVar. Therefore, where 

closed-form mappings exist (e.g., rain and dry snow) we apply them directly, and for wet snow and temperature-dependent 130 

graupel we use compact least-squares power-law relations fit to reflectivity diagnosed from the Thompson scheme. This 

approach preserves consistency with microphysics while providing the smooth derivatives needed for stable variational 

minimization. 

In this study, the contributions of snow and graupel to reflectivity are treated differently than in Liu et al. (2022), 

which employed power-law approximations to the model-predicted mixing ratios using fitted curves directly derived from 135 

Thompson microphysics output. While parameterized relationships are still used here, a key improvement of the updated 

operator is the explicit incorporation of temperature-dependent melting effects, which distinguish between wet and dry states 

of hydrometeors by applying separate formulations above and below the freezing level. 

For snow, reflectivity calculations are separated into wet and dry snow conditions based on air temperature. For the 

wet snow state (air temperature T>0∘C), we developed a simplified power-law function based on the snow mixing ratio qs, 140 

expressed as 

𝑍𝑍𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤(𝜌𝜌𝑞𝑞𝑠𝑠)𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤 ,                            (4) 

where ρ is the air density, and the empirically derived coefficients are awet = 1.47 ×105 and bwet=2.67. These values were 

obtained by curve fitting to simulated reflectivity data from the Thompson microphysics scheme under wet snow conditions. 

For the dry snow state (air temperature T ≤ 0∘C), the radar reflectivity factor is computed following Thompson et al. 145 

(2008) and Field et al. (2005). It is given by 

𝑍𝑍𝑒𝑒𝑒𝑒 = 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑎𝑎(𝑇𝑇)(𝜌𝜌𝑞𝑞𝑠𝑠)𝑏𝑏(𝑇𝑇),                        (5) 

and constant Cdry  is defined as 

𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑 = �0.176
0.93

� �6
𝜋𝜋
�
2
�0.069
900

�
2

=  4.06 × 10−9.                       (6) 

For graupel, the equivalent reflectivity factor Zeg is also separated into two regimes depending on air temperature. 150 

Following the Thompson microphysics scheme, different graupel densities are assumed for temperatures above and below 

freezing. Accordingly, we apply two separate expressions for Zeg: 

                                   

𝑍𝑍𝑒𝑒𝑒𝑒 =

⎩
⎪
⎨

⎪
⎧
1015.25×720𝜌𝜌1.75𝑞𝑞𝑔𝑔2.5

𝜋𝜋1.75𝜌𝜌𝑔𝑔1.85               𝑇𝑇 > 0 ℃,

1016.5×720𝜌𝜌1.75𝑞𝑞𝑔𝑔2.5

𝜋𝜋1.75𝜌𝜌𝑔𝑔2.3                  𝑇𝑇 ≤ 0 ℃.

                                      (7) 

where 𝜌𝜌𝑔𝑔 is the graupel density. 155 

https://doi.org/10.5194/egusphere-2025-5411
Preprint. Discussion started: 24 November 2025
c© Author(s) 2025. CC BY 4.0 License.



6 
 

 
Figure 1. Scatterplots comparing the fitted relationships between radar reflectivity (dBZ) and mixing ratio (g kg⁻¹) for (a) snow and (b) 
graupel predicted using the Thompson microphysics scheme. Black dots show reflectivity values diagnosed directly from WRF model output. 
The red and blue circles indicate reflectivity computed using the updated and original observation operators, respectively. Coefficients of 
determination (r2) measure the agreement between each operator and the WRF-diagnosed reflectivity. 160 

To evaluate the operator consistency with the Thompson microphysics, reflectivity from the updated operator and the 

original operator of Liu et al. (2022) is compared with values diagnosed directly from the WRF model (Fig. 1). For snow, the 

Thompson scheme represents the PSD as the sum of an exponential and a gamma distribution with parameters that depend on 

temperature and snow content, which naturally produces a broad spread of WRF-diagnosed reflectivity at a given mixing ratio. 

The updated operator introduces separate temperature-dependent relations for wet and dry snow; the wet-snow branch on the 165 

left side of Fig. 1a closely follows the model-diagnosed values, raising the agreement to r² = 0.996 (versus 0.165 for the 

original). For graupel, the intercept parameter varies with mixing ratio and temperature, and different densities are assumed 

above and below 0 °C; these state dependencies likewise broaden the diagnosed spread. By explicitly accounting for the 

temperature dependence and density regimes, the updated graupel relation improves the agreement to r² = 0.968 (versus 0.781 

for the original). the updated relations provide a compact power-law approximation to the Thompson scheme, retaining its key 170 

dependencies while ensuring smooth derivatives required by the tangent-linear and adjoint operators. 

 

3 Test case and experiment setup 
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3.1 Case overview 175 

Figure 2 shows the observed composite reflectivity from the Multi-Radar Multi-Sensor (MRMS, Smith et al. 2016) at 0000 

UTC 13 May 2022, a well-organized, north–south-oriented convective line with a pronounced bowing segment over the Upper 

Midwest. A negatively tilted upper-level trough over the Midwest, combined with a low-level jet under an omega block pattern, 

facilitated northward transport of moisture and instability. A surface low formed over the western Midwest with an associated 

southward-extending cold front and a warm front located in Minnesota.  180 

Severe weather events and observations were reported across the midwestern contiguous United States (CONUS) 

within the verification domain (black box in Fig. 2). For example, at 2125 UTC 12 May, a Road Weather Information System 

weather station in Hutchinson County, South Dakota, recorded a wind gust of 107 mph. Additionally, six tornadoes in South 

Dakota and four in Minnesota were reported between 2300 UTC 12 May and 0000 UTC 13 May. Between 0000 and 0200 

UTC 13 May 2022, the primary forecast period of interest in this study, 17 tornadoes and 128 severe wind reports were 185 

observed across the north-central CONUS and the Great Plains, according to reports from the Storm Prediction Center. 

 
Figure 2. MRMS composite reflectivity (dBZ) at 0000 UTC 13 May 2022. The bold black box marks the verification domain, and WSR-
88D radar locations are indicated by black dots. 
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3.2 Experiment setup 190 

3.2.1 Model configuration 

The numerical experiments utilize the FV3-LAM configured with the RRFS_v1beta physics suite from the Common 

Community Physics Package (CCPP, Bernardet et al. 2024). The physics parameterizations include the Thompson 

microphysics scheme (Thompson et al. 2008) without aerosol coupling, the Mellor–Yamada–Nakanishi–Niino (MYNN) 

planetary boundary layer (PBL) scheme (Olson et al. 2019), the Rapid Radiative Transfer Model for GCMs (RRTMG) 195 

radiation scheme (Iacono et al. 2008), and the Noah-MP land surface model (Niu et al. 2011). The computational domain 

covers the midwestern United States, spanning 1050×850 horizontal grid points on an extended Schmidt projection grid at 

approximately 3-km horizontal grid spacing (Fig. 1). In the vertical, a terrain-following hybrid sigma-pressure coordinate with 

66 vertical levels is employed, with the model top is located near 214 hPa, consistent with RRFS_v1beta. 

 200 

3.2.2 Data assimilation system 

The radar DA experiments are conducted using En3DVar algorithms implemented within the GSI and JEDI frameworks. In 

both systems, ensemble perturbations for constructing flow-dependent background error covariances in En3DVar are generated 

using a variant of EnKF: the ensemble square root filter (EnSRF; Whitaker and Hamill 2002) in GSI and the LETKF (Hunt et 

al. 2007) in JEDI. These ensemble DA cycles are run in parallel with the En3DVar systems, and ensemble forecasts initialized 205 

from ensemble analyses in each cycle provide ensemble perturbations for En3DVar. Relaxation to prior spread (RTPS; 

Whitaker and Hamill 2012) ensemble inflation is applied with a coefficient of 0.99 to help maintain the ensemble spread. 

Ensemble localization is performed using a recursive filter in GSI En3DVar (Purser et al. 2003) and Background error on an 

Unstructured Mesh Package (BUMP; Ménétrier 2020) in JEDI, with horizontal and vertical localization scales of 18 km and 

0.7 ln(P), respectively. 210 

As part of this study, the radar reflectivity observation operator previously implemented within for GSI (Liu et al. 

2022) is first migrated into the Unified Forward Operator (UFO) module of JEDI. This operator follows the formulations 

introduced in section 2 and includes both forward operators and their tangent linear and adjoint components. The 

implementation enables variational assimilation of reflectivity in JEDI, and these capabilities have been publicly released as 

part of the JEDI community codebase after testing described in this paper as well as additional testing were completed. The 215 

analysis variables updated by the DA include zonal wind (u), meridional wind (v), air temperature (T), specific humidity (qv), 

layer pressure thickness (delp), rainwater (qr), snow (qs), graupel (qg), cloud water (ql), cloud ice (qi), and number 

concentration of rainwater (qnr). To address nonlinearity in the reflectivity observation operator, power-transformed control 

variables are adopted for hydrometeor fields following Chen et al. (2021) and Li et al. (2022). 

 220 
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3.2.3 Radar observations 

Radar reflectivity (Z) and radial velocity (Vr) observations are assimilated within a ±3-minute window around each analysis 

time. Reflectivity data are prepared from the MRMS mosaic, and radial velocity data from 40 operational WSR-88D radars 

are used, after automated quality control processes that include noise removal, clutter suppression, despeckling, and velocity 

dealiasing (Brewster et al. 2005). Observation errors are assumed constant at 5 dBZ for reflectivity and 3 m s⁻¹ for radial 225 

velocity. Reflectivity in clear-air regions in the MRMS data are set to 0 dBZ during assimilation, and radial velocity 

observations are used only where observed reflectivity exceeds 5 dBZ. 

 

3.2.4 Experiment design 

The DA experiments consist of a 1-hour model spin-up followed by five hourly assimilation cycles between 1900 UTC 12 230 

May and 0000 UTC 13 May 2022 (Fig. 3). The initial ensemble is generated from a 30-member GEFS analysis ensemble 

initialized at 1800 UTC 12 May. Each member is integrated forward using FV3-LAM for one hour to provide the initial 

background for the first assimilation cycle. Lateral boundary conditions are taken from 3-hourly GEFS ensemble forecasts 

initialized 1800 UTC 12 May. 

Four experiments are conducted: (1) NODA, a baseline run without radar data assimilation; (2) GSI-New, which uses 235 

EnSRF-updated ensembles and a modified reflectivity operator in GSI En3DVar; (3) JEDI-Org, which uses LETKF-updated 

ensembles and the original reflectivity operator in JEDI En3DVar; and (4) JEDI-New, which is similar to JEDI-Org but uses 

the modified reflectivity operator. In all En3DVar experiments, no static background error covariance is included; thus, the 

algorithms are pure En3DVar rather than hybrid. For baseline comparison, forecasts from HRRR and RRFS prototype 2 during 

the 2022 HWT Spring Forecast Experiment are also included. All experiments produce 6-hour ensemble forecasts initialized 240 

from the final analyses at 0000 UTC 13 May.  
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 245 
Figure 3. Flow diagram of the radar data assimilation experiment. A 1-hour model spin-up from GEFS ensemble initial conditions is 
followed by five hourly assimilation cycles between 1900 UTC 12 May and 0000 UTC 13 May 2022. Final analyses are used to launch 6-
hour ensemble forecasts. 

4 Results and discussions 

4.1 Impact of radar data assimilation on En3DVar analyses 250 

Figure 4 shows the root-mean-square innovation (RMSI) and mean innovation diagnostics for assimilated radar reflectivity 

and radial velocity during DA cycles. Compared to the NODA baseline, all radar assimilation experiments significantly reduce 

RMSIs for both Z and Vr (Figs. 4a, c), with steady decreases in Z RMSI throughout the assimilation period (Fig. 4a). Notably, 

JEDI-New consistently show improved performance over JEDI-Org, resulting in a lower RMSI of approximately 1.5 dBZ in 

the background and 3 dBZ in the analysis at the final cycle (Figs. 4a, b). This reduction highlights the impact of the updated 255 

reflectivity observation operator in JEDI. Mean innovations further confirm this improvement. The large positive reflectivity 

biases seen in the NODA experiment are substantially reduced in all radar-assimilation experiments. JEDI-New consistently 

outperforms JEDI-Org, especially in the background forecasts of reflectivity (Figs. 4e, f). 

For Vr, all DA experiments reduce the background RMSI relative to NODA (Fig. 4c), and their analysis RMSIs 

remain around 2.0 m s⁻¹ (Fig. 4d). However, JEDI-Org exhibits slightly higher RMSIs and mean innovations than JEDI-New 260 

and GSI-New (Figs. 4d and 4h), and difference is the largest in the Vr analyses between JEDI-New and JEDI-Org (Fig. 4d). 

This result suggests that inaccuracies in the reflectivity analysis associated with the use of a less accurate observation operator 

can lead to degraded wind analyses through multivariate correlations in the variational update. Notably, JEDI-New and GSI-

New produce nearly identical diagnostics throughout the assimilation period, despite differences in the ensemble DA methods 

and assimilation frameworks. These results indicate that JEDI-New can match the performance of GSI En3DVar when the 265 

same improved reflectivity observation operator is used. Since the reflectivity assimilation capabilities in GSI had been tested 

and reported in previous papers (Chen et al. 2021; Li et al. 2022; Liu et al. 2022), the comparison serves to demonstrate the 

validity of our implementation within JEDI. 
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 270 
Figure 4. The observation-space diagnostics from the backgrounds and analyses for the assimilated reflectivity and radial wind observations. 
For the Z diagnostics, they are calculated when observed Z or calculated H(x) is greater than or equal to 15 dBZ. 

Figure 5 compares composite reflectivity fields at the final analysis time (00 UTC 13 May 2022) among different DA 

experiments with the MRMS observations. The MRMS field (Fig. 5a) features a well-organized convective system across the 

Upper Midwest, including a north–south-oriented convective line with a bowing structure in the north and a localized curved 275 

reflectivity feature in the south. Without radar DA, the NODA (Fig. 5e) fails to capture the key storm structures. It misses the 

echo coverage in western Minnesota and along the South and North Dakota border and displays weak, poorly organized 

convection that significantly deviates from the observed reflectivity pattern. 

In contrast, the DA experiments substantially improve the representation of the convective system. The benefits of 

the updated reflectivity operator are clearly evident in the background fields. Compared to JEDI-Org (Fig. 5c), JEDI-New 280 

(Fig. 5d) produces stronger and better-placed reflectivity along the leading convective line and shows broader coverage in the 

post-line region. JEDI-Org underrepresents the trailing stratiform or weak echo region behind the convective line, resulting in 

a less complete depiction of the convective system. The JEDI-New background structure more closely resembles that of GSI-

New (Fig. 5b), which also captures both the leading convective band and the accompanying trailing echoes. These comparisons 

demonstrate the ability of the updated Z operator to improve short-term forecast fields. 285 

In the analysis fields, both GSI-New (Fig. 5f) and JEDI-New (Fig. 5h) produce well-organized convective structures 

that closely resemble the MRMS observation, successfully capturing the bowing segment in the north and the hook echo 
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structure in the south. In contrast, the JEDI-Org analysis (Fig. 5g) shows less coherent storm organization, particularly in the 

southern segment, where the hook echo is poorly represented.  

 290 

 
Figure 5. The composite reflectivity at final analysis time (00 UTC on May 13, 2022) from the observation and observation-space diagnostics 
from background forecasts and the analyses of the NODA, GSI En3DVar and JEDI En3DVar experiments using the original and modified 
Z observation operators. The dashed lines inside the panels show the locations of vertical cross sections shown in Figs. 6 and 7. 

Figure 6 shows vertical cross sections of composite reflectivity at the final analysis time (00 UTC 13 May 2022) 295 

along the dashed line in Figure 5. The MRMS observation (Fig. 6a) displays a well-developed deep convective system, 

featuring two upright convective towers: a dominant one near 95°W and a secondary one near 96.5–97°W. Both towers exhibit 

echo tops exceeding 14 km and strong reflectivity cores (≥50 dBZ) through the mid-levels. In contrast, the NODA analysis 

(Fig. 6e), which does not assimilate radar observations, exhibits a notable northward displacement of the convective system 

relative to the MRMS analysis. As a result, the main convective core is located outside the cross-section domain shown in Fig. 300 

5e, leading to the apparent absence of deep echoes in the vertical structure. 

In the background fields, all DA experiments reproduce the main convective tower near 95°W but overestimate its 

midlevel reflectivity intensity. This bias is most evident in JEDI-New (Fig. 6d), where reflectivity exceeds 60 dBZ between 

5–8 km, stronger than both GSI (Fig. 6b) and JEDI-Org (Fig. 6c). These overamplified cores are likely related to excessive 

graupel reflectivity associated with the Thompson microphysics scheme, consistent with findings in Liu et al. (2022) and Grim 305 
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et al. (2023). Additionally, none of the background fields capture the western secondary tower near 96.5–97°W, which is 

prominent in the observation. 

The analysis fields show that radar DA successfully recovers this missing western feature. JEDI-New (Fig. 6h) 

reconstructs the secondary convective tower with reflectivity intensity and echo-top height comparable to MRMS, whereas 

GSI (Fig. 6f) and JEDI-Org (Fig. 6g) underestimate its strength and vertical extent. In the primary tower region near 95°W, 310 

JEDI-New also effectively reduces the midlevel overestimation seen in the background. By contrast, JEDI-Org retains an 

overly strong midlevel core and exhibits limited vertical development.  
 

 
Figure 6. Vertical cross sections of composite reflectivity at the final analysis time (00 UTC 13 May 2022) along the dashed line shown in 315 
Fig. 5, from the MRMS observation, and the background and analysis fields of the NODA, GSI-New, JEDI-Org, and JEDI-New experiments. 

To further understand the reflectivity differences noted in Fig. 6, we examine vertical cross sections of the analysis 

increments for rainwater, snow, and graupel mixing ratios shown in Fig. 7. Since radar reflectivity is a nonlinear function of 

multiple hydrometeor species, differences in its assimilation impacts can help explain the variations in analyzed reflectivity 

structures. 320 

Among the three hydrometeor species, snow shows the most prominent differences between JEDI-New and JEDI-

Org. In the snow analysis increments (Figs. 7b, e, h), JEDI-Org (Fig. 7b) exhibits weak and spatially fragmented increments, 

suggesting minimal adjustments to the snow field. In contrast, JEDI-New (Fig. 7e) produces broad and coherent positive snow 

increments in the mid- to upper levels (model levels ~15–45), especially over the main convective towers. The magnitude and 
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coverage of these increments are comparable to those from GSI En3DVar (which uses the updated Z operator) (Fig. 7h), 325 

indicating that the updated reflectivity operator in JEDI-New enables more effective retrieval and correction of snow content, 

which contributes significantly to the improved vertical structure of reflectivity shown in Figure 6.  

For graupel (Figs. 7c, f, i), JEDI-Org again shows little impact from radar DA, with only weak and localized 

adjustments. In contrast, JEDI-New (Fig. 7f) and GSI (Fig. 7i) both exhibit pronounced negative increments centered around 

the mid-levels of the primary convective tower. This indicates a reduction in excessive background graupel, which likely 330 

contributes to the overly strong midlevel reflectivity in the background field. In contrast, the rainwater increments (Figs. 7a, 

d, g) are relatively weak and similar across all experiments, reflecting the fact that the treatment of rainwater is unchanged 

between the original and updated operators. Thus, differences among experiments arise mainly from the handling of snow and 

graupel rather than from rainwater. 

These results confirm that the improved reflectivity analysis in JEDI-New is primarily associated with the refined 335 

representation and updating of the snow and graupel fields. The updated Z observation operator ensures greater consistency 

with the Thompson microphysics scheme, particularly in the treatment of frozen hydrometeors, leading to analyses that better 

align with model-computed reflectivity fields and more accurate reconstructions of convective vertical structures. For the rest 

of this paper, we will focus on the evaluation of DA experiments using the new Z operator, i.e., the GSI-new and JEDI-new 

experiments. 340 
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Figure 7. The vertical cross sections along the line given in Fig. 5 of analysis increments for hydrometeor mixing ratios of rainwater, snow, 
and graupel at final analysis time (00 UTC on May 13, 2022) from GSI En3DVar and two JEDI En3DVar experiments. 345 

 

https://doi.org/10.5194/egusphere-2025-5411
Preprint. Discussion started: 24 November 2025
c© Author(s) 2025. CC BY 4.0 License.



16 
 

4.2 Impacts on forecasts 

For qualitative assessment of forecast performance, the forecasts initialized from the final En3DVar analyses from GSI-new 

and JEDI-new are compared with those from the no-DA baseline experiment (NODA), and two reference forecasts 

representative of the current and potential future operational configurations, i.e., the HRRR version 4 (HRRRv4) and the RRFS 350 

prototype 2 control run (RRFSp2 CNTL). As shown in Fig. 8, NODA experiment fails to reproduce key convective features 

observed in the MRMS composite reflectivity. In the 1-h forecast, it entirely misses the convective line over Minnesota and 

instead produces a broad, unrealistically merged system (Fig. 8d). The forecast also exhibits notable displacement of the bow 

echo structures across central CONUS throughout the 3 and 5 hours of forecast (Figs. 8e–f). In contrast, both the GSI and JEDI 

En3DVar DA experiments successfully capture the convective line in Minnesota at 1 h (Figs. 8g, j) and reproduce a trailing 355 

stratiform precipitation region behind the leading convective line. At later lead times, the En3DVar experiments maintain a 

better alignment of high-reflectivity structures over Kansas and Nebraska (Figs. 8h–i, k–l), although some degradation in 

intensity and coverage is evident compared to the 1-h forecasts. 

The two reference forecasts, HRRRv4 and RRFS p2 CNTL, also capture the general structure of the observed 

convective systems, particularly the split into northern and southern convective segments. However, positional and structural 360 

differences are apparent upon closer inspection. The HRRRv4 forecast shows a weaker bow echo and a southeastward 

displacement of the Minnesota line as early as 1 h (Fig. 8m), with this error persisting through 5 h. Compared to HRRRv4, 

RRFS p2 CNTL better captures the structure of the northern convective line at 1 h, but tends to underpredict reflectivity 

intensity and spatial extent, especially in the southern segment at longer lead times. Additionally, both reference forecasts 

display smaller overall high-reflectivity coverage relative to those of En3DVar experiments. This difference is likely 365 

attributable to the use of cloud analysis for radar DA in HRRRv4 and the Z-state-variable approach in RRFS p2 CNTL, both 

of which differ from the direct reflectivity assimilation employed in the En3DVar experiments here. Nonetheless, spurious 

echo generation is also evident in the En3DVar runs at later lead times, particularly over the northern and northeastern domain 

area (Figs. 8f, i, l), which may be related to the lack of other data sources in our DA experiments, i.e., only radar data are 

assimilated. These differences may also reflect intrinsic model characteristics; composite reflectivity forecasts from FV3-LAM 370 

tend to be stronger than those from HRRRv4, which is based on the WRF model, consistent with findings in Grim et al. (2023). 

Overall, the results shows the benefits of directly assimilating reflectivity and radial velocity, in capturing key convective 

structures in the analysis and forecast, while also highlighting certain sensitivities to model and assimilation methodologies. 
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Figure 8. Composite reflectivity at 1 h (left column), 3 h (middle column) and 5 h (right column) from MRMS observation (first row), and 
forecasts from NODA, GSI-New, JEDI-New experiments, and from HRRRv4, and RRFSp2 CNTL as labeled. Observed composite 
reflectivity of 40 dBZ is contoured in black in the forecasts. 

 

Although radar reflectivity assimilation primarily constrains hydrometeor fields, the maintenance and evolution of 380 

convective systems also depend on adjustments to thermodynamic and kinematic variables such as temperature, water vapor, 

pressure, and wind. Since 2-m equivalent potential temperature θe and 10-m wind fields are only indirectly impacted by radar 

DA (via the cross covariances), the fields are partly the results of model response to other more directly impacted fields, 

through the DA cycles. We examine these fields in the final analyses to see if the DA is producing physically consistent near-

surface analyses, in particular in the presentation of the cold pools. 385 

Figure 9 shows 2-m θe  and 10-m wind fields from UnRestricted Mesoscale Analysis (URMA, NOAA 2018) and the 

final analyses from the NODA and GSI and JEDI En3DVar DA experiments. Compared to URMA (Fig. 9a), NODA (Fig. 9b) 

produces cold pools that much smaller in extent than URMA, and the leading edge of the cold pool or the guest front stays 

close to the South Dakota–Minnesota border while those is URMA and the two DA experiments are much closer in cold pool 

extents and gust front positions (Fig. 9a,c,d). There are consistent strong surface winds in the cold pool immediately behind 390 

the gust front, and the cold pool structure is also consistent with the observed 30 dBZ reflectivity contours, with strong surface 

divergences underneath and immediately behind the strong echoes. (Figs. 9c and 9d). 

Further south and east of the gust fronts, over Kansas, Missouri and Iowa, the DA experiments also show improved 

inflow structures (Figs. 9c, d), with stronger southerly winds that are more consistent with URMA than NODA (Fig. 9b). The 

improved analyses of near surface fields indicate that the radar DA can indirectly improve surface temperature, moisture, and 395 

wind fields by leveraging cross-variable covariances derived from the ensemble. The apparent too low θe   in northwest 

Nebraska and southern South Dakota in both NODA and the DA experiments is likely due to too strong evaporative cooling 

within the model, which is sensitive to the microphysics scheme used (e.g., Dawson et al. 2010).  The assimilation of additional 

surface observations may be able to improve it somewhat (e.g., Schenkman et al. 2011). 
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 400 

 

Figure 9. Equivalent Potential Temperature (Shaded; K) at 2 m and wind vectors at 10 m (m s-1) for a) URMA, (b) NODA, (c) GSI 
En3DVar, and (d) JEDI En3DVar. Black contours in plots denote the areas of observed composite reflectivity exceeding 30 dBZ threshold. 
Yellow contours show relative vorticity exceeding 100 × 10⁻⁵ s⁻¹ from model level 1 (lowest model level) 
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Figure 10 presents the fractions skill scores (FSS; Roberts and Lean 2008) of forecast composite reflectivity at hourly 405 

intervals and averaged over the 6 hours of verification period, for the 25 and 45 dBZ thresholds. Both DA experiments 

consistently outperform HRRRv4, RRFS p2 CNTL, and NODA across all neighborhood radii. GSI-New achieves the 

minimum skillful threshold at a radius of 57 km for the 45 dBZ threshold, while JEDI-New reaches it at 63 km. Notably, for 

the 25 dBZ threshold, forecasts from both DA experiments exceed the skillful threshold even at the 3 km radii (i.e., at the 

native grid resolution), indicating substantial improvements at the convective scales while the NODA forecasts are non-skillful 410 

at all radii for the 45 dBZ, and is only skillful at radii larger than 64 km for the 25 dBZ threshold. 

The two reference forecasts also fail to reach the skillful threshold at all radii for the 45 dBZ case, though their FSSs 

are above those of NODA for radii above 21 km and the differences increase with neighborhood radius (Fig. 10b). The reduced 

difference in FSS between our DA experiments and the reference forecasts at larger radii may be partly due to reflectivity bias. 

As discussed in Mittermaier and Roberts (2010), models that underpredict high reflectivity can appear more skillful at large 415 

spatial scales because FSS emphasizes spatial agreement over intensity accuracy. 

 

 
Figure 10. Fractions skill scores (FSS) of hourly composite reflectivity averaged over a 6-h verification period, shown as a function of 
neighborhood radius (km) for reflectivity thresholds of (a) 25 dBZ and (b) 45 dBZ. Verification is performed against MRMS observations. 420 
Results are shown for HRRRv4 (orange), RRFS p2 CNTL (gray), JEDI-New (blue), GSI-New (red), and NODA (black). Thin horizontal 
line in each panel indicates the minimum skillful forecast threshold. 

 

Figure 11 presents performance diagrams for hourly accumulated precipitation again averaged over the 6 h forecast 

period, verified against the NCEP Stage IV quantitative precipitation estimates (Lin and Mitchell 2005) at thresholds of 0.04 425 
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in. (≈1.0 mm) and 0.25 in. (≈6.4 mm) against the NCEP Stage IV quantitative precipitation estimates (Lin and Mitchell 2005) 

at thresholds of 0.04 in. (≈1.0 mm) and 0.25 in. (≈6.4 mm). At the lower threshold (Fig. 11a), the GSI-New and JEDI-New 

experiments demonstrate the highest critical success index (CSI), both exceeding 0.6. GSI-New exhibits slightly better skill 

than JEDI-New, with a CSI above 0.65 and bias close to 1.1. HRRRv4 achieves a CSI of approximately 0.58, while RRFS p2 

CNTL and NODA trail behind with CSI values near 0.55 and 0.52, respectively. The DA experiment forecasts demonstrate a 430 

favorable combination of detection rate and false alarm control, indicating improved representation of precipitation extent and 

location compared to other forecasts. 

At the higher threshold of 6.35 mm (Fig. 11b), forecast skill decreases for all systems, but the relative ranking remains 

the same. Both DA experiments maintain CSI values near 0.5, while the reference forecasts drop to around 0.4, and NODA 

falls below 0.3. The DA experiments also display higher bias (∼1.4), suggesting more aggressive precipitation production, 435 

consistent with the more active reflectivity fields noted in Fig. 8. In contrast, HRRRv4 exhibits a bias below 1.0 (∼0.8), 

indicating a tendency to underpredict intense precipitation amounts, while RRFS p2 CNTL remains closer to unity. These 

differences may reflect variations in model configurations and DA approaches; our DA experiments and RRFS p2 CNTL use 

the FV3-LAM model, which assimilate reflectivity using different approaches while the WRF-based HRRRv4 uses cloud 

analysis for reflectivity DA and produces weaker precipitation overall. The tendency for FV3-LAM to overpredict precipitation 440 

and convective activity has been noted in both cool-season (Supinie et al. 2022) and warm-season ensemble forecasts during 

the NOAA HWT Spring Forecasting Experiment (Johnson et al. 2025). 

 
Figure 11. Performance diagrams of hourly accumulated precipitation for a) 1.016 mm and b) 6.35 mm thresholds over the 6-hr forecast 
period. HRRRv4 (orange square), RRFS p2 CNTL (gray square), JEDI-New (blue circle), GSI-New (red circle), and NODA (black circle) 445 
are verified against Stage-IV observation. Black dashed lines and solid contours denote bias and CSI, respectively. 
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As described in section 3, our test case involved multiple tornadoes. For convection-allowing predictions, updraft 

helicity (UH; Kain et al. 2008) is a widely used proxy for diagnosing meso-cyclonic rotation of strong updrafts associated with 

severe convection, including tornadoes and large hail (Sobash et al. 2011; Gallo et al. 2016). Figure 12 shows the neighborhood 

probability (NP) of 2-h maximum 2-5 km UH from 0000 to 0200 UTC 13 May 2022 that exceeds 75 m² s⁻², overlaid with 450 

Storm Prediction Center reports of tornado, hail, and strong wind. The NP fields are computed using a 42-km neighborhood 

and subsequently smoothed with an 81-km Gaussian filter (e.g., Tong et al. 2020; Park et al. 2023). Compared to the NODA 

and reference forecasts, both GSI-New and JEDI-New experiments exhibit substantially higher probabilities and better spatial 

alignment with the observed severe reports. GSI-New produces a well-defined swath of >80% probabilities extending from 

northern Iowa to southern Minnesota, coinciding with the location of numerous tornado and wind reports. JEDI-New shows a 455 

similar pattern, with a slightly narrower core and minor westward displacement, but still effectively captures the observed 

event clusters. Both DA experiment forecasts also successfully reproduce the two primary UH clusters associated with the 

severe convective systems evident in Fig. 2. 

The reference forecasts demonstrate weaker performance. HRRRv4 exhibits a reasonably placed UH signal, but with 

substantially lower probabilities (peak NP ~50%), likely attributable to the use of the WRF model rather than FV3-LAM; the 460 

latter is known to produce larger UH values (Potvin et al. 2019). RRFS p2 CNTL generates a broader, westward-shifted UH 

swath centered over southeastern North Dakota, missing many of the observed reports across Iowa and southern Minnesota. 

The NODA experiment fails to capture the dominant UH structures altogether, with weak, spatially inconsistent probabilities. 

These results again demonstrate the positive impacts of directly assimilating radar reflectivity and radial velocity data, using 

the GSI- and JEDI-based En3DVar, in capturing the location and strength of rotating updrafts associated with severe weather 465 

events. 
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Figure 12. Neighborhood probability (%; shaded) of 2-hr maximum updraft helicity exceeding 75 m2 s-2 from 00 to 02 UTC on May 13, 
2022 from the forecasts of a) NODA, b) GSI-New, c) JEDI-New, d) HRRRv4 and e) RRFS p2 CNTL. The red, green, and blue dots are 
drawn in the plot denote the SPC reports of tornado, hail, and wind, respectively. 470 

5 Summary and conclusions 

This study presents the first implementation and evaluation of direct radar reflectivity and radial velocity assimilation within 

the JEDI En3DVar system, using a microphysics-consistent observation operator for the Thompson double-moment scheme. 

A high-impact squall-line event that occurred over the Midwest on 13 May 2022 was selected as a test case to assess the 

performance of the JEDI En3DVar system, using the GSI counterpart and operational forecasts from HRRR and experimental 475 

RRFS as references/benchmarks. 

The DA experiments assimilated radar observations over a 5-hour window, starting from 1-hour spin-up ensemble 

forecasts initialized at 1800 UTC and assimilated data at hourly intervals using ensemble covariances generated by parallel 

ensemble-based DA systems. An updated radar reflectivity operator, consistent with the Thompson microphysics scheme, was 

used to directly assimilate reflectivity observations into both JEDI and GSI En3DVar systems. Compared to an original 480 

operator carried over from GSI En3DVar, the updated version significantly reduced root-mean-square innovations and biases 
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for reflectivity in both the background forecast and analysis fields. These improvements stemmed from enhanced treatment of 

snow and graupel contributions, which led to more consistent hydrometeor adjustments during analysis. As demonstrated by 

Liu et al. (2022), the physical consistency between the operator and forecast model is crucial for reducing spurious analysis 

increments and improving assimilation stability. 485 

Forecasts initialized from JEDI and GSI En3DVar analyses using the update reflectivity operator captured two 

primary mesoscale convective systems with comparable skill. Both systems produced more intense cold pools and better-

defined surface wind structures by 0000 UTC, which contributed to improved verification scores for reflectivity and 

precipitation forecasts over the first 6 hours across multiple thresholds. Additionally, the JEDI-based forecasts showed greater 

spatial alignment between updraft helicity (UH ≥ 75 m² s⁻²) and observed severe weather reports during the first two forecast 490 

hours. Despite differences in ensemble generation, localization strategy, and minimization procedures between the JEDI and 

GSI En3DVar systems, their analyses and short-range forecasts were similarly skillful, indicating that JEDI En3DVar is a 

viable alternative to the more extensively tested GSI En3DVar for radar DA. 

When compared against operational forecasts from HRRR and experimental RRFS, which employed cloud analysis 

and a Z-state-variable En3DVar approaches, respectively, both JEDI and GSI-based experiments demonstrated slightly 495 

improved quantitative forecast skill for reflectivity and precipitation. The probabilistic forecasts of UH also aligned more 

closely with observed severe weather locations, reinforcing the benefit of direct radar DA in convective-scale systems while 

demonstrating the implementation correctness of the radar DA capabilities in JEDI En3DVar. 

Although the present results demonstrate encouraging performance, they are based on a single convective event. As 

such, the results may not fully represent the performance of the systems under different meteorological conditions or storm 500 

types. Additional experiments involving multiple convective events across various synoptic regimes are necessary to further 

test the robustness and generality of the observed improvements. Limited by available resources, these are left for future 

investigations.  

While the current study is based on the FV3-LAM model, it should be pointed out that NOAA has initiated a transition 

to use the Model for Prediction Across Scales (MPAS) dynamic core instead for RRFS version 2 (Alexander et al. 2023). As 505 

a result, similar testing and evaluations should be performed that couple JEDI DA with the MPAS forecast system, and these 

are again left for the future when resources are available.  

 

Code and data availability. The JEDI-FV3 bundle (version 1.0.0) is publicly available from GitHub 

(https://github.com/JCSDA; JCSDA, 2025) and permanently archived at the Open Science Framework 510 

(https://doi.org/10.17605/OSF.IO/PSAEM; Park et al., 2025). The UFS SRW App (public-v2.0.0), which is used for the model 

simulations, is available from GitHub (https://github.com/ufs-community/ufs-srweather-app; UFS Community, 2022). The 

MRMS composite reflectivity data (Smith et al., 2016) and NEXRAD Level II radial velocity data (NOAA NCEI, 2022) are 

publicly accessible from https://mrms.nssl.noaa.gov/ and https://www.ncei.noaa.gov/products/radar/next-generation-weather-
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radar, respectively. For reproducibility, the OSF archive also includes processed radar observations in netCDF format and 515 

YAML configuration files for the JEDI EnVar experiments (Park et al., 2025). 
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