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Abstract. Peatlands are major carbon stores that are sensitive to climate change and increasingly affected by human activ-

ity. Accurate assessment of carbon stocks and modelling of peatland responses to future climate scenarios requires robust

information on peat depth. We developed PeatDepth-ML, a machine learning framework that predicts global peat depths us-

ing a comprehensive database of peat depth measurements for training and validation. Building on an existing framework

for mapping peatland extent, we incorporated new environmental datasets relevant to peat formation, revised cross-validation5

procedures, and introduced a custom scoring metric to improve predictions of deep peat deposits. To evaluate model sensitiv-

ity to sampling bias inherent in the training data, we applied a bootstrapping approach. Model performance, assessed using

a blocked leave-one-out approach, yielded a root mean square error of 70.1 ± 0.9 cm and a mean bias error of 2.1 ± 0.7

cm, performing as well as or better than previously published models. The global map produced by PeatDepth-ML predicts a

median peat depth of 134 cm (IQR: 87 - 187) over areas with more than 30 cm of peat. Like other regression-based models,10

PeatDepth-ML tended to predict toward mean training depths. An area of applicability analysis suggests the model has good

applicability globally with the exception of some coastal and several mountainous regions like the Andes and the highlands

of Borneo and New Guinea. Predictor selection was highly sensitive to training data subsets that arose from the bootstrapping

approach, occasionally resulting in regional variations in accuracy. The bootstrapping approach and our area of applicability

analysis thus clearly demonstrates the prime importance of quality training data in data-driven approaches like PeatDepth-ML.15

Using our predicted peat depth map, together with peatland extent and literature-derived estimates of bulk density and organic

carbon content, we estimate global peat carbon stocks at 327–373 Pg C, consistent with previous global estimates.
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1 Introduction

Peatlands play a critical role in global carbon cycling, hydrological systems, and biodiversity. These waterlogged wetland

ecosystems are characterized by soils with high organic matter content resulting from limited decomposition under low-oxygen

conditions (Rydin and Jeglum, 2013c; Joosten and Clarke, 2002). Despite covering only about 3% of global land area, peatlands25

store approximately one-third of all soil carbon and hold one-tenth of surface freshwater while supporting diverse plant and

animal communities (Turunen et al., 2002; Ruppel et al., 2013; Melton et al., 2022; Joosten and Clarke, 2002; Rydin and

Jeglum, 2013b; Ribeiro et al., 2021).

Historically functioning as carbon sinks, peatlands now face the threat of becoming carbon sources due to anthropogenic

pressures including land use change, deforestation, and drainage (Rydin and Jeglum, 2013b; Joosten and Clarke, 2002; Fluet-30

Chouinard et al., 2023). Climate change poses additional risks, in both boreal regions, where warming temperatures and reduced

soil moisture can accelerate peat drying (Canadell et al., 2021; Minasny et al., 2019), and tropical regions, where changes in

precipitation seasonality can lead to peat loss (Garcin et al., 2022).

Despite these mounting pressures, peatlands remain poorly mapped in terms of spatial extent, depth, and carbon stores,

which severely hinders conservation and restoration efforts (Austin et al., 2025). This knowledge gap has important policy35

implications: while the Paris Agreement lists 20 countries with mitigation targets for peatland or wetland organic soils in their

Nationally Determined Contributions (NDCs) (Wiese et al., 2021), many other countries exclude peatland and wetland soils

from their NDCs due, in part, to challenges with accurate quantification and monitoring of their carbon storage. Similarly,

efforts to understand future peatland dynamics through process-based land surface models require more accurate and extensive

data for model initialization and evaluation to ensure the projected changes are accurate (Wu et al., 2016; Chadburn et al.,40

2022; Bechtold et al., 2019).

Traditional peatland mapping has primarily relied on air photo interpretation and field surveys (Minasny et al., 2019), but

field work is expensive and labour-intensive due to remote, waterlogged conditions (Rudiyanto et al., 2016; Minasny et al.,

2019). Peat depth, in particular, is challenging as it cannot be measured using optical remote sensing (Krankina et al., 2008)

and requires probing, coring, or ground penetrating radar methods (Minasny et al., 2019).45

Digital soil mapping techniques, including machine learning (ML), enable peat estimation at larger scales by combining

observational peat data with environmental predictors in statistical models (Minasny et al., 2019; McBratney et al., 2003;

Rudiyanto et al., 2016). Predictors should reflect environmental signals of peat presence and peatland development drivers

(Minasny et al., 2019; Melton et al., 2022), and models can range from simple linear regression to complex machine learning

algorithms (Minasny et al., 2019; Rudiyanto et al., 2016; Melton et al., 2022).50

ML has been successfully applied to map peatland fractional coverage both regionally (e.g. Hugelius et al., 2020; Poh-

jankukka et al., 2025; Ivanovs et al., 2024; Lara et al., 2025; Hastie et al., 2024) and globally (Melton et al., 2022). However,

ML applications for peat depth mapping remain limited. Hugelius et al. (2020) used Random Forest to predict peat depths

north of 23°N, while Pohjankukka et al. (2025) mapped peat depths and extents in Finland. Widyastuti et al. (2025) is the only

global map of peat depth, carbon content, and bulk density, though it is based upon a collection of regional models.55
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Here we adapt the Peat-ML modelling framework (Melton et al., 2022) to predict peat depth rather than fractional coverage,

and provide extensive quality and uncertainty assessment. This new approach, termed PeatDepth-ML, is detailed in Section

2 alongside our peatland definition, input datasets, and modelling scheme. Section 3 presents PeatDepth-ML output, model

assessment, preliminary carbon stock estimates, and method limitations. Section 4 provides conclusions.

2 Materials and Methods60

2.1 Definition of Peatlands

Following Joosten and Clarke (2002) and Lourenco et al. (2022), we define peatlands as ecosystems with accumulated surface

peat layers. Lourenco et al. (2022) conservatively proposes a minimum criteria of 5% organic carbon content to 10 cm depth.

Our training database, Peat-DBase (Skye, 2025), observed the 5% organic carbon threshold for non-peat measurements but

imposed no depth restrictions. This inclusive approach captures extensive peat depth data across diverse peatland ecosystems,65

which benefits machine learning algorithms that can only make reliable predictions in regions similar to their training data

(Meyer and Pebesma, 2021).

For model outputs, PeatDepth-ML enforces no specific thresholds around peat depth, enabling predictions across the full

range from zero cm onwards. However, when presenting results, we often highlight depths exceeding 30 cm—a common

delineation in peat datasets (Loisel et al., 2017). See Lourenco et al. (2022) and Loisel et al. (2017) for further discussion on70

peat definition variations and implications.

2.2 Gathering and Preparing Data

PeatDepth-ML uses the same five arcminute grid and netCDF file format as Peat-ML (Melton et al., 2022), requiring conversion

of training data and new predictors to this standardised format. New predictors, typically acquired as GeoTiff raster files, were

processed using similar geospatial tools: Geospatial Data Abstraction Software Library (GDAL; Rouault et al., 2023), Climate75

Data Operators (CDO; Schulzweida, 2022), and NetCDF Operators (NCO; Zender, 2008).

2.2.1 Training Data and Bootstrapping

Since PeatDepth-ML aims to predict peat depths globally, extensive and spatially diverse training data are essential. While ML

models can fit complex relationships, their geospatial predictions are only reliable for areas similar to their training data (Xu

et al., 2018; Hateffard et al., 2024). Models extrapolating to dissimilar regions produce less trustworthy results (Meyer and80

Pebesma, 2021), necessitating diverse peatland and non-peatland data for reasonable spatially continuous predictions.

We used Peat-DBase version 0.9 (https://doi.org/10.5281/zenodo.15530645) as our training foundation, containing 35 132

measurements from 28 peat-focused studies along with 94 615 measurements derived from the World Soil Information Service

(WoSIS; Batjes et al., 2020) that we use to provide measurements of peat absence for non-peatland regions. Coverage is

reasonably good for parts of Canada, Europe, and the Congo Basin, but tropical regions generally have fewer data and sampling85
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Figure 1. Geographical distribution of gridded Peat-DBase version 0.9. Uncoloured areas contain no data. Following removal of zero-depth

measurements from cells containing both zero and non-zero depth measurements, gridded data represent mean peat depth of peatlands within

each cell, rather than mean depth across the entire cell area (see Section 2.2.1). Grid cells are enlarged for visibility. The logarithmic colour

scale includes a break at 30 cm, a commonly used peatland classification threshold (Loisel et al., 2017).

biases may affect depth distribution (Skye, 2025). Notable gaps include northern and central Eurasia, southeastern South

America, and New Zealand.

Point-based Peat-DBase data were gridded to five arcminute resolution by calculating mean measurements per grid cell

(Section 2.2). For cells containing both zero-depth (peat absent) and positive-depth (peat present) measurements, zero values

were removed before calculating means. This ensured the gridded dataset represented mean peatland depth within each cell90

rather than mean depth across all soil environments. Figure 1 shows the final gridded Peat-DBase v0.9. This spatial aggregation

alters the distribution of values provided to the model compared to the original point measurements in the database (Appendix

Figure A1). The most notable change between the raw measurements (Figure A1a) and aggregated values (Figure A1b) is the

reduction in shallow peat depth observations. This averaging process effectively replaces extreme values—both the shallowest

and deepest measurements—with moderate mean values, reducing the overall variability in the dataset.95

The distribution of peat depths varies across different training datasets generated through our bootstrapping procedure (Fig-

ure A1c), as discussed later in this section. However, grid cells with zero peat depth consistently dominate across all bootstrap

samples. This zero-inflation represents a critical modelling consideration, as these null values constitute the majority of the

training data and will therefore strongly influence model predictions.

Meyer and Pebesma (2021) propose a method for identifying where a model makes reasonable predictions based on learned100

relationships rather than extrapolation, termed the Area of Applicability (AOA). Their approach uses a dissimilarity index that
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Figure 2. The gridded PeatDepth-ML training dataset with processed desert data. Following the removal of zero-depth measurements from

grid cells containing peat (Section 2.2.1), the values shown represent the mean peat depth for peatlands within each cell, rather a mean depth

across the entire cell area. Grid cells are enlarged for visibility with white areas indicating no data. The logarithmic colour scale includes a

break at 30 cm, a common peatland classification threshold (Loisel et al., 2017). Letters indicate cross-validation blocks (Section 2.3).

measures the distance to the nearest training data point in multidimensional predictor space. For accurate AOA representation,

distances are calculated to the nearest training point outside the same cross-validation block (see Section 2.3). The dissimilarity

threshold is set at the maximum dissimilarity index between training grid cells. Grid cells exceeding this threshold fall outside

the AOA, indicating regions where the model may extrapolate beyond its training knowledge.105

Early tests with the AOA approach revealed that PeatDepth-ML was poorly constrained in desert regions without additional

data. We therefore added zero-depth values for desert and xeric shrubland biomes using ecoregion shapefiles from Olson et al.

(2001), consistent with the Peat-ML dataset (Melton et al., 2022). A randomly dispersed 5% coverage across these biomes

provided reasonable AOA coverage without significantly impacting model performance elsewhere.

The final gridded training dataset is shown in Figure 2 (depth distribution in Figure A1b). Adding desert data increases110

zero-inflation, with the addition of 15 008 new grid cells (22.3% of the dataset), which aligns well with estimates that deserts

comprise approximately 20% of global land area (Loidi et al., 2023). Non-zero depth values now represent 8.7% of all training

grid cells.

Peat cores may not adequately reflect the true peatland depth due to surface and basin topography variations, sampling

strategies and objectives. Assigning mean core depths to represent entire grid cells perpetuates these uncertainties, particularly115

for single-core cells or cells containing multiple peatland complexes with cores from only one. We attempt to address this
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sample variability through bootstrapping—uniquely applied here to vary values within the dataset rather than subsample the

entire dataset (Galdi and Tagliaferri, 2019; Johnson, 2001; Russell and Norvig, 2020; Hesterberg, 2011).

For grid cells with multiple non-zero (peat present) measurements, we subsampled with replacement, maintaining the same

number of measurements while creating subsets with duplicates (see Figure 3 in Galdi and Tagliaferri (2019)). Grid cell peat120

depth was set as the mean of each new subsample. Of 5829 non-zero grid cells, 3960 contained only one measurement (Figure

A2), so bootstrapping varied 32% of non-zero cells. We performed 400 iterations, creating 401 total training datasets (including

the original unbootstrapped dataset in Figure 2). This collection of bootstrap samples is referred to as observed data hereafter.

While more bootstraps are generally preferable (Efron and Tibshirani, 1994; Hesterberg, 2011), we were limited by computa-

tional costs. Over half of the bootstrapped grid cells contained fewer than five measurements, resulting in repeating subsamples125

across the 401 iterations. Grid cells with the most measurements are roughly evenly distributed across high and low latitudes.

2.2.2 Predictor Data

We used the original Peat-ML predictors from Melton et al. (2020) along with new datasets for PeatDepth-ML. Most Peat-ML

predictors represent climate, soils, terrain, and vegetation. However, environmental variables that indicate peat occurrence may

not have equivalent predictive power for peat depth. For example, specialized wetland vegetation strongly indicates peatland130

presence but reveals less about depth (Minasny et al., 2019). Table 1 outlines all predictors and identifies new additions to our

framework. Original formats and calculations for new predictors are detailed below; see Melton et al. (2022) for others.

Since all peatlands develop when organic matter deposition exceeds decomposition over extended periods in waterlogged

conditions (Gorham, 1957; Moore, 1989), we included hydrological predictors (water table depth, surface water recurrence and

seasonality) that indicate persistent saturation that limit peat decomposition. We also added paleo-environmental information135

(years since ice and sea retreat; Gowan et al., 2021), though this was challenging given the Peat-DepthML framework’s lack of

temporal dataset support. All temporally-dimensioned predictor datasets required aggregation. Melton et al. (2022) found that

seasonal means (SON, DJF, MAM, JJA) for climate predictors yielded similar results to annual minimums and maximums,

despite potentially suboptimal tropical representation. We included both aggregation types plus additional climate predictors

with broader applicability (e.g., growing degree days) or tropical specificity (e.g., monsoon intensity) (Wang and Ding, 2008).140

We excluded organic carbon content and bulk density predictors from PeatDepth-ML. These derive from ML-based products

using similar predictors to Peat-ML (Hengl et al., 2017; Hengl and MacMillan, 2019; Melton et al., 2022), creating potential

circularity where our model would predict based on outputs from models targeting similar variables.
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Table 1: Environmental variable datasets provided as potential peat depth predictors to PeatDepth-ML. Italicized variables are

new predictors collected for PeatDepth-ML. Bold variables were selected by bootstrap model runs (Section 3.1). See Table 1

in Melton et al. (2022) for details on original Peat-ML predictors.

Type Source Predictors

Climate TerraClimate (Abatzoglou et al.,

2018) 1/24° (1985–2015)

Actual evapotranspiration, climate water deficit, soil water, po-

tential evapotranspiration (Penman–Monteith), precipitation, down-

ward surface shortwave radiation, snow water equivalent, runoff,

Palmer Drought Severity Index, minimum & maximum tempera-

ture, vapour pressure, vapour pressure deficit, 10 m wind speed

CHELSA-BIOCLIM+ (Brun et al.,

2022) 1 km (1981–2010)

Climate moisture index, growing season length, degree days (5°C), pre-

cipitation, & temperature

WorldClim 2 Bioclimatic Vari-

ables (Fick and Hijmans, 2017) 1

km (1970–2000)

Isothermality, temperature seasonality, mean temperature of driest

quarter & warmest quarter, precipitation seasonality, precipitation of

driest quarter & warmest quarter

Calculated from TerraClimatea Monsoon intensity, monsoon intensity masked by monsoon domain

Soils Open Land Maps (Hengl, 2018)

250 m (–)

clay, sand, soil water content at field capacity (33 kPa)

SMAP (ONeill et al., 2021) 9 km

(2015-2023)

Soil moisture mean, soil moisture ratio below 50% (calculated), soil

moisture ratio above 50% (calculated)

Terrain Geomorpho90m (Amatulli et al.,

2020) 250 m (–)

Slope, aspect, eastness, northness, convergence index, compound to-

pographic index (topographic wetness index), stream power index,

first and second directional derivatives (east–west, north–south),

profile curvature, tangential curvature, elevation standard deviation,

geomorphology landform, roughness indices, topographic position

index, maximum elevation deviation

Vegetation PALSAR/PALSAR2 (Shimada

et al., 2014) 25 m (2007–2010)

Horizontal transmit and Horizontal receive and Horizontal trans-

mit and Vertical receive polarisation backscattering coefficients

MOD17A3 V055 (Running et al.,

2011) 1 km (2000–2015)

Net primary productivity

a precipitation data based on the methodology of Zeng and Zhang (2020) and Wang and Ding (2008).
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Table 1 – continued from previous page

Type Source Predictors

S-NPP VIIRS vegetation indices

(VNP13A1) (Didan and Barreto,

2018) 500 m (2012–2019)

Three-band Enhanced vegetation index (EVI), Two-band EVI (us-

ing only red and NIR band), near-infrared radiation (NIR), short-

wave infrared radiation reflectance (SWIR) 1 (1230-1250 nm), SWIR2

(1580-1640 nm), SWIR3 (2225-2275 nm), normalised difference

vegetation index (NDVI), NIR reflectance, green reflectance, blue

reflectance, red reflectance

MODIS Global Vegetation Phe-

nology (MCD12Q2 V6 Land

Cover Dynamics) (Friedl et al.,

2019) 500 m (2001–2018)

Dormancy, EVI_Amplitude, EVI_Area, EVI_Minimum, Greenup,

Maturity, MidGreendown, MidGreenup, Peak, Senescence

MODIS Terra+Aqua (Wang,

2021) 0.05° (2002-2023)

Photosynthetically active radiation

SMAP (ONeill et al., 2021) 9 km

(2015-2023)

Vegetation Water Content

Hydrology 2020 update to Fan et al. (2013)

30 arc-seconds (about 1 km)

(2004-2014)

Water table depth

(Pekel et al., 2016) 30 m Surface water recurrence (1984-2021), surface water seasonality

(2021)

Geographic Calculated Length of the longest day of the year in hours

Paleo-

environment

Calculated from PaleoMIST 1.0

(Gowan et al., 2021) 1/4° (past

80,000 years)

Years since ice or sea retreat

Additional climate predictors were sourced from CHELSA-BIOCLIM+ (Brun et al., 2022, last access: 30 May 2023),

WorldClim 2 (Fick and Hijmans, 2017, last access: 25 July 2023), and TerraClimate (Abatzoglou et al., 2018, last access: 11145

September 2023 via GEE; Gorelick et al. (2017)). CHELSA-BIOCLIM+ provides 1-km resolution climate time series through

statistical downscaling and calculations applied to climatologies from CHELSA V2.1 (Karger et al., 2017, 2021) and ERA5

(Hersbach et al., 2020). WorldClim 2 consists of 1-km monthly climate datasets interpolated from weather station data using

MODIS satellite data; its bioclimatic variables represent annual trends from monthly rainfall and temperature data (Fick and

Hijmans, 2017).150
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We calculated monsoon intensity predictors using the method from Zeng and Zhang (2020) using the original TerraClimate

precipitation dataset, taking absolute values for equatorial consistency. We created an additional monsoon intensity predictor

masked by the global monsoon precipitation domain defined by Wang and Ding (2008).

New soil predictors were derived from SMAP (Soil Moisture Active Passive; ONeill et al., 2021, last access: 20 September

via GEE). SMAP is a nine-kilometre, daily composite soil-moisture product derived from interpolated observations of the155

SMAP L-band radiometer. We computed two additional predictors: the fraction of daily measurements below 50% of the mean

soil moisture and the fraction above 50% of the mean. SMAP provides no measurements over open water or frozen ground,

producing substantial northern-hemisphere winter gaps. Because we averaged measurements over time to remove the temporal

dimension, those gaps do not persist in the datasets supplied to the model, but data in the affected regions are correspondingly

more uncertain.160

We added vegetation predictors from MODIS Terra+Aqua PAR (Wang, 2021, last access: 25 June 2023 via GEE) and

from SMAP. MODIS Terra+Aqua PAR is a three-hourly, 0.05° product; Wang (2021) derive PAR from surface reflectance

using multi-temporal MODIS signatures together with top-of-atmosphere radiance and reflectance. The SMAP product also

includes vegetation water content—computed primarily from a MODIS Normalised Difference Vegetation Index (NDVI) prod-

uct (ONeill et al., 2021)—which is used in the soil-moisture retrievals.165

Our hydrology predictors were processed from the 2020 update to Fan et al. (2013) and Pekel et al. (2016) (last access:

18 July 2023 via GEE). Fan et al. (2013) produced 30-metre resolution annual and monthly water table depth datasets by

compiling well observations and gap-filling with a groundwater model forced by terrain, sea level, and climate. Pekel et al.

(2016) developed 30-metre resolution global surface water datasets using evidential reasoning, expert systems, and visual

analytics applied to Landsat 5, 7, and 8 imagery. Though Melton et al. (2022) avoided these surface water products due170

to Landsat limitations for treed and small peatlands, we included them given the importance of waterlogging in peatland

development (Page and Baird, 2016; Joosten and Clarke, 2002; Rydin and Jeglum, 2013a).

Peat growths occurs over centennial to millennial time scales so paleo-environmental data could provide useful predictors

of peat depth. Retreating ice sheets from the Last Glacial Maximum paced northward expansion of modern peatlands, while

tropical peatlands were more affected by sea level change and subsequent hydrological alterations (Treat et al., 2019). Thus,175

we derived a paleo-environmental predictor from PaleoMIST 1.0 Gowan et al. (2021, last access: 29 May 2023). PaleoMIST

1.0 is a 0.25° resolution product spanning 80 000 years in 2500-year time steps, developed using reconstructed sea levels and

a three-layered solid Earth model. From PaleoMIST 1.0 ice thickness and paleotopography variables, we identified when each

grid cell became ice-free and subaerial. For areas exposed throughout the product’s duration, we assigned -82 500 years (one

step older than maximum age); for areas still covered, we assigned 2500 years (one step younger than minimum age).180

Predictor datasets carry inherent uncertainties that impact PeatDepth-ML (Meyer and Pebesma, 2022). While bootstrapping

may broadly capture these influences (Sections 2.2.1 and 3.1), predictor uncertainties cannot be easily separated from training

data uncertainty.
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Figure 3. Flow chart of the PeatDepth-ML modelling process, adapted from the Peat-ML Framework (Melton et al., 2022). The steps and

acronyms are explained in more detail in Section 2.

2.3 Adjustments to Peat-ML Framework

PeatDepth-ML employs the same machine learning algorithm, parameter optimization, cross-validation method, and predictor185

selection process as the Peat-ML framework (Melton et al., 2022), as illustrated in Figure 3. Similar to Peat-ML, the PeatDepth-

ML workflow incorporates several key steps to enhance model robustness: (1) removal of predictors that promote overfitting

through elimination of highly multicollinear features via variance inflation factor (VIF) calculation and recursive feature elim-

ination, (2) Bayesian hyperparameter optimization, and (3) blocked leave-one-out (BLOO) cross-validation for predictor error

estimation. An important distinction of the VIF over simple correlation, which only looks at pairwise relationships, is that190

it quantifies complex interdependencies and the combined effect of multiple predictors simultaneously. Our framework also

uses a BLOO cross validation approach as simple random splits result in overly optimistic error assessments due to spatial

autocorrelation impacts (Roberts et al., 2017). BLOO, conversely, may result in overly pessimistic error estimates (Milà et al.,

2022), but we prefer the more cautious estimate.
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PeatDepth-ML introduces a novel bootstrap resampling method and includes several adaptations to the Peat-ML framework195

necessary for peat depth modelling. One modification was to allow the model to generate values from zero upward, rather than

constraining results to a maximum of 100 as in the original Peat-ML framework.

Like Melton et al. (2022), we established minimum cross-validation block sizes by finding where spatial autocorrelation

diminished, determined by calculating mutual information (MI) of model residuals at different lag distances. MI describes

similarity between a variable at one location and neighbouring locations. Positive MI indicates similar values cluster together;200

negative MI indicates dissimilar values cluster. Values closer to zero indicate less clustering and autocorrelation (Getis, 2010).

We calculated z-scores to establish statistical significance, with values near zero indicating low significance (Getis and Ord,

1992). Figure A3 shows MI approaches zero and z-scores decrease sharply by 6°. Though both metrics decrease further beyond

6°, we chose 6° as minimum block size to balance training data non-uniformity, ensuring the maximum number of blocks

access diverse peatland types (high-latitude and tropical). While model residual z-scores don’t match random datasets’ lows,205

they correspond to low MI values and are deemed acceptable. Geary’s C and G statistics corroborated these results (Getis,

2010; Getis and Ord, 1992; Ord and Getis, 1995). Using 6° minimum block size and aiming for even data distribution produces

17 blocks (Figure 2) that delineate training versus testing cells in cross-validation.

We developed a custom scoring in LightGBM, to counter the training data’s zero inflation, where peat-absent test cells

received less weight (30%) than peat-present cells (70%) during cross-validation—a strategy from binary classification with210

skewed datasets (Krawczyk, 2016; Russell and Norvig, 2020). While peat-present cells comprise only 8.7% of observed data,

their model error then received greater weight. The custom loss function improved predictions of deeper depths but averaged

less than 20 cm difference within known peatland regions (not shown). Grid-cell-level performance declined as expected since

most test cells have zero peat depth, which we were now deliberately deprioritizing.

We also tested data preprocessing to reduce training data skew: log transformation (Feng et al., 2014; West, 2022), Box-215

Cox, and Log-sinh (Huang et al., 2023). However, we rejected all transformations as they provided minimal improvement

while adding considerable computational cost.

For the bootstrapping approach, we ran PeatDepth-ML for each bootstrapped dataset (401 in total) such that for each boot-

strap we had the corresponding model output, cross-validation output, and the list of predictors used by that model run to

produce said output. We then took the mean of the depth predicted over all the bootstrap model run outputs in each grid cell to220

produce a final PeatDepth-ML product (discussed in Section 3.2).

2.4 Approach to Allow Comparison with Other Published Datasets

PeatDepth-ML, Widyastuti et al. (2025), and Hugelius et al. (2020) were harmonized to enable statistical analysis. Widyastuti

et al. (2025) was resampled to match PeatDepth-ML and Hugelius et al. (2020) resolutions, then all data outside the bounds of

Widyastuti et al. (2025) were removed from both products. Mean peat depth was calculated for each product over approximately225

the same area, with PeatDepth-ML bootstrap means calculated then averaged together. PeatDepth-ML uncertainty bounds were

derived from bootstrap outputs by determining the 5th and 95th percentiles of bootstrap means, then calculating symmetrical

uncertainty as half the difference between these percentiles.
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2.5 Calculation of Global Peatland Carbon Stocks

We used PeatDepth-ML results for basic C stock estimates, following an approach similar to Widyastuti et al. (2025):230

Cdens = OC ×BD (1)

Cstock = Cdens×Dpeat×Acell (2)

where organic C content (OC) is in kg C kg-1, bulk density (BD) is in kg m-3, Cdens is C density in kg C m-3, Dpeat is peat

depth in m, Acell is grid cell area in m2, and Cstock is C stock in kg. We calculated Acell using Peat-ML’s peatland fractional235

coverage by determining each grid cell’s trapezoidal area and scaling by peat coverage fraction. This application of Peat-ML

is necessary because PeatDepth-ML predicts mean peat depth only over the peatland area within each grid cell.

We calculated C stock estimates using Cdens, OC, and BD values from other studies to enable comparison. Specifically,

we tested Cdens values derived from the mean modelled OC and BD values in Widyastuti et al. (2025). Where their predicted

peat depths exceeded 200 cm, they used their 100 - 200 cm OC and BD values for deeper depths, an approach we adopted.240

We also tested OC and BD values from two Page et al. (2011) approaches. Both methods use tropical OC and BD from

their literature review, while employing high-latitude Cdens values based on Immirzi et al. (1992) estimates (assuming 1.5 m

average peat depth) for one method, and recalculating high-latitude Cdens by combining Immirzi et al. (1992) data with 2.3 m

average peat depth from Gorham (1991) for the second.

3 Results and Discussion245

3.1 Predictor Importance

Across 401 PeatDepth-ML bootstrap runs, 123 different predictors were selected by one or more runs (bold predictors in

Table 1). However, only 10 predictors were selected by over 75% of runs, indicating many were not consistently important.

Figure 4 shows the top 15 predictors by averaged importance across all runs. The highest average importance predictor is

average VPD over SON (September - November), selected in 87% of bootstrap runs and always ranking among the top two250

when chosen. Second is average SWE over DJF (December - February), selected in 62% of runs with a more even importance

distribution than VPD SON. No other predictors approach VPD SON and SWE DJF importance levels, except overall mean

annual VPD which frequently exceeds 10% importance when selected but appears in only 26% of runs, yielding lower average

importance. Beyond these three, most predictors range from 0% to 10% importance. No predictor was selected across all 401

runs, though SWIR3 MAM (March - May) standard deviation came closest (selected in 99%), followed by Runoff SON and255

geomorphological landforms indicator (Geomorphon) at 96% selection each.

Of the top 15 predictors, 10 relate to climate, two to vegetation, two to terrain, and one is a paleo-environment predictor

(Table 1). In their analysis of peat formation drivers, Minasny et al. (2019) list climate among the most important globally,
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Figure 4. Importance of top 15 predictors based on information gain (percent), ordered by average importance across bootstrap runs. Green

dots represent predictor importance within individual bootstrap runs. When bootstrap runs did not select listed predictors, importance is

treated as 0%. Numbers beside predictor names indicate percentage of bootstrap runs selecting each predictor.
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alongside vegetation and topography. PeatDepth-ML therefore selects and utilizes predictors associated with peat formation

despite strong variability in predictors selected arising from variability in the training data stemming from the bootstrapping.260

This variability in predictor importance might be also at play in other studies. For example, Widyastuti et al. (2025) train

separate models for six different large regions. They find the predictor importance to vary strongly between each region (their

Figure 5), which could be at least partially due to the strong dependence upon training data we see here. This also raises

the possibility that training models for smaller regions and then stitching together could bring in artifacts due to the smaller

domains for each model restricting the amount of data to train upon.265

The variability in predictor importance and selection makes any mechanistic interpretation of the predictors to peat formation

processes challenging, nevertheless, we can make broad observations about overall PeatDepth-ML behaviour.

Frequent to continuous waterlogging from precipitation, groundwater, or both is important for peat accumulation initiation

and persistence (Page and Baird, 2016). Figure 4 shows that except for downward surface shortwave radiation, wind speed,

and year of ice or sea retreat, most of the top 15 climate predictors closely relate to factors that influence water or moisture270

presence. PeatDepth-ML likely selects VPD SON (and potentially mean VPD) to delineate shallow or non-peatland areas.

Given strong zero-inflation in training data, the model likely finds improved scoring during cross-validation when choosing

predictors informative for non-peatland regions, even with our custom scoring metric.

SWE DJF may separate high-latitude from tropical peatlands, as suggested for Peat-ML (Melton et al., 2022). Peat-ML

also ranked SWIR3 among top predictors, suggesting it differentiates wet/dry earth and identifies fens. SWIR3 MAM standard275

deviation is PeatDepth-ML’s most selected bootstrap predictor, and may be used to assess areas experiencing excessive moisture

fluctuation that prevents deep peat accumulation, as low moisture increases respiration, limiting peat growth.

PeatDepth-ML frequently selects Runoff SON, potentially indicating adequate levels of precipitation for coastal and trop-

ical peatlands (Ratnayake, 2020; Page and Baird, 2016). Geomorphon appears in both Peat-ML and PeatDepth-ML where it

provides topographical characteristics conducive to peat development (Melton et al., 2022).280

3.2 Predicted Peat Depths and Trustworthiness

Global peat depth averaged across all PeatDepth-ML bootstrap runs, hereafter called the modelled mean, appears in Figure 5.

The modelled mean indicates peat depths exceeding 30 cm in most major peatland regions including parts of Canada, Congo

Basin, Scandinavia and Northern European Plain, West Siberian Lowlands, and Malay Archipelago areas.

Some data gaps exist in PeatDepth-ML outputs due to missing predictor data. Figure 5 shows the modelled mean lacks data285

for parts of the Canadian arctic (Victoria Island, parts of Barren Grounds, Baffin Island), all of Greenland, and parts of Russia’s

Novaya Zemlya archipelago. The model cannot predict for grid cells lacking all provided predictors. Persistent gaps in the

modelled mean result from gaps present in identical locations throughout every bootstrap run. Of grid cells with modelled

mean data, only 0.5% had missing data in some bootstrap outputs.

Not all areas predicted from a ML-based model should be considered equally trustworthy. To investigate our spatial appli-290

cability, Figure 6 shows the results of the AOA analysis across all bootstrap runs, with gradients indicating percentage of runs

where grid cells were deemed applicable. For locations with aforementioned missing data in some bootstraps, these count as
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Figure 5. The modelled mean averaged from 401 bootstrap PeatDepth-ML model runs. Areas without coloured grid cells contain no data.

Since training and testing data represent mean peat depth of peatlands within grid cells rather than mean depth over entire grid cells (Section

2.2.1), these PeatDepth-ML results are similarly the depth of peatlands within each grid cell. The colour bar uses log scale with a break at 30

cm.

reduced applicability corresponding to missing data frequency. Of grid cells experiencing any inapplicability, 4.2% result from

occasional bootstrap data gaps, mostly along northern Caspian Sea coasts.

Globally, the modelled mean shows lowest applicability over mountainous regions (Figure 6). Although training data exist295

in or near mountainous regions, coverage is limited, particularly in Indonesia (Figure 2). This data scarcity likely contributes

to higher inapplicability in these areas. Regions in the Siberian Plateau, East Siberian Mountains, and areas extending south

from the Chukchi Peninsula to the Kamchatka Peninsula show 80-90% applicability, also reflecting limited training data in

those regions. Additionally, since AOA depends on model predictors for each run, it reflects training data uncertainty through

bootstrapping. This result is important as it implies that single model instances, as are common in the literature, are potentially300

unreliable. This also further raises questions about the practice of training different models for different regions of the globe

and then stitching them together (e.g. Widyastuti et al., 2025).

Figure 7 compares PeatDepth-ML to Widyastuti et al. (2025) and Hugelius et al. (2020); however, quantified comparisons are

challenging due to differing resolutions and spatial extents. Widyastuti et al. (2025) provides depth predictions at one-kilometre
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Figure 6. Bootstrap run applicability percentage by area. White grid cells indicate 100% applicability as defined by the AOA analysis

protocol of Meyer and Pebesma (2021) across all 401 bootstrap runs.

spatial resolution over ‘peat-dominated’ areas from the Global Peat Map version 2.0 (GPM v.2; United Nations Environment305

Programme, 2021), with modifications in Indonesia, Sweden, Denmark, and the Netherlands where peat thickness maps were

randomly sampled and treated as peat cores. Hugelius et al. (2020) predicted peat depths north of 23°N at 0.1° resolution.

Hugelius et al. (2020) do not include non-peat data in their depth modelling process, instead combining peat depth results

with their own coverage map to mask non-peatlands. Thus both Widyastuti et al. (2025) and Hugelius et al. (2020) rely upon

masking methods to delineate peatland regions and also do not provide estimates of spatial applicability or extrapolation.310

Visual comparison of our modeled mean with Widyastuti et al. (2025) (Figure 7) shows deepest peat depths in similar

regions: Indonesia, West Siberian Lowlands, Hudson Bay Lowlands, Canadian Boreal Plains, Pastaza-Marañón Foreland Basin,

and Congo Basin. Key differences include Widyastuti et al. (2025) showing deeper peat across more of the Congo Basin, while

our model indicates deeper peat in southern Chile and Argentina. In Alaska, Widyastuti et al. (2025) predicts shallow depths

whereas our model shows relatively deep peat. The Tibetan Plateau, excluded from Widyastuti et al. (2025) (via the GPM v.2315

mask), appears as a significant peat complex in PeatDepth-ML.

Comparing Hugelius et al. (2020) with both products at northern latitudes reveals it predicts the most widespread and

consistently deepest peat, though large areas are filtered during post-processing (continental US, central Eurasia, northern

Sahara). Notable differences occur in Alaska, Hudson Bay Lowlands, and West Siberian Lowlands, where Hugelius et al.

(2020) predicts shallower peat than our model and Widyastuti et al. (2025). While Hugelius et al. (2020) can predict depths320
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Figure 7. (a) Average peat depth predictions of PeatDepth-ML’s modelled mean (five-arcminute resolution). (b) Widyastuti et al. (2025) peat

depth results (one-kilometre resolution). (c) Hugelius et al. (2020) peat depth results (0.1° resolution) across entire domain (not masked to

peatlands to show performance across entire domain). The colour bar uses a logarithmic scale with a colour break at 30 cm.
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<30 cm (India, US Coastal Plains), the scarcity of non-peat regions demonstrates this product’s reliance on their peatland

spatial coverage map.

Regional peat depths for PeatDepth-ML, Widyastuti et al. (2025), and Hugelius et al. (2020) are presented in Table 2 and Fig-

ure 8. Due to the skewed nature of the peat depths, the results are presented as medians plus the interquartile range. PeatDepth-

ML generally predicts shallower median depths than the other two products, particularly in the tropics where Widyastuti et al.325

(2025) exceeds PeatDepth-ML by over half a metre. In the northern hemisphere, Hugelius et al. (2020) achieves the deepest

mean depth, consistent with Figure 7.

Figure 8 shows depth value distributions across products. Since the products treat non-peat regions differently, depths >30 cm

are most comparable (30 cm commonly delineates peatland classification; Loisel et al. (2017)). Additionally, the general shapes

and peaks of the histogram curves are likely most comparable given the products’ different spatial resolutions and peatland330

area delineations. All three products exhibit similar relative depth distributions with peaks around 250 cm. PeatDepth-ML and

Hugelius et al. (2020) show strong agreement, though Hugelius et al. (2020) extends to greater maximum depths. Widyastuti

et al. (2025) again predicts deeper tropical depths than PeatDepth-ML, with more data points within the harmonised area due

to its higher spatial resolution.

Table 2. Estimated peat depths by region. PeatDepth-ML and Hugelius et al. (2020) are masked using reduced-resolution Widyastuti et al.

(2025) for direct comparison. PeatDepth-ML values are calculated based on all grid cells with predicted peat depths greater than 5 cm or 30

cm and, due to skew, presented as median plus the interquartile range (IQR). As PeatDepth-ML does not use a mask to define peatland area,

this filter is used to remove thin predicted peat depths that are not truly indicative of peatlands as commonly defined. Northern hemisphere is

>23°N while Tropics is 23.5°S–23.5°N.

Region Product Median depth (cm) + IQR Median Depth (cm) + IQR on

Widyastuti et al. (2025) mask

Global PeatDepth-ML (>5 cm) 110 (40 - 171) 162 (116 - 212)

PeatDepth-ML (>30 cm) 134 (87 - 187) 165 (121 - 215)

Widyastuti et al. (2025) N/A 207 (179 - 235)

N. Hemisphere PeatDepth-ML (>5 cm) 121 (58 - 177) 164 (121 - 214)

PeatDepth-ML (> 30 cm) 138 (92 - 189) 166 (124 - 215)

Widyastuti et al. (2025) N/A 208 (182 - 235)

Hugelius et al. (2020) 253 (171 - 345) 232 (177 - 297)

Tropics PeatDepth-ML (>5 cm) 22 (10 - 62) 76 (26 - 156)

PeatDepth-ML (> 30 cm) 72 (47 - 117) 116 (66 - 187)

Widyastuti et al. (2025) N/A 173 (124 - 258)

Greater training data availability may explain why Widyastuti et al. (2025) achieves significantly deeper mean tropical depths335

than PeatDepth-ML. Widyastuti et al. (2025) incorporates more non-zero peat depth training data for tropical regions, partic-

ularly Indonesia, partly by including pseudo-observations– grid cells randomly sampled from existing peat depth maps, such
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Figure 8. Histograms showing peat depth distributions of PeatDepth-ML training and testing data and model outputs, Hugelius et al. (2020),

and Widyastuti et al. (2025) across regions: (a) global, (b) northern latitudes (>23°N), and (c) tropics (23.5°S–23.5°N). For PeatDepth-ML

bootstrap datasets, the mean distribution appears as a solid dark line with minimum-maximum range shown as a lighter band. Products were

harmonized as described in the main text. All axes use logarithmic scales, which can inflate the prominence of smaller values.
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as the Indonesian national peat depth category map (Anda et al., 2021), using category midpoints as depth values. However,

this approach introduces uncertainty by treating spatially extrapolated peat depths as equivalent to discrete soil cores. In fair-

ness, we similarly add pseudo-observations, however the influence is found to be minimal as they are introduced into peat-free340

regions and since our bootstrapping results demonstrate that depth values assigned to training points can strongly influence

model behaviour, we did not incorporate pseudo-observations in regions with potential peat soils.

While direct comparisons are limited by methodological differences (e.g., Widyastuti et al. (2025) used regional models;

Hugelius et al. (2020) covers only high latitudes), PeatDepth-ML’s relatively shallow predictions in Table 2 likely result from

zero-inflated training data and ML algorithms’ tendency to predict towards the means of training data (Zhang and Lu, 2012;345

Song, 2015). Hugelius et al. (2020) observed this behaviour in their RF model, and Xu et al. (2016) reported similar results

with both RF and Maximum Entropy models when predicting mean vegetation canopy height. The empirical cumulative

distribution in Figure 9 confirms PeatDepth-ML follows this pattern. Over 90% of training and testing data show zero depth,

while approximately 75% of PeatDepth-ML bootstrap predictions are at, or near zero, over the same grid cells. The observation

and prediction distributions intersect around 150 cm, with PeatDepth-ML approaching 100% distribution by 400 cm depth,350

whereas training data extend deeper without reaching 100% as quickly. Consequently, PeatDepth-ML poorly predicts extreme

values. For combined zero and non-zero depth data, PeatDepth-ML closely matches training data means; however, when

considering only non-zero depths, PeatDepth-ML predicts shallower values overall (Figure 9).

3.3 Model Performance Estimation

Beyond the previous qualitative assessments, we conducted quantitative evaluation of PeatDepth-ML performance using mul-355

tiple metrics. We began with grid cell comparisons between model-predicted depth values and observations at these locations,

calculating RMSE, MBE, and a version of the NME developed by Kelley et al. (2013) (see Table A1). RMSE and MBE are

commonly used metrics for assessing ML models (Plevris et al., 2022), with both Widyastuti et al. (2025) and Hugelius et al.

(2020) employing RMSE, and Peat-ML calculating both RMSE and MBE. Although Peat-ML and Widyastuti et al. (2025) use

the Coefficient of Determination (R2), we excluded it due to its ambiguous representation of non-linear model performance360

(Plevris et al., 2022). We adopted Kelley et al. (2013)’s NME to enable comparison against two null models: the observed mean

null model and the observed random resampling null model (Table A1; Figures 11d and 12). .

We calculated these metrics over selected areas for each bootstrap model run using cross-validation results. Figure 10 shows

the regions selected for focussed assessment. We sought equal representation of high-latitude and tropical areas, choosing re-

gions with high peatland fractional coverage according to Peat-ML (Melton et al., 2022) and substantial observed peat-present365

grid cells (Figure 2). Each bootstrap model run output is compared to the bootstrapped observed data used in training and

testing that model instance. Calculating metrics for each bootstrap run demonstrates variation in model behaviour arising from

sampling uncertainty in observed peat depth data. However, this same uncertainty limits the accuracy achievable in our perfor-

mance assessment. For more realistic representation of model ability, metric calculations use model results produced through

BLOOCV (Section 2.3 and Figure 3). The BLOOCV results represent PeatDepth-ML’s predictions without the advantage of370

learning from observed peat data in the current area.
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Figure 9. Empirical cumulative distribution (ECD) of PeatDepth-ML results and training/testing data for all training data (black line), peat

present (non-zero) training and testing data only (grey line), PeatDepth-ML bootstrap outputs over grid cells with peat present (red lines),

PeatDepth-ML bootstrap outputs over grid cells with training data (blue lines), and PeatDepth-ML bootstrap outputs over grid cells with

peat-present training/testing data only (purple lines). Dataset mean values are listed in the legend.

Figure 11 shows mean depth and performance metrics for PeatDepth-ML bootstrap runs. Throughout panels a–c, bootstrap

variance in selected regions remains broadly consistent with fluctuations of roughly 10–25 cm. The Congo Basin demonstrates

the best performance among selected peatland regions (Figure 11b). We hypothesize this reflects the Congo Basin’s ratio be-

tween peat-present and peat-absent training data mirroring the global ratio (see Figure 10); therefore, globally learned patterns375

may be more applicable in this region. Conversely, the Malay Archipelago shows the worst RMSE performance (Figure 11b)

and most severe depth under-prediction overall (Figure 11c). We attribute this poor performance to insufficient training data

in the Malay Archipelago (Figure 10 shows the lowest number of training points among all selected regions, despite its size).

Additionally, any performance assessment is likely inadequate in the parts of this region where PeatDepth-ML is found to be

generally not applicable according to AOA (Figure 6).380

The NME results differ markedly from other metrics (Figure 11d). Generally, NME ranges between 0.6 and 1.0 for most

peatland regions and globally. However, regional variation is less consistent, with the Congo Basin showing particularly wide-

ranging NME scores across bootstrap runs. Since the NME denominator is observational variance (Table A1), our bootstrapping
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Figure 10. Geographical distribution of selected regions for PeatDepth-ML performance assessment. Legend numbers indicate observed grid

cells within each area, grid cells with peat present, and the proportion of peat-present to total grid cells.

method can produce more variable values. Additionally, in a grid cell when there are more observed data points with zero peat

depth, the NME denominator also approaches zero; leading NME to approach infinity. The Congo Basin contains several grid385

cells with exceptionally high peat depth measurement densities, allowing bootstrapped mean observed depths to vary more

substantially. Moreover, the Congo Basin has the lowest non-zero depth ratio among selected peatland regions (Figure 10).

Together, these factors create high observational variance in the Congo Basin, with similarly high variance in NME.

Following Kelley et al. (2013), we compared PeatDepth-ML’s NME against observed random resampling null models (Table

A1). These random null models were generated by bootstrapping our 67 208 observed grid cells 1000 times, creating datasets390

with random selections while maintaining the same total number of grid cells. We used the non-bootstrapped observed data ver-

sion (Figure 2). NME was calculated for each random null model and plotted in Figure 12a. Figure 12b compares random null

model results to global PeatDepth-ML bootstrap results, assessing whether PeatDepth-ML outperforms random resampling.

Overall, PeatDepth-ML performs better than both the observed mean null model and random null model. However, Figure 11d

shows that training data uncertainty can produce extreme cases performing worse than both null models (e.g., outlier bootstraps395

in the Congo).

PeatDepth-ML’s RMSE can be compared to Hugelius et al. (2020) and Widyastuti et al. (2025), acknowledging key method-

ological differences. Hugelius et al. (2020) used 10-fold cross-validation with balanced random sampling (Kuhn, 2008), while

Widyastuti et al. (2025) randomly sampled 30% of data for testing. As discussed in Section 2.3, random cross-validation
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Figure 11. Box and whisker plots of PeatDepth-ML performance metrics across bootstrap runs for selected regions (see Figure 10). Variation

across bootstrap runs for (a) mean depth (blue x’s indicate bootstrapped observed dataset means), (b) RMSE, (c) MBE , and (d) Kelley et al.

(2013) NME. Whiskers extend to 5th and 95th percentiles; outliers shown as empty circles; orange lines are the PeatDepth-ML BLOOCV

median values while diamonds are the mean.
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Figure 12. Histograms of model NME score distributions (Table A1 explains NME and null models). (a) Distribution of NME scores for

1000 observed random resampling null models. (b) Distribution of NME scores for 401 PeatDepth-ML bootstrap model runs. Blue line:

NME of the observed mean null model; green line: mean NME score of random null models; orange lines: two standard deviations from this

mean.

can produce overly optimistic performance estimates (Meyer and Pebesma, 2022). Our spatial autocorrelation accounting400

in cross-validation block selection provides more conservative performance estimates (Milà et al., 2022), potentially yield-

ing comparatively lower metrics. Additionally, Hugelius et al. (2020) models only northern latitudes, while Widyastuti et al.

(2025) combines six regional models (see their Figure 1, but boundaries are not explicitly defined in the text), complicating

direct comparisons. Resolution differences further limit precise comparison.

Before bias correction, Hugelius et al. (2020) reported a RMSE of 142 cm (no after-bias correction RMSE was sup-405

plied). PeatDepth-ML achieves mean RMSE of 88 ± 1 cm for ≥23°N. Table 3 in Widyastuti et al. (2025) reports regional

RMSEs of 163 cm (North America), 92 cm (Europe and Russia), 55 cm (Latin America), 91 cm (Africa), 215 cm (South

and Southeast Asia), and 100 cm (Australia and New Zealand), which we calculate to give an average of 104 cm globally

(weighted by the amount of testing data per region). PeatDepth-ML achieves global mean RMSE of 70 ± 1 cm. In the Malay

Archipelago—comparable to the South and Southeast Asia domain in Widyastuti et al. (2025)—PeatDepth-ML shows mean410

RMSE of 236 ± 7 cm, likely due to training data scarcity as suggested by AOA analysis. The highest RMSE in Widyastuti

et al. (2025) also occurs in this region despite greater data availability through the use of pseudo-observations derived peat

depth maps, suggesting region-specific modelling challenges.

PeatDepth-ML was developed at the global scale to avoid complications from regional approaches. The multi-domain

methodology used in Widyastuti et al. (2025) requires harmonizing outputs at boundaries, with uncertain effects on AOA.415
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Regional divisions can create disparities in peat observations, affecting model quality (Somarathna et al., 2017; Meyer and

Pebesma, 2021) and requiring region-specific spatial autocorrelation distances and non-peat data tuning. Preliminary multi-

model tests during PeatDepth-ML development showed extreme behaviour (e.g., single-predictor selection) in certain regions,

likely from increased zero-inflation in regional datasets. Furthermore, our bootstrapping reveals significant observational un-

certainty influence on the model (Figure 11), which may intensify at smaller regional scales and vary by region.420

3.4 Estimation of Peatland Carbon Stocks Using PeatDepth-ML Results

PeatDepth-ML estimates global peatland carbon stocks between 327 - 373 Pg C, with 7 - 10% located in tropical peatlands

(Figure 13). This tropical proportion is lower than Page et al. (2011), who estimate 15 - 19% of global peatland carbon in

the tropics. Figure 13 shows that PeatDepth-ML generally estimates peatland carbon stocks within the lower part of the range

provided by other products (Page et al., 2011; Widyastuti et al., 2025; Hugelius et al., 2020; Immirzi et al., 1992; Yu et al.,425

2010; Gumbricht et al., 2017; Joosten, 2009; Köchy et al., 2015; Maltby and Immirzi, 1993). Widyastuti et al. (2025) reports

particularly elevated estimates, with a global value of 942 Pg C, attributed to extensive peat coverage in the Global Peat Map

(6.57 million km2) compared to Peat-ML’s 4.04 million km2. For the tropics, Gumbricht et al. (2017) also has a high estimate,

over three-fold the next higher estimates (but includes the subtropics as well). However, compared to the more moderate

estimates in Figure 13, PeatDepth-ML’s estimates are commonly on the lower end of the range especially when considering430

only the tropical peatlands. A potential shallow bias in PeatDepth-ML may contribute to these lower carbon stock estimates.

3.5 Model Limitations and Future Work

As recognized by Melton et al. (2022) and mentioned earlier, we cannot readily draw conclusions about potential peat-forming

conditions from the predictors selected by a ML model, as it is challenging to distinguish between cause and effect in these

selections. Our examination of PeatDepth-ML’s sensitivity to uncertainty in the training data revealed that predictor selection435

can be highly variable, rendering assumptions about their relationship to peat development potentially even more ambiguous.

PeatDepth-ML, like all data-driven models, is limited by the availability of peat depth observations for training. Both

Widyastuti et al. (2025) and Melton et al. (2022) demonstrated that the accuracy of their products is affected by training

data availability, with each dataset biased towards high latitudes. This bias is also present in PeatDepth-ML and is evident

in our poorer performance in the Malay Archipelago (Figure 11 and possible underprediction of peat depth at low latitudes440

(Figure 11).

We focused on predicting peat depth using the LightGBM algorithm based on the Peat-ML Framework (Figure 3); however,

other algorithms may offer better performance. Hugelius et al. (2020) and Widyastuti et al. (2025) demonstrated that RF models

can also predict peat depth. Both RF and LightGBM are ensemble models built from decision trees, which effectively handle

missing data but are less suited to tasks with small sample sizes (Haixiang et al., 2017). Therefore, other algorithms, such as445

neural networks, may achieve higher accuracy with highly imbalanced datasets like ours (Haixiang et al., 2017; Chen et al.,

2024). Alternatively, a first binary classification step of peatland versus non-peatland regions before predicting depth could

improve results (Rožanec et al., 2023). Alternative custom scoring methods could be tested, such as weighting based on the
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Figure 13. Carbon stock estimates for (a) global, (b) high latitudes, and (c) tropical peatlands provided using PeatDepth-ML predicted peat

depths along with literature estimates. The PeatDepth-ML estimates use predicted peat depth measurements along with different assumed

organic carbon contents and bulk density thereby allowing an estimate of the total peatland carbon stocks (see Section 2.5). The estimate

from Gumbricht et al. (2017) is over a larger region than the other tropical estimates (38°N - 56°S, 161°E - 117°W). The value for Joosten

(2009) is from Minasny et al. (2019).

imbalance ratio between zero and non-zero depths (Haixiang et al., 2017). Bias correction offers another potential improvement

through residual rotation (Hugelius et al., 2020) or empirical distribution matching (Goodling et al., 2024).450

Several aspects warrant further investigation. Including more palaeoclimate predictors could improve model performance

by better representing the extensive time scales over which many peatlands developed. Distribution-scale assessment using

empirical cumulative distributions (Goodling et al., 2024) may yield additional insights into PeatDepth-ML’s performance.

More thorough testing of regional modelling approaches (Widyastuti et al., 2025) could examine how model sensitivity and

AOA vary by region, though methods to account for extreme zero-inflation in some regional training datasets would likely be455

required first. Additionally, more detailed C stock estimations could be performed using depth-to-stock relationships derived

from peat core data (Hugelius et al., 2020), and further tests on the influence of random sampling of desert data may reveal

additional model sensitivities.

4 Conclusion

We developed PeatDepth-ML, a global peat depth model based on machine learning, and conducted a detailed quality and460

uncertainty assessment to address model sensitivity to potential sampling bias in observed peat depth data. PeatDepth-ML

builds on the Peat-ML Framework, using many of the same climate, soil, vegetation, and terrain predictors, with additional
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predictors for hydrology and paleo-environmental conditions. To train PeatDepth-ML, a large peat depth measurement database

(Peat-DBase) was used and was supplemented with mineral soil profile data to train the model over non-peatland regions.

Multiple training datasets were created by bootstrapping data within grid cells to test PeatDepth-ML’s sensitivity to uncertainty465

inherent in Peat-DBase. To reduce the impact of zero-inflation, a custom scoring method prioritizing performance on non-zero

depth grid cells was implemented.

PeatDepth-ML was then run on the bootstrapped training datasets. Predictor selection proved highly sensitive to individual

bootstraps due to changes in the training data between bootstraps. Performance metrics calculated from cross-validated boot-

strap results showed that model accuracy also varied, particularly at regional scales. Overall, PeatDepth-ML estimated a global470

mean peatlands (>30 cm peat) depth of 134 cm (IQR: 87 - 187) achieved a root mean square error of 70.1 ± 0.9 cm, mean

bias error of 2.1 ± 0.7 cm, and normalized mean error of 0.6 ± 0.0 (non-standard equation; see Section 2.4). Where possible,

PeatDepth-ML was compared to other peat depth maps and achieved similar or improved results. Estimated global peatland

carbon stocks were between 327 - 373 Pg C, which was within the range of previous estimates. Tropical peatland carbon

stocks was lower than some recent estimates. PeatDepth-ML would likely improve with additional peat depth measurements475

for training, particularly in the tropics, and bias correction methods may help resolve the model’s tendency towards the training

data mean.

Code and data availability. Peat-DBase version 0.9 is available from https://doi.org/10.5281/zenodo.15530645. The PeatDepth-ML model

Python script and other associated code can be downloaded from https://doi.org/10.5281/zenodo.15530816. NetCDF files containing the

mean of the PeatDepth-ML bootstrap runs, and the mean of the equivalent cross-validated model results are also stored in that location, along480

with Figure 6 and predictor importance results from all 401 model runs.
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Figure A1. Histograms showing peat depth distributions across different iterations of the training datasets (see Section 2.2.1). (a) The peat

depth distribution of Peat-DBase. (b) The peat depth distribution of Peat-DBase when gridded, with the addition of desert data . (c) The

peat depth distribution of the training and testing datasets created through bootstrapping Peat-DBase. (d) The peat depth distribution of the

PeatDepth-ML bootstrap model outputs, where the dark blue lines represent only the output values for grid cells that contained training and

testing data. Panels c and d present the mean distribution as a solid dark line and the minimum to maximum range of the distribution as a

lighter band. Note that all panels use logarithmic scales, which can amplify the visual prominence of smaller values.
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Figure A2. Distribution of peat-present depth measurements per grid cell from Peat-DBase v 0.9. A total of 3960 grid cells contain only one

measurement.
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Figure A3. (a) MI versus increasing distance in degrees; (b) Z-score of MI versus increasing distance in degrees. Both calculated for

PeatDepth-ML model residuals and randomly generated numbers (showing behaviour with no spatial autocorrelation).
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Table A1. Equations used in assessing PeatDepth-ML model performance and their meanings in this context. Here, p refers to the values

predicted by PeatDepth-ML, r is the ‘real’ observed values (where all observations within a grid cell are averaged as described in Section

2.2.1, r̄ is the mean of the observed values over all grid cells, and N is the number of grid cells for which there are both predicted and

observed values.

Equation Values Interpretation in our study

RMSE =√
1
N

∑N
i=1(pi− ri)2

Values in cm and range from 0 to +∞.

0 means predicted and observed values

are the same.

Represents difference between predicted and observed val-

ues. Can be more sensitive to outliers due to the squaring

of the error (Plevris et al., 2022).

MBE = 1
N

∑N
i=1(pi− ri) Values in cm and can range from −∞

to +∞. MBE = 0 when positive and

negative errors cancel out or when pre-

dictions equal observations.

Represents average prediction error. Negative values indi-

cate underprediction; positive values indicate overpredic-

tion. Note that opposing errors can cancel, yielding MBE

≈ 0 despite large individual errors (Plevris et al., 2022).

NME† =
∑N

i=1 |pi−ri|∑N
i=1 |ri−r̄| Unitless values ranging from 0 to +∞,

where 0 indicates perfect agreement.

NME = 1 indicates performance equal

to the observed mean null model; NME

>1 indicates worse performance. The

observed mean null model assigns all

predictions to the observation mean.

Random null models are generated

by bootstrapping observations with re-

placement (Kelley et al., 2013).

Represents mean absolute error normalized by observation

variance. NME assesses whether the model captures true

observed values, merely replicates the observation mean, or

performs worse than the mean (Plevris et al., 2022; Kelley

et al., 2013).

†As proposed by Kelley et al. (2013) where the mean absolute error is normalized by the variance in the observations.
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