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Abstract. The a-{3-,,/ approach used to quantify the size of the feedbacks between climate and carbon cycle consists of two 

elements : the a-{3-,,/ formalism expressing the feedback strength by the sensitivities a, {3, and "/, and an experimental !lI'3etfCe 

to determine these sensitivities from Earth system model simulations using a transient scenario where CO2 is forced to rise 

far above its pre-industrial value. There are several reasons to be unsatisfied with this approach: the a, {3, and "/ sensitivities 

5 	 are introduced as linear expansion coefficients into the forcing and thus should be characteristics of the considered model as 

such, but they are known to be non-constant in time and to depend on the simulation scenario used to determine their values. 

Moreover, being linear, the whole approach should be valid only for sufficiently small forcing, so that the practice to calculate 

the sensitivities at maximum forcing reached in the simulations is rather questionable. Finally, the definition of the sensitivities 
----....'-----. 

as lineare,pansion,boefficients into the forcing turns out to be inconsistent with the practice to apply the formalism to transient 

simulations: we demonstrate that , because of the internal memory of the Earth system, by such a definition all sensitivities are 

mathematically zero and thus not well defined. But as we show here, the whole approach can be justified when introducing the 

a, {3, and "/ sensitivities from the outset not as differential, but as difference quotients. In this way a linearization is not needed 
c 

and one obtains a fully non-linear description of the feedbacks. Moreover, thereby the formalism can be extended to include 

U"~"-- also the ~ between the feedbacks so that it gets even exact. Nevertheless, the scenario and time dependence remain, 

15 being a necessary consequence of the application of ihe formalism to transient simulations. In this respect the a-{3-,,/ approach 

to climate-carbon feedbacks differs from the well-known description of atmospheric feedbacks : in the latter case not transient, 

but equilibrium states are employed to quantify the feedbacks , a practice consistent with a linearization into the forcing; 

accordingly, the obtained sensitivities, as well as the feedback strengths calculated from them, are proper characteristics of the 

system, independently of how the equilibrium was reached. This woul.d also be the case for the calculation of climate-carbon 

20 feedbacks by the a-{3-,,/ formalism if one used equilibrium instead of transient simulations to compute the sensitiv~e,.•~o~~e 

light of these results we discuss ill sbQer '\eak the pros and cons of various options for future research ~~ sf':~l~at~~~n 
feedbacks, including also the application of the generalized a-{3- , framework to obtain insight into the memory structure of 

the climate-carbon system. --r 
uwd_tA,"\...-­
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1 Introduction 

25 mounts of anthropogenic CO2 stored away by the oceans and the land biosphere, today's climate would be 

i}. 
. 3 ~ 

1J . ~j
~ ~'\. 

much less hospitable than it actually is. From estimates of the airborne fraction we know that currently ocean and land take up ~ ~ 

more than 50% of anthropogenic CO2 emissions (Bennett et aI. , 2024), but in particular the ,5>cean sink is expected to weaken ... 

in the future (Canadell et aI., 2021). The value of the~'rbo ne fraction depends on various processes controlling the carbon 
m~.'1"'

uptake by land and oceans, in particular on thep 0 the feedbacks between climate and carbon cycle. To disentangle the 

30 	 contributions from the various feedback s one needs model simulations of the Earth system in which the different feedback 

processes are switched on and off. Already the first such simulations revealed that the uptake of CO2 by land and ocean 

is strongly weakened by global warming (Cox et aI., 2000). ~he invention of the Ct-fJ-, formalism by f riedlingstein et al. 
c.lo..oA.,.. ~nl~ 


(2003) IRe ~esea~~i~ topic " his givGn a formal tool for a more objective quantification of the ~teof the different feedbacks . 


S· ... ,~ .,. l: htl7 I' . . d' dd . h' . b I' d b I (Ince then t IS lee lound app Icallon In numerous stu les a ressIng t e interactIOns etween c Imate an car on cyc e see 

35 e.g. the review (Friedlingstein, 20 IS)). 

The quantification of climate-carbon feedbacks was in particular put forward in an international effort by the Coupled Cli­

mate Carbon Cycle Model Intercomparison PJoject (C4 MIP; see c4mip.net) . In this project, the participating climate research 
~\I<> ~\~ 

centers performed Earth system simulations aee6fd ill !,;;'b a common protocol, designed to obtain the necessary data for appli­

cation of the Ct-fJ -, formalism. The results from the various project phases were pU~d in a series of papers (Friedlingstein 

40 et aI., 2006; Arora et aI., 2013,2020) and prominently summarized in the carb07 chapters of the then upcoming IPCC reports 

(Denman et aI., ~~~; Ciais ~~~ Canadell et aI., 2021). The setups used for the simulations were [Fell'! fl~ase 19 pRase 

a bit differen but all ~out from pre-industrial conditions, in particular from pre-industrial atmospheric CO2 concentration 

(about 280 ppm) . While in the first phase of C4 MIP an ' emission-driven' setup was used, lateron the common experiment 

protocol waschanged to a 'concentration-driven' experiment mode. In any case atmospheric CO2 concentration is forced to 

45 	 gradually rise to several times its pre-industrial value towards the end of the 21 st century. 

The usage of such transient simulations is the established way to quantify climate-carbon feedbacks by means of the Ct­

fJ-, formalism. Accordingly, all quantities of this formalism pertain to transient states of the Earth system. This is worth 


mentioning, because the Ct-fJ-, formalism has according to (Friedlingstein et aI., 2003, p. 694) been designed in the spirit 


of the description of atmospheric feedbacks by Hansen et al. (1984), but their formalism describes equilibrium feedbacks. 


50 	 This difference has an important consequence: following Hansen et al. (1984), also Friedlingstein et al. (2003) derived their 

formalism by employing a linearization into the forcing, but, as we show in the present ~tudy, while being consistent with the 

application to equilibrium states, this linearization turns out to be inconsistent U/i t~~ of transient states. 

That the linearity assumption may be problematic seems first recognized by Plattner et al. (2008): A major conclusion from 

the Ct-fJ-, formalism is that the strength of the climate-carbon feedbacks is fully determined by the three sensitivities Ct, fJ, 
55 and ~f (definitions follow below). Determining these in Earth system simulations, they found that in particular the values for 

the Ct and fJ sensitivities depend strongly on the employed transient scenario, even though, by the linearity assumption, they 

should be an invariant property of the invoked Earth system model alone. While Plattner et al. (2008, p. 2741) interpret this 

t 
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scenario dependence by the presence of strong non-linearities in the system - noting as an example "system time lags" - that 

are ignored in the o:-{3-, formalism, the linearity assumption is more directly questioned in the study by Gregory et al. (2009) 

60 	 appearing one year later: They also recognized the scenario dependence of the sensitivities, but point in addition to the C4 M1P 

simulation results presented in (Friedlingstein et aI., 2006, Fig, 2). where one sees that the values of " and to a lesser extend 

also those of {3, vary with the strength of the forcing. By these observations they conclude that the linear relations of the o:-{3-, 

formalism, in which {3 and, relate the land and ocean carbon uptake to C02 and temperature rise, are "inadequate" (Gregory 

et aI., 2009, pp. 5242 and 5248). They argue that by the linearity of these relations effectively an instantaneous equilibration of 

65 	 the carbon system is assumed, whereby the memory of the system is ignored causing the sensitivities to get dependent on the 

forcing scenario and the strength of the forcing. Similar conclusions were drawn by Boer and Arora (2009, p. L02704), using 

flux-based analogues of the storage-based sensitivities {3 and f. As Plattner et al. (2008), they attribute the scenario and forcing 

dependence to the presence of non-Iinearities that are not accounted for in a linear formalism. 

But even though it thus seems to be known for long that the linearity assumption doesn't hold, the o:-{3-, formalism continues 

70 	 to be used to quantify feedbacks. If at all this practice is defended, the employed arguments are rather unspecific: E.g. Arora 

et al.(2013, p. 5305) write that "however, the feedback parameters provide insight into the behaviour of feedbacks" and 

"provide a useful common framework for comparing models". And in (Gregory et aI., 2009, p. 5248) we read that the fonnalism 

"remains useful as an interpretative tool and indicative of the sources of uncertainty." The present study is also a defense of the 

o:-{3-, formalism, but in contrast to the quoted authors, we do not argue that the formalism can be used despite the invalidity 

75 	 of the linearity assumption, but because upon proper interpretation such a linearity assumption is not needed. 

In the following we first recall the o:-{3- , fonnalism (section 2) and how it is applied to determine the strengths of the climate­

carbon feedbacks from transient Earth system simulations (section 3). The presentation of the formalism leaves out the question 

of linearization, which is then critically discussed in section 4. Here we show that when introducing the sensitivities as linear 

expansion coefficients into the forcing they are mathematically zero. By comparing the o:-{3-, approach to climate-carbon 

feedbacks with the description of atmospheric equilibrium feedbacks (Hansen et aI. , 1984) it will get clear that the problem of 

linearization is not arising from the formalism itself, but from the practice to use transient instead of equilibrium simulations to 

detennine the size of the feedbacks. Based on these considerations, in the subsequent main section 5 of the study we show that 

a linearization is not needed to justify the o:-{3-, approach: It tums out that upon proper interpretation the approach accounts 

for the full non-linear response to the forcing . The whole approach is found to be justified as long as the synergy between 

85 	 the feedbacks is small, but, as we show in section 6, this latter assumption can be eliminated by accounting explicitly for the 

synergy, whereby the formalism gets even exact. In section 7, we discuss the consequences of this re-interpretation of the 

o:-{3-, formalism, in particular to what ext t published results obtained by application of the formalism are affected. Based on 

the foregoing considerations, we finally c pare in section 8 the advantages and disadvantages of different options for future 

investigations of the ¥e of climate-carbon edbacks. 

Tnt\j ~\ -h.ck 
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90 	 2 The a-{3-'{ formalism 

This section presents the a-,B-, formalism, originally introduced by Friedlingstein et aJ. (2003). For our purpose it will be 

sufficient to introduce it in a rather formal way, based on the feedback diagram shown in Fig. I, without going into much detail 

of the underlying processes. 

Starting point is a disturbance of pre-industrial climate and carbon cycle by anthropogenic CO2 emissions into the atmo­

95 	 sphere. Measuring time t since start of the perturbations - typically the preindustrial reference date 1850 AD - let J(t) be 

the cumulated amount of anthropogenic CO2 emissions that has been added until time t. Measuring J(t) in carbon units, the 

resulting change in atmospheric C02, expressed as change in atmospheric carbon content e.GA, can by application of carbon 

'O",,~,tio"b'wri","" ~-I-t--t- \c ~-\ "L~ C~ c k.ul~"" 
(I) 

100 	 where e.GL+O is the change in the combined land and ocean carbon storage that happened in reaction to the emissions 

since pre-industrial times. In the published presentations of the a-.B-, formalism, land and ocean carbon are usually treated 

separately, but for our purpose of clarifying its foundations it suffices to treat them as a single quantity e.GL+O. Eq. (I) refers 

to the node depicted as@ in Fig. I. 

+ 	 ~CAI(t) ---+I L t-----I-----------.--....----. ~CA 

~CL+O land 
+ocean 
C-cycle t+--±--~-~-----I 

Figure 1. The conceptual model of the feedbacks between climate and carbon cycle underlying the 0:-(3-, formalism . All quantitities in 
this feedback diagram are differences to the pre-industrial state of the system. At the point@ cumulated anthropogenic emissions I(t ) and 
the carbon t;.CL+o taken up by land and ocean are summed to give the change in atmospheric carbon content t;.CA - actually t;.CL+O 

is subtracted because by convention land and ocean carbon take-up are considered to be positive. The symbols Q) and @ mark the points 
where links between system components may be cut to disentangle the effects of the feedbacks from the behaviour of the fully coupled 
model : When cutting at point Q) the model is called 'biogeochemically coupled', and when cutting at point @ 'radiatively coupled' (because \ 
a change in CO2 modifies the radiative balance but has no biogeochemical effect). For more details see text. ' ~ 11) 

0'("" I\~)~\J)-€.. lv1,-<-~ , .... 1~ h-u> l-l~"~ \~ ~ 
Feedbacks enter this picture by the 8 e.GL+O(t) ~,9 land and ocean carbon{to the changes in atmospheric 

105 C02. To describe this reaction. one introduces the three sensitivities a, ,B, and " after which the formalism was named. These 

characterize the behaviour of the two system components 'climate' and 'carbon cycle' individually. Considering first climate, 

this component is understood as a black box converting a change e.GA in atmospheric C02 concentration (input) into a change 

4 
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in global temperature t::.T (output) . Quantitatively its operation may be characterized by the conversion factor (sensitivity) 

t::.T(t) 
(2)Q(t):= t::.CA(t)' 

110 	 Here - as for the other two sensitivities below - Q is introduced as a time-dependent quantity. Such a time dependence arises 

because the reaction of the involved system components is not only a function of the input at time t, but also of the inputs at 

earlier times, i.e. those components have "memory". 

In contrast to climate, the combined land and ocean carbon store is pictured with two inputs, namely the change t::.CA(t) in 

atmospheric CO2 and the temperature change t::.T(t) . The reaction of t::.CL+o to each of these inputs is considered separately 

115 by setting the respective other input to its pre-industrial value . These reactions are thus quantified by defining the sensitivities 

f3 (t) := t::.CL+o(t)I~T=O ~~~~ -h ~ ~J'"' (3) 

t::.CA(t) ( f' ~~ 
(t)·= t::.CL+o(t)I~CA=O 	 'Y'41 , y(\P..:t4~) (4) 

'Y. t::.T(t) . 	 r 

Note that we have introduced here the sensitivities Q, f3 , and 'Y as difference quotients, not as differenlial quotients, a conceptual 

difference that will below get important for our re-interpretation of the formalism . 

120 Next it is assumed that the change in land and ocean carbon induced by a simullaneous change in its inputs atmospheric 

CO2 and temperature is well approximated by the sum of the individual carbon responses : 

t::.CL+O(t) = t::.CL+O(t)I~T=O + t::.CL+o(t)I~CA =O 
(5) 

= f3 (t)t::.CA(t) + , (t)t::.T(t). 

where for the second equality the definitions of f3,~' have been employed. This relation - that we call ' additivity approxi­
W4- d4..Y1 

mation' - looks rather innocent, but, as will get cI~ below, its justification needs quite some discussion. Using the definition 

125 	 (2) of Q to replace t::.T in this equation, and inserting the result in (\) one obtains 

(6) 

Solving for t::.CA finally gives 

1 
(7)t::.CA(t) = 1 + f3 (t) + Q(th(t) I(t). 

This is the desired equation describing how atmospheric CO2 changes in response to emissions when feedbacks are ac­

130 counted for. By introducing thejeedbackjaclor 

f(t):= - (f3 (t) + Q(th(t))) 	 (8) 

5 



Eq. (7) assumes the standard form known from the general theory of feedbacks (see e.g. (Hansen et aI., 1984, Eqs. (4) and (7», 

(Peixoto and Oon, 1992, Eq. (2.10», (Stull, 2017, Eq. (21.25», (Roe, 2009, Eq. (8») 

1 
~CA(t) = G(t)l(t) with 	 (9)G(t) := 1 - J(t)' 

135 	 For the interpretation of this equation it is useful to first consider what happens in the absence of feedbacks. In this case 


land and ocean carbon remain unchanged by the changing atmospheric CO2 , i.e . ~CL+o(t) = 0 and all emissions let) stay 


in the atmosphere. Hence the carbon conservation equation (1) reduces to ~CA(t) = let), leading by comparison with (9) 


to J(t) = 0; this is the reference case. If J(t) is non-zero, atmospheric carbon is either enhanced above the reference case 


(j(t) > 0 => ~CA(t) > let), positive feedback), or it stays below (j(t) < 0 => ~CA(t) < let), negative feedback). The term 


140 	 G(t) thus has the meaning of an amplification factor, commonly called gain (but there is a bit of confusion in naming, see 

(Stull, 2017, p. 807),(Roe, 2009, p. 97». In the present context the gain has an even more specific meaning: from Eq. (9) it 

is seen that it may be interpreted as the fraction of emitted CO2 that remained in the atmosphere, i.e. the gain is here what is 

commonly called the airborne fraction (Gregory et aI., 2009) . 

One may understand Eq. (8) for the feedback factor as the major result of the ex-(3-, formalism: By writing it as 

Jbgc(t) := -(3(t)
145 J(t) = Jbgc + Jrad with (10) 


Jrad (t) := -ex(th(t) 


one sees that the contributions from the two feedbacks are clearly separated: Jbgc depends only on the sensitivity (3 characteriz­

ing the response in what we call the the 'biogeochemical feedback path', while Jrad depends only on the sensitivities ex and, 

characterizing the 'radiative feedback path' (compare Fig. I). In this way one has found expressions that quantify the contribu­

tions from the two feedbacks separately, by which one may e.g. judge their relative importance. Note that following (Gregory 

150 	 et aI., 2009) in the literature the two feedbacks are often called 'carbon-concentration feedback ' and 'c1imaie-concentration c..1-~ ~ 

feedback' while we use here, respectively, the terms 'biogeochemical feedback' and ' radiative feedback'. liT ~LJ)vn - • 

Besides the feedback factor J and the airborne fraction also some other measures can be derived from the ex-(3-, formalism 

to quantify the size of the climate carbon feedbacks. It is e.g. straightforward to define ' land-borne' and 'ocean-borne' fractions 

of emissions (Friedlingstein et aI., 2006; Arora et aI., 2013). And in the first publications of the subject (Friedlingstein et aI., 

155 	 2003, 2006) not the pre-industrial state was taken as a reference, but the biogeochemically coupled simulation, which leads to 


other definitions of gain and feedback factor. But for the purpose of the present rather formal considerations this doesn't make 


a difference. 


3 Quantification of feedbacks by Earth system simulations 
o 

Structurally, the ex-(3-, formalism is designed after the original feedback formalism brought into climate sciences by Hansen 


160 et al. (1984), being today a standard textbook topic (see e.g. (Peixoto and Oon, 1992; Stull, 2017». But concerning the experi­

6 



mental protocol used to quantify the feedbacks, there is an important difference: while for the Hansen formalism the simulation 


experiments are designed to bring the system to a new equilibrium state, for the Ct-/3-, formalism transient simulations are used. 


And this has - as we show in the present s'tudy - consequences for its interpretation. To prepare for a discussion of these conse­


quences in the next section, we shortly describe here how the 0-/3 -")' formalism is applied to quantify climate-carbon feedbacks 


165 	 by means of Earth system simulations. The experimental protocol has slightly changed between the different phases of C4 MIP 

(for the latest version see (Jones et aI., 2016)), but for the present purpose it is sufficient to describe the general ideas underlying 

the experimental protocol, which remained the same through all phases of C4 MIP. 

One metric characterizing the strength of the feedbacks is the feedback factor f. To obtain f, one must determine the 

sensitivities Ct, /3, and, (see Eq. (8)) . These cannot be observed directly (see however (Friedlingstein, 2015; Heinze et aI., 

170 2019)) so that one must determine themJrom simulations with Earth system models (ESMs), that describe the global dynamics 

of the atmosphere and the oceans together with the global carbon cycle. How suitable simulations must be set up can be read 

off from the feedback diagram in Fig. I. First of all, one needs a forCing I(t) that induces changes in the system; as described 

above, one uses simulations with rising CO2 for this purpose. To diagnose the resulting changes one must have initialized the 

system at a reference state, obtained e .g. from a "control" simulation at zero forcing (J(t) = 0). For isolating the feedbacks, 

175 one needs two further simulations with feedbacks partially switched off by cutting the feedback branches either at point G) 

or at point @ in the feedback diagram. Cutting at point G) , the climate, represented by global temperature, remains - ideally 

- unchanged by the emissions (!::"T = 0). Accordingly, in such a simulation, called ' biogeochemically coupled', a change in 

land and ocean carbon storage is caused only by the direct, non-radiative effect of rising CO2 , the very condition to obtain 

/3 (t) from the simulation data of !::,.CA(t) and !::,.CL+O(t) (see Eq. (3)). Cutting instead at point @, climate changes because 

180 	 of the radiative effect of CO2 rise. In this simulation land and ocean carbon stores change because a temperature change 
",­

affects the carbon chemistry of the upper ocean and the biological activities on land, but there is no direct effect of CO2,')'!'\- ­

Such a simulation, called 'radiatively coupled', realizes the conditions to obtain Ct(t ) and ,(t) from the simulation data for 

!::,.CA(t), !::,.CL+O(t), and !::"T(t) (see Eqs. (2) and (4)). Such simulations can be performed in an 'emission-driven' mode, 

where at~h~~CO2 is calculated each time step from the balance of injected CO2 and the carbon ecxchanges with land 

185 	 and ocean, afd in a ' concentration-driven' mode, where the changing atmospheric C02 concentration is prescribed. In this 

latter case the cumulated emissions I(t) compatible with the prescribed C02 can be diagnosed from the simulation results by 

the amounts of carbon additionally stored in the system, namely I(t) = !::"CA + !::"CL+O (called 'compatible emissions' (Ciais 

et aI., 2014, Box 6.4, p. 516)). 

It should be noted that in practice the necessary separation between the feedbacks from the two branches cannot be fully 

190 realized : in the biogeochemically couple~~~I1ation temperature typically changes slightly, among other reasons because of 

CO2 induced changes in tt5lt transpiration o1t plants (C02-fertilization leads to evaporation cooling; see (Arora et aI., 2013, 

p. 5294)). Note also that this is not the only way to obtain the sensitivities: Alternatively one of the two simulations can be 


replaced by a full simulation with all feedbacks acti~ !oolfalculate the sensitivities (see (Arora et aI., 2013; Schwinger et aI.,

1: ~o""'-"'~ 

2014)) leadin~ to quantitativel1 different ~Ch;Y:~~I., 2014; Arora et aI., 2020); to keep the following 

195 discussion focused , these alternatives will first be ignored before we come tCCk to this issue in the final discussion section. 
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For the present purpose these few remarks seem sufficient. As will gel ele1lr below, the important point here is that transient 

simulations are used to quantify the sensitivities so that they depend on time. In the published studies this is often not well 

visible, because not plots of their time dependence are shown, but only their values at the end of the simulation period (typically 

t = 140 years), usually tabulated for the different models; notable exceptions are (Zickfeld et aI., 2011 ; Arora et aI., 2013; 

Adloff et aI., 2018; Williams et aI., 2019). Here we show as an example in Fig. 2 time-dependent sensitivities, gain and 

feedback strengths obtained from the CMIP6 C4MIP simulations performed with the MPI-ESM 1-2-LR Earth system model. 

Critique of the standard interpretation of the 0-{3-,,( formalism 

In the present essay we argue that the way the 0-/3-, formalism is understood in the published literature involves a serious 

misconception. But before making this precise, it is useful to first clarify what assumptions are made to arrive at the gain 

equation (7) from which the dependence of the feedback factor on the sensitivities could be identified (Eq. (8». 

Surely, underlying the whole formalism is a certain process understanding of the feedback mechanisms in the coupled 

climate-carbon system. In particular, there is the strong assumption that in a quantitative description of these feedbacks it is 

sufficient to represent climate by its temperature, instead of accounting also for other aspects characterizing a specific climate 

(precipitation, momentum distribution, cloud cover, ... ). This is indeed constitutive for setting up the 0-/3-, formalism, but the 

misconception thematized here is related to the question whether the nUlIhematical assumptions underlying the formalism are 

consistent with the experimental practice from which the sensitivities are determined, not whether the process understanding 

is correct. Accordingly, only those mathematical aspects will be considered in the following. 

What are these mathematical assumptions? By the above presentation of the 0-/3-, formalism it is seen that the only mathe­

matical expression lacking proper justification is Eq. (5) for the combined response to temperature and C02 changes - we call 

this the additivity approximation of the responses; all other equations are either definitions, are justified by carbon conservation, 

or are derived algebraically. This is so obvious because of the particular way we have presented the formalism, differing from 

other presentations by introducing the sensitivities explicitly by definition, while they are usually introduced implicitly by writ­

ing (see e.g. (Friedlingstein et aI., 2003, Eq. (6»,(Gregory et aI., 2009, Eq . (9», (Friedlingstein, 2015, Eqs . (2.2), (2.3»,(Arora 

et aI., 2020, Appendix A» 

IJ.T = olJ.CA 

(II) 
IJ.CL+O = /3IJ.CA + ,IJ.T. 

These equations look similar or even equivalent to Eqs. (2) and (5) above. But by omitting the time dependence - in particular 

the time dependence of the sensitivities - it is tacitly suggested that they may be understood as the lowest order terms of 

a Taylor expansion in IJ.C A and IJ.T, which is only seldomly made explicit (see however (Boer and Arora, 2013, p. 3329), 

(Schwinger et aI., 2014, p. 3871), (Williams et aI., 2019, p. 284f). Usually it is only noted that they are a 'linearization' 

(see e.g. (Friedlingstein et aI., 2003, p. 694), (Arora et aI., 2020, p. 4176». Accordingly, throughout the literature the whole 
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Figure 2, Example for a time dependent feedback analysis applied to the CMlP6 C4 MlP I%-simulatons performed with MPI-ESMI-2­
LR, Top left: The prescribed atmosphetic C02 staning at a pre-industtial level of about 280 ppm , rising by I % per year over 140 years 
of simulation. Top right: The change in land and ocean carbon 6.CL+O found in the fully coupled ('full'). radiatively coupled ('rad'), 
and biogeochemically coupled ('bgc') simulations, as well as the synergy calculated as 'full - rad - bgc' (compare Eq. (26)); obviously the 
synergy is rather small compared to 6.CL+o in the full simulation, indicating that the additivity approximation is well fulfilled for this 
set of simulations. Middle row: Data of the radiatively coupled l %-simulation from which the sensitivities a: and , are detived (insets) . 
Bottom left: Data of the biogeochemically coupled I %-simulation from which the sensitivity f3 is derived (inset). Bottom right: Airborne 
fraction 6.CA / I(t), where the implied emissions I(t) have been calculated as I(t) = 6.CL+O + 6.CA (see text) using the results from the 
fully coupled I %-simulation, while the gain Ghas been calculated by Eqs. (9) and (8) from the sensitivities depicted in the other panels; 
apparently, the airborne fraction (obtained from the fully-coupled simulation) is well predicted from the gain (obtained from the other two 
simulations), justifying the applicability of the a:-f3-, formalism for these simulations; note that if instead G had been calculated from 
Eq. (28) obtained by the completed formalism that by accounting for the synergy is exact, it would be indistinguishable from the airborne 
fraction . The inset shows the feedback factors f" ad and fbgo from the two feedback paths (compare Eq. (10)) and f syn characterizing the 
strength of the combined feedbacks (see Eq. (29)); obviously, the negative biogeochemical feedback strongly dominates the total climate­
carbon feedback as is also obvious from the top right panel where in the biogeochemically coupled simulation the land and ocean carbon 
is much more affected than in the radiatively coupled simulation. - Origin of simulation data: ' full': (Wieners et aI., 2019); 'bgc': (Brovkin 
et aI. , 2019a); orad': (Brovkin et aI., 2019b). 9 
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formalism is understood to be a linear formalism (see the quotes compiled in appendix A). In the following it will get clear that 

this is a fundamental misconception. 

If the Q, {3, and I sensitivities could be understood as the linear coefficients of a Taylor expansion then one could write ­

taking Q as an example ­

( 12) 

We now show that by such a definition all sensitivities are zero so that the first non-zero term in such a Taylor expansion would 

be quadratic. To demonstrate our claim, we consider in the following the simplified situation of a system with a single time 

scale - a proof for general systems is given in appendix B. 

Global changes in heat and carbon can be described by rate equations . The simplest such equation is 

dX X 
235 	 - =bF(t)-- (13)

dt T' 

where X is a reservoir filled by an input flux bF(t) that is assumed to be proportional to the forcing F(t) with proportionality 

constant b and with T in the linear loss term denoting the memory time of the system. In the feedback diagram Fig. J this 

equation is meant either to describe the dynamics of the combined land and ocean carbon reservoir X = CL+O, or the climate 

component understood as a heat reservoir with content cT, where c is its heat capacity so that when absorbing c in the right 

240 	 hand side constants band T the equation may as well be understood to describe the global temperature X = T . For the forcing 

we assume a function that mimics a CO2 or temperature rise: 

I 
~ IJ~ ~ u~~ W\£ 1t'f 

u~,,-fo 1k..-~ hJ.i 1=0:= 0 1 ~ fkd-I 

a ·t 	 for t 2 0 
F(t) := Fo + LlF(t), with LlF(t):= 0 ~) ( 14)

{ 
for 	 rry 

This forcing has the constant "pre-industrial" valu Fo, and starts rising at t = 0 with constant slope a > 0 - in particular the 

rise in C02 looks in reality more like an exponential, but assuming a linear rise is sufficient here: we want to investigate the 

245 	 behaviour of the sensitivities when introduced as linear expansion coefficients into the forcing, i.e. we are interested in the case 

of small forcing, ergo in the behaviour at small times, where any smooth forcing may be assumed to be linear.' 

__In agreemen?with the C4 MIP experiment protocol, the system is assumed to be initially in "equilibrium", i.e. dX/dt = 0 

for "pre-industrial" times so that by Eq. (13) X has for t ~ 0 the constant value Xo = bFoT. Setting LlX(t) := X(t) - Xo, the 

rate equation takes the form dLlX/dt = bLlF(t) - LlX/T, whose solution is for t 2 0 

250 	 •
( /',X(t)~bj~ ( 15) 

o 

I In case 'he forcing rises quadratically instead of linearly at small limes, the definition of the sensitivities as linear coefficients of a Taylor expansion into 
the forcing fall s from the outset and thus must not be considered. 
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a · t and solving the integral one finds Entering the forcing tlF(t) = 

tlX(t) = Tab [t - TO - exp( -ti T) I· 

Here tlX is a function of t, but to calculate its sensitivity to the forcing, i.e. the analogue of the Q, f3 and ~( sensitivities defined 

as derivative as in Eq. (12), one needs tlX as a function of the forcing. Such a change in the dependent variable is possible 

255 because F(t) is in the range of interest t > 0 invertible, namely t = tlFl a. Using this in (16) one finally finds 

(17) 

where the last result has been obtained by expanding the exponential into tlF. For the simple system considered, this is the 

analogue of Eq. (12) from above, except that the Taylor expansion is made here explicit up to quadratic order and obviously 

this is the first non-zero term. Noting that dtlX = dX and dtlF = dF one thus finds that the linear expansion coefficient is 

260 	 zero: 

(18)~~IM=O =0. 

Hence, for this simple system, it makes mathematically no sense to introduce its sensitivity to the forcing as linear expansion 

coefficient. And this holds also for general systems with memory as demonstrated in Appendix B. 

This result explains even more clearly why in C4 MIP-type simulations the sensitivities are found to be non-constant: To 

265 	 lowest order the response to forcing is quadratic so that there is no linear regime over which the response scales with the 

forcing . Accordingly, there is even for small forcing no range for which the sensitivities calculated as the difference quotients 

(2)-(4) are constant, instead their value must vary with time from the outset starting from value zero . Such a behaviour, being 

incompatible with the assumption of a linear response, is visible for the example of the MPI-ESM 1-2-LR simulations displayed 

in Fig. 2 and has been one of the reasons that motivated this study. In principle one should be able to demonstrate the quadratic 

270 	 dependence in Earth system simulation data, but this behaviour happens at small forcing where the response is hidden by 

natural variability. Nevertheless, for some model simulations at least indications of this behaviour are recognizable: For the 

MPI-ESMI-2-LR simulations displayed in Fig. 2 one sees that the sensitivity f3 is approximately zero at year zero, i.e. at 

forcing tlC02 = 0 (inset bottom left panel), as it should be for a vanishing linear response. The other carbon sensitivity ~( is 

rapidly varying at small tlT, so that the behaviour at small forcing is obscured, but with some fantasy one may imagine that 

275 	 the curve of the underlying data tlCL+o (tlT) (middle right panel) starts with zero slope as expected from Eq. (17). Such a 

quadratic dependence in the data underlying ~( is more clearly visible in the original paper by Friedlingstein et al. (2003, Fig. 5) 

for the IPSL and Hadley ESMs, and in (Plattner et aI., 2008, Fig. 12 e and f) and (Williams et aI., 2019, Fig. 2 g) for a whole 

suite of Earth system models . Indications of the quadratic dependence of the response in land and ocean carbon are also seen 

in (Chimuka et aI., 2023, Fig. 5; case "ramp-up") , (Asaadi et aI., 2024, Figs. 3 and 4), and (Williams et aI., 2019, Fig. 2 e,f) . 
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280 The case of a gives an indication of the role of the scenario for seeing the effect of memory on the sensitivities: For a the 

situation is insofar a bit different as climate reacts much faster to a perturbation than the land and ocean carbon. Asaadi et al. 

(2024) analyzed the behaviour of several ESMs when after a standard I % simulation the C02 rise is exactly reversed. While 

for all models the land and ocean carbon show clear hysteretic behaviour (Asaadi et aI., 2024, Supplement Figs. S2 c, d, k, I) 

indicating that memory is of importance, temperature comes at the end of the reversal for two out of five models back to its 

285 	 value at simulation start (Asaadi et aI., 2024, Fig. I (d)). Accordingly, for these two models atmospheric C02 changes so slowly 

that temperature is essentially in equilibrium with the forcing so that one could see a hysteretic effect in a only if C02 would 

change much faster than in a I % simulation. For the present discussion this means that the vanishing of the sensitivities is of ' bu.!­
~tical relevance only if the forcing changes sufficiently rapidly comp-ared to the relevant memory time scale. JL ~3.d- ttu.) lary 

To shed some more light on the origin of the vanishing of the sensitivities, it is instructive to ask, why then the sensitivities PIA 
o 

290 	 appearing in the structurally similar Hansen theory of atmospheric feedbacks (Hansen et aI., 1984; Peixoto and Oort, 1992;/lI:.-'-V~ t~ 
If' ~e L 

Roe, 2009; Stull, 2017) are well defined as Taylor expansion coefficients? The main difference is that in Hansen's theory hV..e 

one considers equilibrium feedbacks, while the a-{3-, approach tlies to specify the sensitivities for a transienl state. This can ~ Iw-.fk 
formally be made precise as follows. Define the forcing as a function F(t) = Fo + q(t)~Fstep, where ~Fstep is a constant I<tn~ 
called the step size, and the continuous function q(t) determines how the forcing develops from the initial value Fo to the 

295 	 value Fo + ~Fst.p at some later time T, i.e. formally q(t ::; 0) = 0 and q(t > T) = 1 and otherwise being arbitrary. For the 

simple system (13) the solution for this type of forcing - in the following called "step forcing" - is obtained by inserting 

~F(t) = q(t)~Fstep into the general solution (15) . This gives for t ;c:: 0 

(19) 

In Hansen's theory one is interested only in the equilibrium response, i.e. in the response for t --+ 00. This gives 

300 ~Xequ:= lim ~X(t) (~) b~Fstep (lim e-~ }Tdse'iq(S) + lim e - ~ }tdse.;:) = ~FstepbT 	 (20)
t--+oo t---7 00 t---+oo 	 ' 

o 	 T 

where the integral from 0 to t was split at time T into two integrals (because of t --+ 00 t > T can be assumed) and the final 

result was then obtained by noting that the first term in the large brackets vanishes, while the second term gives T because 

q(t > T) = 1. For the sensitivity one thus finds 

(21 ) 

305 	 and obviously it is non -zero and independent of the forcing history (q(t) doesn't show up). That by Eq. (20) ~X.qu depends 

linearly on ~Fstep is an artifact of the simplicity of the rate equation model considered here. For more general systems the 
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relation between c:"Xequ and C:..Fstep contains also terms of higher order in C:..Fstep , but it can be shown that the equilibrium 

sensitivity (21) stays to be non-zero and independent of the forcing history. 

One may be tempted to compare (18) to (21) to try to understand why in the former the linear coefficient is zero while in 

the laller it is not; nevertheless, those two derivatives are not directly comparable. The former is the standard derivative of the 

response X(t) with respect to the forcing F(t) at time t = 0 when the forcing starts to increase. The second, however, is rather 

special: it is the derivative of the function that maps the step forcing at t -+ 00 into equilibrium stales X equ ' 

One learns from this exercise that there is no trouble with the sensitivities defined as linear coefficients of a Taylor expansion 

when they are derived from the equilibrium response to a step function forcing. Hence, the problem is not the 0.-{3-, formalism 

itself, but the way the sensitivities are determined in simulation experiments, namely by invoking transient simulations. In 

fact, the whole 0.-{3-, formalism can without change be applied to determine the strength of the feedbacks for the equilibrium 

response, as has been done in (Lade et aI., 2018) for their analytical Earth system model- this would be one way to circumvent 

the problems discussed above. Also another conclusion can be drawn from this exercise: This case of an equilibrium response 

may more generally be understood as a situation where the change in forcing is much slower than the reaction of the system 

(as likely happens for the climate response defining 0: in I % simulations; see above). Hence more precisely, the diagnosed 

problem arising in application of the 0.-{3-, formalism to transient simulations doesn't arise generally, but only if the fOimalism 

is applied to simulations where compared to internal time scales the forcing changes too rapidly - which is obviously the case 

for the global carbon cycle in 1% simulations (non-constancy of {3 and , ; scenario dependence of quantified feedbaCkS)~ fq)1;~ 
5 A re-interpretation of the 0:-(3-"'1 formalism without linearity assumption 

A~ a. 
\ _ 

~~\-w L ~ 
U 'f l ., nJ\. _ 

"' " . j. \.,,1,"" ~ '""<:j v'­w.. ...... t- >(v..>.I_1 
As discussed above, the reason why in the literature the 0.-{3-, formalism is denoted . linear, is that mistakenly the system is ~ ..fl 

-~.assumed to respond linearly to a sufficiently small forcing . With this assumption tHe 0., {3, and , sensitivities are considered to --(f _ . 

be the linear coefficients of a Taylor expansion into the forcing. Our presentatio of the formalism in section 2 doesn't contain 
. I 

such an assumption. Here the sensitivities (2)-(4) are introduced as difference quotients without any need to understand the 

involved differences as being small, as would be needed when understood as linear coefficients of a Taylor expansion. As a 

consequence, the additivity approximation (5) must be justified differently than done in the literature, where it is erroneously 

explained to emerge from the linear terms of a Taylor expansion of C:..CL+O into C:..CA and C:..T (see the discussion around 

Eqs. (II) above). 

Such an alternative justification foHows from a glance at the feedback diagram I: The change in land and ocean carbon 

C:..CL+o is a function of the combined changes of atmospheric CO2 and temperature, i.e. C:..CL+o = C:..CL+O(C:..CA, C:..T); for 

brevity the time dependence of the involved quantities is not made explicit in this notation. Assuming that the two feedbacks 

are completely independent, carbon conservation implies that their individual contributions to the change in land and ocean 

carbon must add, i.e. 

(22) 
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where the first right-hand tenn arises from the biogeochemical feedback path (t:.T = 0), while the other arises from the radiative 

340 feedback path (t:.CA = 0) . Noting that the definitions (3) and (4) of {3 and, characterize exactly those individual responses to 

the forcing, it follows that ;:; j' h'\ ~~t ~"'-' to .~ 
-t>Jl~ (1.1,) -vJ ~ , t..S'\~ 

t:.C (t:.C t:.T) = t:.CL+O(t:.CA,O) t:.C + t:.CL+O (0, t:.T) t:.T -(, 1 ' . ' 

L+O A, t:.CA A t:.T dW\.. ~"'~ • 


= (3(t)t:.CA(t)+ , (t)t:.T(t) . ~..l...j t VI ~lL cLt-e)'I). t- (23) n, 
~ # 'It ~ ...6 CA- Gl'Wld. 6lltJ\t ~v 

Here, no linearization has been involved, i.e. none of t~ es t:.CL+O , t:.cA or t:.T must be small, to the consequence that 

each entry in (23) has the value it has auained attim{:}f the simulation; more precisely the additivity approximation should ') 

thus be wrillen as shown in Eq . (5) above. \I:I)Y'I,l. £1\'\<' (f» ~n d (l .,» ~It~. Au.- 1..":1 ~ • 
To make even more clear that in this way the 0:- ,8-, fonnalism accounts for the feedbacks to all orders in the perturbation, 

345 

it is instructive to justify the additivity approximation also in a more fonnal way. Following the factor separation technique by 

Stein and Alpert (1993), one may Taylor expand t:.CL+O to all orders into its "factors" t:.CA and t:.T. This gives 


00 n ~~(k\..- f$I~ ;; nv (; vJ rv 

t:.CL+O(t:.CA,t:.T) = L L an,m(t:.cA)m(t:.T)n-m , '~? 


n=l m=O -( • (24)350 

. 1 am an- m 


anm = )1-a-~CL+O\
With , m.I(n - m .. CA' U1 n-m ~CA =O,~T=O . 

After a bit of algebra this can be re-wrillen as 

00 00 

n=l n=l (25)
00 n 

+ t:.CAt:.TL L an+2,m+I(t:.cA)m(t:.Tyn-m. 
n =01n==O 

Inspection of the explicit fonns of an,n and an,o reveals that the first and second right-hand side tenns are the Taylor expansions 

of t:.CL+O (t:.CA,0) and t:.CL+o(0,t:.T).2 Hence 

(26) 

where S is introduced as a short hand for the last right-hand side tenn of (25) denoted as 'synergy' by Stein and Alpert (1993). 


Except for the synergy S, this is exactly the additivity approximation (22). The synergy tenn contains only mixed contributions 


in t:.CA and t:.T so that the additivity approximation is equivalent to the assumption that the synergy is small compared to 


the contributions from the individual factors t:.CA and t:.T. Remembering that the validity of the additivity approximation is 


360 mathematically the only assumption entering the above presentation of the o:-{3-, fonnalism, these last considerations clearly 


2For completeness it may be noted that from the discuss ion in section 4 it is known that applied to transient states the expansion coeffi cient s of the linear 
terms vanish, i,e . at,' = 0 and at ,O = O. 
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show not only that this framework can be without any linearity but that whenever this approximation is 

the framework is valid to all orders in the forcing. 

6 Completion of the a-f3-i formalism by accounting for the synergy between feedbacks 

on the system considered, the additivity may be more or less appropriate. But independent of its 

365 	 quantitative usefulness, there is a structural reason to introduce it, namely as a necessary element of the formaJismto 

disentangle the two considered feedbacks. This structural function of the additivity approximation is well visible 

when the formalism by explicit inclusion of the synergy S between the feedbacks. 

(26) reads when using the notation of section 2 

(27)+ 

370 from this exact instead from the equation (5), which was based on the additivity approximation, 

one reaches by the same reasonings the modified for the fraction): 

G(t) 
1 

Obviously, the synergy shows up here as another contribution to the feedback factor f(t) ('()mnMI' (8) and so that 

(10) to 

375 	 f(t) = + + with 

Concerning the additivity approximation there is a subtle difference between the previous formulation of the formal­

ism and the present, completed one: while above additivity of the contributions from the two feedbacks was introduced as an 

approximation, it shows up here as a necessary way to the individual contributions of the two feedbacks from their 

combined and not further contributions this completed formalism is free of any that_vv_ ••• ,,_. 

380 	 needed to be justified, while the f" '-,""IVII of the G as airborne fraction remains unchanged (compare 

section 2). Whether the two-feedbacks picture of the climate-carbon system the formalism is appropriate 

would be seen from the values of the three components of the feedback factor (29): for the picture to be valid f.yn 

must be much smaller than + 
The application of this completed formalism is straightforward when the triple of fully-coupled, biogeochemically-coupled, 

385 	 and radiatively-coupled simulatons is available. While and fra.d can as usual be calculated via 0:, p, and I from the last 

two simulations, to obtain fsyn it needs in addition the fully-coupled simulation to determine S(t) from (27) where data 

from all three simulations are involved. Otherwise the same cautionary remark a clear separation of the feedbacks 

in simulation applies also here: The assumption of = 0 in the biogeochemically simulation is 
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in practice not exactly realized (see the discussion in section 3). For the MPI-ESM-LR2 simulations depicted in Fig. 2, the 

390 	 calculations from the two variants of the a-{3-, formalism make almost no difference, as seen in the bottom-right panel from 

the almost zero value of fsyn (inset) and the almost identical curves of the airborne fraction calculated directly from the fully­

coupled simulation and the gain calculated from the original feedback factor (8), thus giving only an approximation to the 

airborne fraction because the synergy is not accounted for. In other Earth system simulations the synergy can be rather large 

(Zickfeld et a!., 20\ I; Schwinger et a!., 2014) (but see the remarks on these studies in the next section). 

395 As a bit of a side remark it may be added that the exact gain equation (28) may as well be written as 

1 
(30)G (t) = -1+--=-{3(:--:t)-+-a-:-(t-:-);:Y:::::-:(-:-t) , 

which looks like the original expression for the gain (see Eq . (7» except that { is replaced by3 

(31 ) 

By the last equality one has recovered an expression for;:Y introduced previously by Arora et a!. (2020, p. 4188). They advocate 

400 	 to use ;:y instead of "( to characterize the radiative feedback .4 The idea behind this suggestion is based on the observations by 

Zickfeld et a!. (2011) and Schwinger et a!. (2014) that in the radiatively coupled simulation (from which "( is calculated) part of 

the radiative feedback operating in the fully-coupled simulation is missing, mainly due to a reduced mixing of carbon between 

upper and deep ocean upon warming. So Arora et a!. (2020, p. 4188) suggest to include this missing part into the newly defined 

;:y by calculating it from the carbon change in the fully co.upled simulation (containing the missing part) corrected by the carbon 

405 	 change in the biogeochemically-coupled simulation (compare last equality in (31» to keep only the radiative effect. In the 

light of the present study they thus suggest to include in ;:y the synergy between the two feedbacks, which is well visible by 

the first equality in (31) involving an explicit dependence on the synergy. Accordingly, when using;:Y instead of ,,(, the synergy 

is counted as part of the radiative feedback, even though with the same right one might count the synergy to be part of the 

biogeochemical feedback (define ,8 := {3 + SI (a!::"CA ) . So in this way one is giving up the idea of a clear separation between 

410 	 the contributions from the two feedbacks underlying the a-{3-,' formalism. But as shown in the present section, this clear 

separation may be retained when accounting explicitly for the synergy by calculating all three feedback factors frad, fbge, and 

fsyn' 

7 Discussion 

Even though the a-{3-,,( formalism for climate-carbon feedbacks has been built after the Hansen et a!. (1984) formalism for 

415 atmospheric feedbacks, the above considerations revealed that its application to transient instead of equilibrium states of the 

Earth system requires a different interpretation of its elements. In particular - and in contrast to common understanding (com­

lFor notational economy ·the time dependence has been omilled. 
'This is actually the way 'Y was calculated in the first C'MIP study (Friedlingstein et aI., 2006) using the biogeochemically-coupled simulation as a 

reference (see the discussion in (Gregory et al.. 2009. p. 5244». 
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pare appendix A) -, it cannot be justified as the Hansen formalism by a linearizatIOn of a Taylor expansion into the forcing . 

)J This got evident by demonstra ting that because of the memor of the Earth system the sensi tivities vanish when understood as-linear expansion coefficients . Accordingly, for the considered transient system states the linear contributions to the feedback 

420 ~[y zeroland a non-zero feedback strength arises only because of nonlinear contributions. From a practical point of view 

this mathematical statement is only relevant when the internal memory of the sys tem is of the order of or even Ion er than the ~ 

characteristic time scale at which the forcing changes . As discussed, for the standard I % C02 scenario this is the case for the S"'j It 
. 	 at: ....."\.fht!. 

response of the land and ocean carbon cycle while the temperature response defining Q may follow that I % forcing without no- ~. 

ticeable delay. Accordingly, in practice the problem of vanishing sensitivities arises only for f3 and " but, being indispensable 1'/. F 
425 elements of the Q-f3-, formalism, this is sufficient to question the common understanding of the whole approach. ~ Cc ~ 

That there is a problem with linearity is known from simulation results at least since the paper by Gregory et a!. \~ 

(2009) who clearly stated that the "inconstancy of f3 and, indicates that the linear formulas .6.CL+o lt.:>T=O = f3.6.CA and «-t'h.>L 
.6.CL +olt.:>cA =o = ,.6.T are inadequate" (notation adapted). Nevertheless one can make sense of these formulas when, as dis- ~.} 

cussed above, one understands the sensitivities as difference quotients (see Eqs. (2) - (4)) that are not intended to approximate \w-:;/~ 
430 	 a differential quotient in the limit of small forcing, which is the usual understanding of the sensitivities when introduced as 

linear expansion coefficients . With this new understanding, an 'inconstancy' of the sensitivities is rather natural because they 

are not any more understood a;Unear expansion coefficients, which was the reason to expect their ·constancy'. 'fo"\lj ~\Ld« l-
With this modified interpretation of the sensitivities, the only assumption needed to be justified when applying the Q-f3-, F": a. 

(J 	 (JY" 
formalism to transient simulations is the validity of the additivity approximation (5). Usually it is justified by expanding the 1-= a. (:-l. 

435 change in land carbon .6.CL+O(.6.CA, .6.T) up to linear order into the changes in CO2 and temperature (see section 4), i.e . the tf"l a lYl 

additivity of the individual contributions from CO2 and temperature is thought to follow from linearization, not recognizing - IJ.. 
that these linear contributions are zero. But, as shown above, linearity is not needed for its justification, it is sufficient to assume L ~ ! 

that the synergy arising from the combined action of changing CO2 and temperature is much smaller than the conLributions m~ bC(d. 
from the individual changes (see the discussion following Eq. (24)). That this additivity is essentially an independence of the "1~ 

440 	 climate and CO2 effects on the carbon cycle is well known, but has so far not been considered to be a property inherent to 


the climate-carbon feedback system independent of the response being linear or not. This is particularly evident in the studies 


(Zickfeld et aI., 2011) and (Schwinger et a!., 2014) whose declared aim was - see their paper titles - to quantify nonlinear 


contributions to the climate-carbon feedbacks. In view of the present study these "nonlinear contributions" consist of the 


full size of the feedbacks because, as demonstrated, linear contributions to the feedback vanish in the considered transient 


445 	 simulations . Properly re-interpreted these studies instead investigated the origin and size of the synergy (compare Eq. (26)). 


This misunderstanding of the synergy as a measure of nonlinear corrections to the otherwise linear feedbacks goes at least 


back to (Gregory et aI., 2009, p. 5244), and arises because linearity is thought to be a necessary condition for additivity, wh.ile 


in fact linearity is only a sufficient condition for the additivity approximation to be valid as got clear above by demonstrating 


that it may be justified without assuming linearity. Accordingly, one cannot conclude from a good match between the airborne 


450 	 fraction calculated by the gain equation (9) (that is based on the additivity assumption) and the airborne fraction obtained 


directly from the simulations "that the linear perturbation assumption ... holds ... i.e . that the changes are small enough to 
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ignore higher-order terms" (Friedlingstein et aI., 2003, p. 697). In fact, as we have seen here, its exclusively the "higher-order 

terms" that cause the feedbacks in transient simulations and the match only indicates that the additivity assumption is 

well fulfilled. 

455 These remarks are not meant to in any way the merits of those studies, for most studies applying the 

formalism the invalidity Of the linearity assumption has no consequence - when ignoring in those studies all remarks relating to 

lineru1ty and nonlinearity everything is fine. Scientifically affected are studies where the sensitivities are employed as scaling 

constants. An is found in (Koch et aI., 2019, p. 28), where the authors used the value of 1 obtained from C4 MIP 

simulations to estimate the land and ocean carbon for a much smaller temperature change than that from which 1 

460 had been determined. Affected also be studies that draw consequences from the COIUp!lem between linear and 

nonlinear behaviour. An example for this is found in (Jones and 2020, Supplement p. 2) where a loss oflinearily 

at is used to SY~;IClmlll;'; differences seen between the values of airborne fraction calculated for 

doubled and quadrupled CO2 rise from the sensitivities via the gain Eqs. and (8) such an argument fails because as 

shown above the response to the forcing is to lowest non-vanishing order nonlinear. 

465 While in these only side aspects of the studies are affected, the allempt to obtain a more accurate value of {3 and 1 

accounting for the small temperature rise found in the biogeochemically-coupled simulations poses a more serious problem. 

Arora et al. (2013) discussed how to obtain the {3 and 1 sensitivities from different of the radialively, hlr,,,p,"rr,,,m 

and fully coupled simulations. point is (following et al.. 2014, the additivity approximation 

written as 

470 	 t:.CE.... o + (32) 

where the upper index E E {rad,bgc,full} to which of the three the quantity refers. As dis­

cussed in section 2, the two right-hand-side terms emerge from the two feedbacks, the first one from the OH)ge:OCinermc:al 

coupling, the second one from the radiative Both terms are present for the fully-coupled (,full'), while 

for the ('rad') the firs! term is zero. In the ideal picture of a complete of the two 

475 feedbacks (compare I) for the biogeochemically-coupled ('bgc') climate temperature) is un­

affected the C02 rise, so that in this case the term involving 1 is zero and can be dropped. This is the standard framing 

underlying the formalism described in section 2. But - as already noted above - in real temperature 

doesn't stay constant but a small change. Accordingly, Arora et aL (2013) keep in (32) the term involving 1 for 

this even though it doesn't emerge from the radiative feedback of CO2 but other processes (e.g. a reduction of 

480 	 transpiration CO2 fertilization (Arora et aI., 2013, p. 5294». For each pair of one may solve the 

rf'<nPf',,,'P two equations for {3 and I' With a non-zero 1 term for the biogeochemically-coupled one obtains for 

the two experiment pairs that involve the modified for the calculation of {3 and 1 (see 

et aI., 2014, Appendix A), (Arora et aI., 2020, Table 1)). The {3 and 1 values differ from the standard ones by only a 

few percent (Arora el aI., 2020, p. 4178 and 5 and Nevertheless, this modified approach should nol be used because it 
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485 involves the invalid linearity assumption: The pair of equations can only be solved if in particular ~f represents the same quan­

tity in the two experiments . In view of Eq. (5) this means that "y should have the same time dependence in both experiments, 

which is not the case: In the fully- and radiatively-coupled experiments the temperature rise is very different in pace and size 

from that in the bgc experiment so that the "y in the bgc-equation characterizes a very different scenario than in the two other 

experiments - a consequence of the fact that "y is not a linear Taylor expansion coefficient characterizing the underlying system 

490 independent of the scenario. To nevertheless rescue the idea to account for the small temperature rise in the bgc-experiment 

one might be tempted to use in the respective equation the value of"Y obtained in the rad-simulation at the very temperature 

obtained in the bgc-simulation. But this is equally questionable because in the rad-simulation that temperature is reached much 

earlier than in the bgc-simulation so that the land and ocean carbon has because of the memory adapted differently 10 the tem­

perature rise. Hence the only way out is to assume that the temperature rise in the bgc-simulation is much smaller than in the 

495 other simulations so that it can be ignored, meaning that only the standard framing of no temperature rise in the bgc-simulation 

is conceptually sound . 

Note that the whole problem arises only because of application of the o.-/3-"Y formalism to transient simulations. If instead 

applied in the spirit of Hansen et al. (1984) to equilibrium simulations, all sensitivities would be scenario independent and one 

could indeed account for the small temperature rise in the bgc-simulation as suggested by Arora et al. (2013). 

500 A similar problem has earlier been recognized by Plattner et al. (2008 , p. 2741) for the application of the o.-/3-"Y formalism 

to emission-driven simulations (see also the discussion in (Zickfeld et aI., 20 II , p. 16f)). They noted that the way "Y has been 

calculated from such simulations in (Friedlingstein et aI., 2003, 2006; Denman et aI., 2007) assumes that /3 is independent of 

the size of the CO2 rise - more precisely, /3 obtained at one CO2 concentration is used to infer the change in carbon uptake of 

land and ocean at another CO2 concentration by linear scaling. By correcting for this invalid application of a single /3, Plattner 

505 et al. (2008) obtained much smaller "Y values, more consistent with values found in concentration-driven simulations. 

Overall, the present re-interpretation of the o.-/3-"Y formalism rescues the common practice to apply it at large forcing, that 

would not be justified when understanding the formalism as being linear. Moreover, it explains the for long recognised scenario 

dependence of its results. The present considerations have also shown that in future applications it may be usefu~!O estimate 

in addition to the individual contributions frad and fbgc of the two feedbacks to the overall feedback also their synergistic 

510 contribution f syn because in relation to the individual contributions it is a measure to what extent the idealized picture of the 

two separate feedbacks underlying the o.-/3-"Y formalism is appropriate. 

Another consequence of the present study is that the memory of the system cannot be ignored when quantifying the size of 

the feedbacks in transient systems, a topic so far not well investigated (see however (Chimuka et aI., 2023». That the memory 

is important is indeed not surprising as the 'committed change' in climate and carbon cycle (see e.g. (Arias et aI., 2021, Box 

515 TS.I, p. 39)), happening because of the delayed response even after anthropogenic perturbations have come to a halt, is known 

to be not ignorable when thinking e.g. about emission pathways suitable to stabilize future climate (Comer et aI., 2023). That 

the memory must be understood as part of the feedback problem is also obvious from a general systems perspective because 

generally the response of a dynamical system should depend on the whole history of the forcing (compare appendix B). Such a 

perspective is underlying the 'generalized o.-/3-"Y formalism', where the sensitivities are replaced by linear response function~ 
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520 	 (Torres-Mendon\a et ai. , 2024) that characterize the system a such, independent of the perturbation scenario. A major result 

of this more general approach to climate-carbon feedbacks is that because of the memory the feedback gain is different at 

different time scales. In this respect the equilibrium response addressed by Hansen et al. (1984) is very different : they quantify 

the strengths of the feedbacks after all delayed responses from the initial perturbation have faded away, i.e. the effect of the 

memory is excluded by construction of this approach to feedbacks. '\::.. U..".. ' f'~~~ tt.. 4-e-"'ll-C­
525 In closing this discussion, it may be remarked that the present study provides a counter example to the claim by Roe (2009, \...-d 

p. 99) that "feedbacks are just Taylor series in disguise". In fact , our re-interpretation of the o-{3-, fonnalism manages without 1t-""'-v 
any expansion into the perturbation, because it is valid to any non-linear order. /I ~ ,j 

8 Outlook 

For future investigations of the size of climate-carbon feedbacks we see three options. First, one may continue as in previous 

530 	 phases of C4MIP with the quantification of feedbacks in transient simulations by means of the standard o-{3-, formalism. In 

this case, the present re-interpretation of the formalism suggests abandoning the practice of computing feedbacks only over a 

fixed time span in favor of investigating instead how feedbacks develop in time, in particular also in scenarios that lead to a 

stabilization of climate, a topic of public interest (see also (MacDougall, 2019». While it is a clear advantage of the standard 

o-{3-, formalism that - as shown - can be applied to any scenario, a strong disadvantage is that its results apply only to the 

535 	 very scenario from which they are derived . Following (Asaadi et ai., 2024, p. 414) one can thus conclude that this approach 

" ... should be seen as a technique for assessing the relative sensitivities of models and understanding their differences ... rather 

than as absolute measures of invariant system properties". 

A second option without this disadvantage would be to switch to the quantification of equilibrium feedbacks. Such an 

approach would be consistent with the calculation of the various physical feedbacks: In the last IPCC report, results for the 

540 radiative forcings of physical feedbacks were shown separately from those obtained for climate-carbon feedbacks (see (IPCC, 

2021, Figures TS.17(a) and TS.17(b) on p. 96» , because of their incomparability despite common units - the former were, 

following (Hansen et aI., 1984), scenario-independent equilibrium feedbacks, while the latter were the scenario-dependent 

values from transient C4 MIP simulations. As the present study has shown, the 0-{3--y formalism is for equilibrium feedbacks 

well justified by a Taylor expansion up to linear order in the perturbation. Accordingly, equilibrium results on the size of 

545 	 radiative forcing obtained from the 0-{3--y fonnalism could be well integrated into a common picture with the radiative forcings 

for purely physical feedbacks. A drawback is that such results are limited to the considered equilibrium states, thereby ignoring 

any memory of the system that is of eminent importance for any realistic scenario of climate change. 

This limitation is overcome by the third option, the application of the generalized 0-{3--y fonnaJism (Rubino et aI., 2016; 

Enting and Clisby, 2019; Enting, 2022; Torres-Mendon\a et aI. , 2024) : here the 0, {3, and , sensitivities are generalized to 

550 linear response functions that include the whole information on the memory of the system. As the equilibrium sensitivities , 

these characterize the system as such, i.e. independent of the scenarios from which these functions are derived . But in contrast 

to the equilibrium approach, with the generalized 0-{3- -y fonnalism one can predict the behaviour of the coupled climate-carbon 
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system not only in but also in transient scenarios, as long as the assumption the 

perturbation is fulfilled. And unlike the other two approaches, this framework permits investigating how the memory 

555 	 of the system the feedback at different lime scales and how models differ in this respect As demonstrated in Torres­

Mendon«a et al. (2024) standard C4 MIP simulations can be used to determine the 0:, {3, and, response functions needed to 

calculate the time scale tipr""""",,, feedback sizes, but in order to reduce the technical burden in them one should 

employ more appropriate types of simulations, e.g. step-type simulations as in a somewhat different context 

(Lembo et a!., 

560 In among these three it may help to consider the purpose of a framework in 

the study of systems with feedback In our view such a framework should provide into the way internal 

processes shape the response to a thereby disentangling what is internal (feedbacks) from what is external (forcing) to 

the system. This is indeed achieved both by the equilibrium to feedbacks and by the 0:-/3-, fornlalism, 

because both frameworks quantify the feedback as an inherent system property. The same cannot be said of the 

565 standard here, even under our fe-interpretation, the feedback on the so that internal 

and external components are not 
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Appendix A: Quotes from the literature claiming the 'linearity' of the formalism 

In this appendix we compiled a number of quotes from the literature on climate-carbon feedbacks 10 demonstrate thai 

the (erroneous) of the formalism to be based on linearity is rather 

reference 

"linearised feedback framework" C4 MIP website c4mip.netlbackground (accessed 

2024-05-14) 

"The coupling between Ihe carbon cycle and Ihe climate syslem can be linearized by Ihe following (Friedlingslein el al.. 2003, p, 694) 

sel of equations, , ," 

"linear sensitivity parameters Cr. and-r" (Plauner et aI., 2008, p, 2738) 

"assuming linearity" (Gregory et al" 2009, p, 5244) 

"assuming that the concentration-carbon response is proportional to C, the climate-carbon re­ (Gregory et aI., 2009, p, 5248) 

sponse is proponional to T, and that they can be combined linearly" 

"The carbon sensitivities reflect the linearity in Ihe response of the coupled climate-carbon cycle (Zickfeld et at, 20 II. 4271) 

system 10 elevated C02 and climate change," 

"if the higher-order terms in the expansion, ,are small" (Boer and Arora, 2013, p, 3329) 

570 "expanding in Taylor series" (Boer and Arora, 2013, p, 3329) 

"assume an approximately linear response of the globally integrated surface-atmosphere C02 flux (Arora et a!., 2013, p, 5291) 

terms of global mean temperature and C02 concentration change" 

"The carbon cycle feedback, .. can be derived based on a Taylor series expansion" (Schwinger et aI., 2014, p, 3871) 

"'rhe linear feedback analysis with the {3 and I metrics of Friedlingstein et aL (2006)" (Ciais et aI., 2014, p, 519) 

"assuming that the carbon cycle responds linearly to atmospheric C02 and climate change" (Frledlingslein, 2015, p, 4) 

"the linearity assumption implicit to Ihe C4 MIP feedback analysis" (Adloff el aI., 2018, p, 415) 

"{3 aCL+o/8CAlo and"/ =' 8CL+O/OTlo" (notation adapted) (Williamseta!.. 2019, p, 285) 

"the feedback framework makes assumptions of linearity" (Jones and Friedlingslein, 2020, in Supplement) 

'These equations assume linearization, , , " (Arora et aI., 2020, p, 4176) 

(concerning failure of exact additivity) "«, this is not Ihe case because of the nonlinearities in­ (Arora aI., 2020, p. 4176) 

volved" 

"Linear Feedback "the lraditionallinear feedback 

Appendix B: Proof that fOl' a system with memory the sensitivity vanishes 

Considering a general system with memory, it is shown here that its sensitivity, understood as linear expansion coefficient into 

the vanishes. 

575 	 Proposition. Consider a syslem wilh memory, Formally, such a syslem may be understood as 

mapping a real valued /unction (inpul) of lime t 10 a real valued function X (t) (output), By 'physical' it is meant thai 

Ihe system is causal and lime-invariant (i,e, Ihe system response only on the time elapsed). Let the sensitivity /'{ of the 
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595 

system be by 

"'.-.­
IF=F(O) , 

580 	 where D.X(t) - X(O) and F(t) ­

(mulliply) differentiable and Ihal the syslem oU/pul varies 

tie O. 

(B 1) 

Under the additiollOl rather weak assumplions Ihat F(t) is 

"'''4U~''' y when ils input varies continuously. il follows thai 

Comment: The definition of K is a"'UVi~VLI" to the definitions of a, /3, and I in (2)-(4), except that these equations they 

have been defined as difference quotients, while by taking the limit t -+ 0, K is a differential quotient. Thereby the definition of 

585 K mimics that of a, /3, and I in the standard interpretation of the formalism, namely as the linear coefficient of a 

expansion (here the expansion of X into 

Proof. Given the assumed continuity, it is known that the functional 

(Fn5chet, 1910; Schetzen, 2010). for that 

rpnrf'c,>nr''''(',r\ of a physical system is by 

,82,,·· , 

FO to may be by a Volterra 

= 0) = 0 and F(t = 0) 0, this Volterra series 

(B2) 

For a system with memory the "Volterra kernels" are continuous functions. so that, weighted by the kernels, the integrals 

accumulate the forcing from past times t - 8i' Here only the behaviour for F -+ 0 is of interest and this behaviour is determined 

by the term of the Volterra linear in F because the higher order terms vanish faster than linear in that limit. 

" ......VI:""'''.v, it is sufficient to consider the truncated expansion 

s) + 	 (B3) 

where the index ''1'' of K 1 and 8[ has been dropped. the chain rule one obtains 

dX(t) -1 

(B4)
dt 

Plugging in (B3) and performing the derivative gives as claimed 

-1 

O. 	 (B5)"'= 
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600 	 This conclusion is obvious when 1imt->odF/ dt of 0. In case this derivative vanishes for t -1 0, one can apply repeatedly 

L'Hopital's rule to the quotient of integral and F-derivative until some higher derivative of F in the numerator is non-zero ­

and one of them must be non-zero because otherwise F( t) = °for all t. D 

Comment: This proof is given here to demonstrate that by the memory of the system the sensitivities get zero. One may wonder 

where exactly in this proof the memory comes in: For a system without memory the kernels KO in (B2) would be products 

605 	 of c)-functions so that the Volterra expansion reduces to a Taylor expansion of X(t) into F(t) at the same time t, meaning 

that the system follows the perturbation immediately. Formally, the difference between KO being a c)-function or a continuous 

function comes in in Eq. (B5), where the integral would not vanish for KO being a c) -function . 
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