REVIEWER 2

COMMENTS:

1.

L202 Can you comment if 70 predictors are in normal range for this type of models?
Answer:

The number is more than usually reported in literature. Typically, there are around 10-20
features. These are mostly a few basic meteorological variables (air temperature,
precipitation) and a set of environmental variables (related to topography and vegetation).
A great majority of features occurring in literature is included in our model. There are a few
reasons that our dataset is bigger. At first, predictions of our RF model are time
independent and therefore, some variables have been aggregated in different time
intervals. Also, temporal variables had to bee added, which is not the case when an LSTM
isrun (e.g., Cui et al., 2023). Secondly, some input variables are highly correlated, despite
their significant score in variable importance metric. These are for example: snow density
and snow albedo, 850hPa air temperature and 2-m air temperature. Last but not least,
some variables have to be doubled (despite their high collinearity) since we take two
reanalyses on input (e.g., snow depth, model elevation). An interesting approach was
adopted by Tanniru et al. (2025) - they initially prepared 40 predictors, however, they
excluded those which were highly correlated (R>0.80), so they ended up running a model
with 16 predictors.

A short explanation has been added in Section 2.5.
L204 Why was number of trees set to 100?
Answer:

You must have mistyped the number of trees as in the paper stands 1000, not 100. The
parameter is equal by default to 500 and was later doubled as more and more predictors
where included into training. Boehmke and Greenwell (2019) suggest it should be around
10 times their number. Additionally, increasing the number of trees ensures more stable
estimation of the out-of-bag error and variable importance (at the expense of longer
training time though). A short justification was added in the manuscript.

L214 Can you elaborate bit more why no spatial split of data was tested? Even for just few
years? It would be interesting to see how model performs in new locations.

Answer:

Thank your for this valuable suggestion! The training strategy has been extended so that,
beside temporal cross-validation, also spatial split is considered. Fur this purpose, the
study area has been split into five longitudinal blocks (2° each). Such a split ensures that
every blockincludes both lowland stations with rare snow occurrence as well as elevated
stations with deep snow cover. Then, cross-validation was performed with 4 blocks being
a training set, and the remaining one - a test set. The variability of the RMSE training error
across different combinations is limited which confirms solid generalization skill of the RF
model. Section 2.5 has been updated on the above mentioned information.

Figure 2 The caption text is little confusing, maybe clarify that left side are the input
predictors and right is the target (station data) used for training.

Answer:

The caption has been corrected according to Your suggestion.



5. L2481 recommend adding subsections to the result section to make it easier to follow.

Answer:

The section have been split into four subsections.

6. L248-263 This paragraph is quite long, considered dividing into two parts

Answer:

The suggested change have been introduced.

7. L260 What about station near the sea level but away from the shore?

Answer:

In order to examineit, a plot of MAE as a function of elevation was constructed considering
only stations located below 150 m a.s.l. (see Fig. 2 below). Additionally, distance to the
sea coastline (in km) is indicated for each station. In fact, there are only a few stations
situated below 50 m a.s.l. that are not at the coast. An increase of MAE for coastal stations
is clearly evident if only synops are considered (red dots). In case of lower-rank stations,
two climate stations (blue dots) exhibit an increased MAE, one of them lies just 2 m a.s.l.
but 18 km away from the coastline. However, their MAE values do not stand out that much
from other, more inland climate stations. Consequently, there is not enough evidence to
conclude that stations lying near sea level but away from the coastline have increased

errors.

A minor change have been made in the manuscript to emphasize that this concerns

mostly synop stations.
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Fig. 1 MAE of snow depth in relation to elevation in ERAS5 for stations lying not higher than 150 m a.s.l. Distance to the
Baltic coast is showed as a label next to every point (in km). Stations are coloured according to their rank (red - synop,

blue - climate, white — precipitation).

8. Figure 7, Quite hard to see different years in figure (even bolded ones)



Answer:

The figure has been significantly modified. Instead of spaghetti plot, a ribbon (plume) plot
have been used so the readability is enhanced.

9. L3172 Might be good idea to remind reader about the resolutions of the grids here (or in
figure 8 caption)

Answer:

Thank you for this relevant suggestion. Information about horizontal resolution has been
added in brackets in the indicated sentence as well as in the preceding one.

10. L315 Can you clarify if data from the stations used to validate downscaling was also used
for training model?

Answer:

The training dataset does include data from these stations, however, not from this winter
season. The predictions were generated through the strategy of temporal split (19 seasons
of training, one for testing). We laid particular stress to the fact that a test set includes
solely unseen data. We can assure you that there is no data leakage.

11. L424 There are two commas after “all”
Answer:
The redundant comma has been removed.

12. L455 While it’s clear to most readers what “this part of Ventral Europe” means, might be
good idea to be bit more precise here

Answer:

Thank you for this relevant suggestion! We have added a directional term “north-eastern”
to be more precise.
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