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12 Abstract. This study presents a comprehensive two-phase thermal model for simulating matrix
13 acidization in porous media using the non-isothermal Darcy—Brinkman—Forchheimer framework. The
14  model integrates multiphase flow, reactive transport, dynamic porosity evolution, and heat transfer,
15 with temperature-dependent reaction kinetics incorporated through an Arrhenius-type formulation. A
16 series of numerical experiments are conducted to investigate the effects of initial matrix temperature,
17 injected acid temperature, and injection velocity on dissolution behavior and wormhole formation.
18  Results show that the initial matrix temperature has minimal influence due to rapid thermal
19 equilibrium, while high acid temperature significantly enhances reaction rates and promote localized
20  wormhole growth. Verification experiments confirm that increasing acid temperature produces effects
21 similar to decreasing injection velocity, as both shift the dissolution pattern from uniform to ramified
22 and wormhole-dominated regimes. These findings offer valuable insights for optimizing acidizing

23 treatments by balancing thermal and hydrodynamic conditions to improve stimulation efficiency.

24 1. Introduction

25 Matrix acidizing is a widely used stimulation technique in the petroleum industry aimed at enhancing
26  the productivity of hydrocarbon reservoirs, particularly in carbonate and sandstone formations. The
27  process involves injecting reactive acid solutions—commonly hydrochloric acid—into the reservoir at
28 pressures below the fracture pressure, allowing the acid to flow through the porous matrix and dissolve
29  mineral components that block pore spaces. This dissolution improves the permeability of the
30 formation, facilitating more efficient oil and gas flow to the wellbore. Matrix acidizing is especially
31 important in carbonate reservoirs, where it can lead to the formation of high-conductivity channels
32 known as wormboles, significantly boosting well performance. As a cost-effective and controllable
33 stimulation method, matrix acidizing plays a crucial role in maximizing recovery from existing wells
34 and extending the productive life of mature fields (Araujo et al., 2024; Mahdavi Kalatehno et al., 2025;
35 Qureshi et al., 2023).
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36  Numerical simulation is a crucial method for studying matrix acidizing. The evolution of numerical
37 models for matrix acidizing can be summarized as follows: The earliest single-phase model, based on
38 the Darcy scale, was introduced by (Daccord et al., 1993a, 1993b; Fredd and Fogler, 1998). (Golfier et
39 al., 2002) later evaluated the Darcy-scale model's ability to capture different dissolution regimes and
40 assess how flow parameters influence wormhole development. (Panga et al., 2005) advanced the field
41 by proposing the two-scale model (Darcy scale and pore scale), which describes transport and reaction
42 mechanisms in reactive dissolution and studies wormhole formation during carbonate core acidization.
43 However, these models rely solely on Darcy’s equation, which fails to accurately represent fluid
44 dynamics in high-porosity regions that form during acidizing. As porosity increases—sometimes
45 approaching unity in certain zones—Darcy’s law becomes inadequate. Additionally, fluid velocities in
46  these regions can rise significantly. To address this limitation, (Wu et al., 2015) introduced the Darcy-
47 Brinkman-Forchheimer (DBF) model, incorporating Brinkman and Forchheimer terms into the
48 momentum equations to better describe fluid dynamics in high-porosity conditions. Later, (Wu et al.,
49 2022) combined the DBF framework with a continuum fracture model to simulate matrix acidization in
50 fractured porous media, achieving accurate results with a simplified approach. The DBF framework has
51 also been widely applied in other research areas, as seen in studies by (Alokaily, 2022; Deb et al., 2024;
52 Shahid et al., 2025; Yoon and Mallikarjunaiah, 2025).

53 However, the models above assume a single water phase in the reservoir, with the acid dissolved within
54 it. While single-phase models have been widely used in matrix acidizing studies due to their simplicity
55 and computational efficiency, they exhibit severe limitations when applied to real reservoir conditions.
56 A key drawback is the neglect of the oil phase, which is typically present in carbonate and sandstone
57  formations during acidizing operations. This omission leads to an inability to capture essential two-
58 phase flow dynamics, including capillary pressure, phase interference, and wettability-driven fluid
59 redistribution—all of which critically influence acid accessibility and reaction efficiency (Rigi et al.,
60 2025; Mahdavi Kalatehno et al., 2025). For example, in oil-wet systems, the presence of oil can hinder
61 acid penetration into the matrix, modify dissolution patterns, and result in an underestimation of the
62  pore volume required for breakthrough (Elsafih and Fahes, 2021). Additionally, single-phase models
63 disregard saturation-dependent transport properties and chemical potential gradients, both of which
64  play a vital role in accurately predicting wormhole development and treatment performance. While
65 these simplified models are valuable for conceptual studies, their lack of two-phase physics limits their
66  reliability for field-scale simulations and the optimization of acid stimulation treatments.

67 To address these challenges, researchers have developed two-phase two-scale continuum models by
68 integrating traditional porous media flow theory with acidizing frameworks (Babaei and Sedighi, 2018;
69  Wei et al,, 2017). Notably, (Sabooniha et al., 2021) proposed a two-dimensional, two-phase model
70 combining the Cahn—Hilliard phase-field theory with Navier—Stokes equations, solved numerically via
71 the finite element method. Further advancing the field, (Ma et al., 2022) developed a three-dimensional
72 two-phase acidizing model for fractured carbonate rocks, utilizing a unified pipe-network method
73 alongside a sequential implicit time scheme and adaptive time-stepping to enhance simulation accuracy.
74 A critical challenge in carbonate acidizing is the formation of highly permeable flow channels, which

75 significantly alter flow dynamics due to the combined effects of fluid viscosity and inertia. While most
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76 existing studies model these flows using Darcy’s law alone, this approach neglects key factors such as
77  viscous shear and inertial forces. A more robust alternative is the DBF model, which incorporates
78 Darcy’s law, the Brinkman term, and the Forchheimer correction, making it suitable for high-velocity
79 flows and heterogeneous porous media. However, despite its advantages, the DBF model has been
80 applied only to single-phase acidizing simulations (Kou et al., 2016, 2019; Wu and Ye, 2019), leaving
81 its potential in two-phase systems unexplored. Thus, integrating the two-phase model with the DBF
82 model is one contribution of this work.

83 The conventional DBF framework accounts only for mass and momentum conservation, neglecting the
84 energy conservation equation. However, temperature variations—whether due to reservoir conditions
85 or reaction heat—play a critical role in matrix acidizing. For instance, (Zhou et al., 2022) demonstrated
86  that elevated temperatures significantly enhance the optimal acid injection rate, while (Jia et al., 2021)
87 highlighted the pronounced influence of reaction temperature at higher injection rates. Their findings
88 further indicate that the optimal injection rate decreases with increasing activation energy or decreasing
89 acid diffusion coefficient, underscoring the necessity of incorporating thermal effects into acidizing
90  models. To address this gap, (Wu et al., 2021) extended the single-phase DBF model by integrating the
91 energy conservation equation, forming a thermal DBF framework capable of capturing temperature-
92 dependent dynamics. However, this model remains limited by its single-phase assumption, restricting
93 its applicability to real-world reservoir conditions, which typically involve multiphase flow. Therefore,
94 this work advances the field by developing a novel two-phase thermal DBF model, representing a key
95 contribution to the understanding of heat-fluid interactions in acidizing processes.

96 The proposed two-phase thermal DBF model addresses the limitations of traditional single-phase and
97  isothermal frameworks by integrating several key physical mechanisms into a unified formulation. First,
98 it incorporates multiphase momentum conservation by coupling the DBF equations with relative
99  permeability functions, allowing for accurate representation of viscous and inertial effects in both water
100 and oil phases. Second, it introduces energy conservation with interphase mass exchange, capturing
101 heat transfer processes alongside acid—rock reactions and dissolution-induced phase changes. Third, the
102 model features temperature-dependent reaction kinetics governed by Arrhenius-type relationships,
103 enabling spatially resolved predictions of reaction rates under varying thermal conditions. Together,
104  these components empower the model to simulate complex field phenomena with high fidelity,
105 including thermally driven wormhole branching, rate optimization guided by thermal feedback, and
106 quantification of competing effects between reaction enthalpy and viscous dissipation in multiphase
107 systems. This work thus establishes the first comprehensive two-phase thermal DBF framework,
108 effectively bridging the gap between idealized models and practical field applications where
109  multiphase flow and thermal effects are inherently coupled. This work is organized as following.
110 Introduction: Presents the need for a thermal two-phase acidizing model to address limitations in
111 existing single-phase or isothermal approaches.
112 Numerical Model: Formulates the coupled mass, momentum, energy, and species transport equations
113 with temperature-dependent reaction kinetics.
114 Solution Procedure: Describes the discretization and solution procedure to implement the model.

115 Numerical Experiments: Shows some important conclusions from the numerical experiments.
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116 Conclusion and Future Work: Summarizes key findings on how thermal and flow conditions govern
117 acidizing efficiency. Outlines extensions to heterogeneous media, larger scales, multi-mineral systems,

118  and optimization tools.

119 2. Numerical Model
120 The two-phase thermal DBF model includes the mass conservation equation for each fluid phase @ €
121 {w,n}, which is expressed as below. w represents the wetting phase such as the water phase, and n

122 stands for the non-wetting phase such as the oil phase.

123 25 1 v (pSauy) =0, (1

124 In the equation, ¢ is the porosity, S,, is the saturation of phase a, u, is the effective velocity of phase a,
125 and t is the time. This equation does not consider any source or sink term, and the fluid is
126 incompressible. Based on the single-phase DBF equation, the DBF equation for the two-phase

127 condition (the momentum conservation equation) is expressed as:

d(¢pS,u
128 Pu (% +V- (¢Sau,,®ua)>
129 = _V(p + Ha) — lat% u, + V- ¢Sanavuu - ¢SapaFu|ua|ua + pa g, (2)

kraK
130 where p is the fluid pressure, u, is the capillary pressure potential of phase a, 1, is the dynamic
131 viscosity, K is the absolute permeability, k,, is the relative permeability, p, is the mass density of
132 phase a, F, is the Forchheimer drag coefficient, and g is the gravity. The fluid is assumed as the
133 Newtonian fluids (constant viscosity). The chemical potential i, due to capillary effects is defined as

134 (Kou et al., 2021,2023,2024):

135 Hw = Yo IN(Sy) + YurnSns 3
136 ty = ¥nIn(S5) + ViwnSw “

137 with the saturation constraint

138 Sy +S,=1, %)
139 where ¥,,, ¥, and ¥,,,, are phenomenological constants related to fluid-fluid interactions. The transport

140 of reactant (acid) concentration C; in the wetting phase is governed by:

A(pSwCp)

141 T+V.(¢Swuwcf)_v'(¢swl)e'VCf) _ _Swaukskccf

ketks ©)
142 where D, is the effective diffusivity, a, is the specific surface area per unit volume, k., k are reaction
143 rate constants for mass transfer and surface reaction, respectively. The porosity-progress equation is
144 modeled as:

d¢p _ aSwayKskcCr

145 =
ot ps(ketks)

) O

146 where p; is the solid matrix density, « is a stoichiometric coefficient.
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147  All the equations above are established with the constant-temperature assumption. However, it is
148 known that temperature is an important factor to influence the chemical reaction in reservoirs. Thus, to

149 consider the temperature effect, we introduce the energy conservation equation as following.

0(pST A((1-P)T
150 Z(I:W,n paga ((pata ) + pSGS % + 2(1=W,7’L pagav . (¢SavaT)
151 —V - (¢S, M,, + $pS,M, + (1 — $)M)VT
152 = ~2H,0,koCr + Zamun (e 1Val? + 10 $SelV0al? + §SapeFalval™), ®)

153 where T stands for the temperature, 8, is the specific heat capacity of the phase a, M, is the thermal

154 conductivity of the phase a. H, is the reaction heat, which is expressed as

155 H, = —6846 + 8.038T — 0.00322T% — 870.3T L. 9)

156 Besides that, k, is a coefficient, which is defined as

_ 2kcks
€ ket+2ks

157 (10)

158 The value of the molecular diffusion coefficient d,,, depends on the temperature directly, which is
159 called the Arrhenius-type dependencies. It can be expressed as

Eg1 1
160 dy =do-efso ™, (11)
161 The subscript “0” stands for the initial value. E; is the activation energy, and R, is the molar gas
162 constant. Moreover, kg also has the Arrhenius-type dependencies, which is expressed as

Ego1 1

163 ky = kg -efaTo T, (12)
164 By the temperature-dependent parameters above, the reaction term in the concentration equation (6)
165 and the porosity equation (7) are affected by the temperature.

166 The equations form a fully coupled, nonlinear system that integrates two-phase flow dynamics,
167  momentum transport, reactive acid dissolution, porosity evolution, and temperature changes to
168 accurately simulate wormhole formation during acidizing operations. Temperature effects are critically
169 incorporated through Arrhenius-type dependencies for molecular diffusion (d,,) and surface reaction
170 rates (kg), which directly influence acid transport (via the acid concentration equation) and porosity
171 development (via the porosity-progress equation). The evolving porosity then feeds back into the mass
172 and momentum conservation equations by modifying permeability and pore structure parameters, while
173 the computed flow velocities and reaction rates determine heat generation in the energy conservation
174 equation. This bidirectional coupling creates a continuous feedback loop: updated temperature values
175 alter reaction kinetics and transport properties, which in turn affect fluid flow and dissolution patterns.
176 The model's ability to capture these complex thermo-hydro-chemical interactions enables precise
177  prediction of wormhole propagation under realistic reservoir conditions, providing valuable insights for
178 optimizing stimulation treatments through comprehensive parameter sensitivity analysis and
179 performance evaluation.

180 In the system, S,,, @, p, Uy, Cr and T are the main unknowns to be solved by the numerical schemes
181 mentioned later. The other variables can be computed by the following equations. The Forchheimer

182 drag coefficient is calculated as
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_ 175
183 Fy= s (13)

184 The relative permeability is

185 krg = Sq. (14)

186 D, is expressed as

187 D, = apsdyl + 'L:‘TW” (d,E + d,EY). (15)
w

188 In 2D condition,

u? Uy U

189 E= ;2 wx wx2 wy , (16)
lwll \ w1y Uiy

190 Et=I-E. 17

191 Uy Uy, stand for the wetting-phase velocity of the x- and y-directions, respectively. d, and d, stand
192 for the longitudinal dispersion coefficient and the transverse dispersion coefficient, respectively.

22xllullrp

193 d = @gsdy + 022, (18)

2Arllullry

194 d; = apsdy, + (19)

195 aps is a constant depending on pore connectivity. Ay and Ay are constants depending on the structure

196 of the medium. Besides that, there are Kozeny-Carman equations as below

K _ ¢ (6(-¢0))>
197 Ko %o (¢o<1—¢)) ’ (20)
™ _ |Kdo
198 2o [t @1
199 G - 9T (22)
ag  Gorp

200 If the matrix is homogeneous, the permeability value K can be represented as a scalar. Based on Eq.
201 (20), K can be directly calculated once ¢ is known. Furthermore, by combining Egs. (20) - (22), the
202 parameter a, can be expressed as a function of ¢, enabling its determination. 7, is the pore radius. k. is
203 calculated from Eq. (23).

a 2P \? (M \3
204 ke =32 <5hoo +0.7 (#'”"W)z ("”“—"')3> (23)

2n Pw

205 where Sh,, is the asymptotic Sherwood number.

206 3. Solution Procedure

207 The strongly coupled nonlinear equation system presents significant computational challenges due to
208 its inherent complexity. To address this, we employ a structured numerical approach using a uniform
209 grid with spatial resolutions Ax and Ay in the respective coordinate directions, along with uniform time
210 steps At for temporal discretization. The solution adopts a staggered grid arrangement, with primary
211 variables (water saturation S, porosity ¢, pressure p, acid concentration C¢, and temperature T) stored

212 at cell centers while phase velocities u, are defined at cell edges. Spatial approximations are carefully
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213 implemented: harmonic averaging is applied for edge porosities and permeabilities using adjacent cell-
214 center values, while arithmetic averaging is used for nodal porosity and saturation calculations. The
215  scheme employs upwind discretization for both edge saturations and acid concentrations to ensure
216  numerical stability. The gradients can be derived with the finite difference method. This conservative
217 formulation maintains proper mass balance while effectively handling the complex coupling between
218 multiphase flow, reactive transport, evolving porosity-permeability relationships, and temperature
219 change that characterize the acidizing process.

220 To solve the coupled system, it is first necessary to define a consistent solution sequence for the
221 primary unknowns. The porosity ¢™** is updated first, as it is directly governed by the porosity
222 evolution equation (Eq. (7)), which is relatively straightforward. A first-order backward Euler scheme
223 is used for time discretization throughout the model. Applying this scheme to Eq. (7) allows for the
224 explicit computation of the updated porosity at the beginning of each time step, where the superscript n
225 denotes the previous time level. Once porosity is updated, the next step is to solve for the wetting-phase
226 saturation S%*1. This requires discretizing the wetting-phase mass conservation equation (Eq. (1)),
227  which leads to a linear system in which S%*! is the unknown. Solving this system yields the new

228 saturation field. Following this, the model proceeds to solve for pressure p™*!

and phase velocities
229  u®*?! simultaneously, using a coupled formulation of the momentum and mass conservation equations.
230 To do so, the mass conservation equations for both wetting and non-wetting phases are summed to

231 yield a unified continuity equation:

a
232 2t Tawn(V - ($Saua)) = 0. 4
233 This equation, in combination with the momentum equation (Eq. (2)), is discretized to form a linear

"1 and u*!. Since the DBF momentum equation is nonlinear in

234 system in which the unknowns are p
235 velocity, appropriate linearization is performed: the advective term is approximated as V-
236 (¢S, ut@unltl), while the Forchheimer term is linearized as ¢S, p,F, |lul|u®*t. Once the velocity
237  and pressure fields are updated, the acid concentration C}”l is solved by discretizing the reactive
238 transport equation (Eq. (6)), again yielding a linear system. The reaction source term is treated
239 implicitly using values from the new time step. The final step in the solution sequence is the update of
240 temperature T™*1, governed by the energy conservation equation (Eq. (8)). Here, all temperature-
241 dependent terms on the left-hand side are discretized implicitly (using T™*?), while the source and
242 transport terms on the right-hand side are discretized explicitly (using T™). This approach yields a
243 linear system for T™*1, which can be solved to update the thermal field. This time-stepping procedure
244 is repeated iteratively until either the final simulation time is reached or breakthrough occurs.
245 Breakthrough is defined as the moment when the pressure drop between the inlet and outlet boundaries
246 decreases to within 1% of its initial value, indicating the formation of a high-conductivity channel. It is
247 important to ensure that all auxiliary variables are updated prior to their use in the computation of the
248  primary unknowns.

249 High-resolution simulation of matrix acidizing in porous media requires fine computational grids to
250 accurately resolve porosity heterogeneity and capture wormhole dynamics. However, the resulting

251 large-scale systems significantly increase computational demand. To address this, an efficient parallel
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252 computing strategy is developed, focusing on domain decomposition, inter-processor communication,
253 and distributed solution of the coupled linear system. More details on the parallelization can be found
254 in (Wu et al., 2015).

255 4. Numerical Experiments

256 4.1 Experiments with different initial matrix temperatures

257 To investigate the influence of the initial matrix temperature on two-phase acidizing, three numerical
258 experiments are conducted, each with a constant acid injection temperature but different initial matrix
259 temperatures. The injection temperature of the acid is maintained at 320 K, while the initial matrix
260  temperatures are set to 320 K, 420 K, and 520 K, respectively. The computational domain is a
261 rectangular matrix measuring 0.1 m x 0.1 m, discretized into a uniform grid of 40 x 40 cells. Initially,
262 the matrix is nearly saturated with oil, with a water saturation of 0.01. Acid is injected from the left
263 boundary at a constant velocity of 4.17 x 10 m/s, resulting in a water saturation of 1.0 at that
264  boundary. The injected acid has a concentration of 500 mol/m®. The right boundary serves as the
265 outflow, while the top and bottom boundaries are impermeable. To represent natural heterogeneity, the
266 initial porosity is spatially randomized with an average value of 0.18. Gravity is applied in the y-
267 direction. The relevant physical and chemical parameters used in the simulations are summarized in
268 Table 1. The simulation is performed with a time step of ten seconds, and the UMFPACK solver is

269 employed for solving the resulting linear systems.

270 Table 1 Physical and chemical parameters of the experiments

Parameter Value Unit
a, 5.0% 107t m~?!
Csin 5.0 X 102 mol/m?3
d,mo 3.6 x107° m?/s
gy —9.807 m/s?
K, 9.869233 x 10716 m?
ks 2.0%x 1073 m/s
M, 1.5 x 10 W/(m-K)
M, 5.526 x 107 W/(m - K)
M, 6.0 x 101 W/(m - K)
To 1.0 x 10-¢ m
Sh,, 3.66
a 5.0x%x 1072 kg/mol
ays 5.0x 107t
Yn 0.0 Pa-s
Yw 5.8 x 102 Pa-s
Ywn 0.0 Pa-s
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272 (c) Porosity profile with initial matrix temperature of 520 K.

273 Figure 1 Porosity profiles of the two-phase experiments at breakthrough with different initial
274 matrix temperatures.
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275 (c) Saturation profile with initial matrix temperature of 520 K.

276 Figure 2 Saturation profiles of the two-phase experiments at breakthrough with different initial
271 matrix temperatures.
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(b) Concentration profile with initial matrix temperature of 420 K.

Figure 3 Concentration profiles of the two-phase experiments at breakthrough with different
initial matrix temperatures.
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(a) Water-phase streamlines with initial matrix temperature of 320 K.  (b) Water-phase streamlines with initial matrix temperature of 420 K.
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281 (c) Water-phase streamlines with initial matrix temperature of 520 K.

282 Figure 4 Water-phase streamlines of the two-phase experiments at breakthrough with different
283 initial matrix temperatures.
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284 (c) Oil-phase streamlines with initial matrix temperature of 520 K.

285 Figure 5 Oil-phase streamlines of the two-phase experiments at breakthrough with different
286 initial matrix temperatures.
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287 (c) Temperature profile with initial matrix temperature of 520 K.

288 Figure 6 Temperature profiles of the two-phase experiments at breakthrough with different
289 initial matrix temperatures.

290 The numerical simulations reveal that variations in the initial matrix temperature—set at 320 K, 420 K,
291 and 520 K—do not lead to significant differences in the outcome of the two-phase acidizing process.
292 Across all three cases, the acid is injected at a constant temperature of 320 K, and the simulation is run
293 until breakthrough, which occurs when the pressure differential between inlet and outlet stabilizes
294  within 1% of its initial value. The computed pore volume to breakthrough (PVBT) is 6.61 in all
295  scenarios, suggesting that the overall rate of acid propagation and dissolution behavior is largely
296 insensitive to the initial thermal state of the matrix.

297  Figure 1 through Figure 3 show that the porosity, saturation, and concentration profiles at
298 breakthrough are highly similar across the three temperature settings. The acid-induced dissolution
299  patterns develop with nearly identical wormhole morphologies, and the acid front progresses in a
300 comparable manner through the porous medium. This indicates that, under the given conditions, the
301 chemical reaction kinetics and transport processes are predominantly governed by the injected acid
302  properties and flow dynamics, rather than the initial temperature of the solid matrix.

303 Similarly, Figure 4 and Figure 5, which present the streamline patterns of the water and oil phases,
304  show consistent flow structures in all cases. The injected acid solution follows the same preferential

305  paths, displacing oil and generating high-permeability channels in a nearly identical fashion. The
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306 similarity of these flow patterns reinforces the observation that the influence of initial matrix
307  temperature is minimal in this two-phase system, at least under the conditions studied.

308 Finally, the temperature profiles shown in Figure 6 confirm that although the initial matrix temperature
309 is different, the overall thermal field at breakthrough converges toward a similar distribution. This is
310 likely due to the dominance of the injected fluid temperature (320 K) and its thermal diffusion into the
311 matrix. As a result, the initial temperature differences are progressively diminished during the acidizing
312 process.

313 Overall, the results suggest that for this set of parameters, the initial matrix temperature has a negligible
314 effect on the outcome of the acidizing process, including wormhole formation, fluid displacement, and
315 breakthrough characteristics. This points to a degree of thermal robustness in the system, which could

316 simplify operational strategies in real applications where subsurface temperature variations are present.

317 4.2 Experiments with different acid temperatures

318 Since the acidizing process shows minimal sensitivity to the initial matrix temperature, this section
319 focuses on investigating the influence of the injected acid temperature on the acidizing behavior. The
320 initial matrix temperature is fixed at 420 K, while the injection temperatures are varied, set at 290 K
321 and 360 K, respectively. It is noted that the range of the acid temperature is generally between 273 K
322 and 373 K in real applications, and therefore the acid temperatures outside the range are not
323 considered. All other experimental conditions remain largely consistent with those described in the

324 previous section.
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325 (a) Porosity profile with initial matrix temperature of 290 K. (b) Porosity profile with initial matrix temperature of 360 K.

326 Figure 7 Porosity profiles of the two-phase experiments at breakthrough with different acid
327  temperatures.
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328 (a) Saturation profile with initial matrix temperature of 290 K. (b) Saturation profile with initial matrix temperature of 360 K.

329 Figure 8 Saturation profiles of the two-phase experiments at breakthrough with different acid
330 temperatures.
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331 (a) Concentration profile with initial matrix temperature of 290 K. (b) Concentration profile with initial matrix temperature of 360 K.

332 Figure 9 Concentration profiles of the two-phase experiments at breakthrough with different
333 acid temperatures.

Water-phase streamlines in porous media

> > >

0.1

009 ——— — ———— —

0.08f ————— ——— ——

0.06 | ——————

0 o =

o 001 002 003 004 005 006 007 008 009 0.1 005 006 007 0.087 009 0.1
X(m) X(m)
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335 Figure 10 Water-phase streamlines of the two-phase experiments at breakthrough with different
336 acid temperatures.
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337 (a) Oil-phase streamlines with initial matrix temperature of 290 K. (b) Oil-phase streamlines with initial matrix temperature of 360 K.

338 Figure 11 Oil-phase streamlines of the two-phase experiments at breakthrough with different
339 acid temperatures.
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341 Figure 12 Temperature profiles of the two-phase experiments at breakthrough with different
342 acid temperatures.

343 This section explores the effect of injected acid temperature on the two-phase acidizing process while
344  keeping the initial matrix temperature constant at 420 K. Three scenarios are examined: acid injection
345 temperatures of 290 K, 320 K (from Section 4.1), and 360 K. The pore volume to breakthrough
346 (PVBT) values corresponding to these cases are 10.96, 6.61, and 3.13, respectively. The results indicate
347 a strong dependence of acidizing efficiency on the injected acid temperature. As the injection
348  temperature increases, the PVBT significantly decreases, implying faster breakthrough and more
349  efficient acid propagation through the matrix. This trend is attributed to the temperature dependence of
350  the reaction kinetics—higher injection temperatures accelerate the acid-rock reaction rate, leading to
351 faster porosity development, more rapid wormhole formation, and consequently earlier breakthrough.
352 Figure 7 and Figure 8 present the porosity and saturation profiles at breakthrough for acid injection
353 temperatures of 290 K and 360 K. At 360 K, dissolution is highly localized and concentrated, forming
354 a well-developed wormhole structure. In contrast, the 290 K case exhibits a more diffuse and
355 widespread dissolution front, indicative of slower reaction kinetics and reduced channeling efficiency.
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356 This behavior corresponds to a uniform dissolution pattern, where acid interacts more evenly with the
357 porous matrix rather than focusing along a dominant path. The corresponding saturation profiles further
358 support this distinction. At 360 K, water displacement is strongly aligned with the main flow path,
359  producing a narrow and well-defined saturation front. Conversely, the 290 K case shows a broader and
360  more dispersed water front, reflecting the less focused nature of fluid transport under cooler acid
361 injection conditions. For the intermediate case of 320 K (as discussed in Section 4.1), the porosity
362  profile lies between the 290 K and 360 K cases. It displays several small branching fingers extending
363 from the injection boundary, characteristic of a ramified dissolution pattern. According to (Wu, 2015),
364 acidizing can produce five primary dissolution patterns—face, conical, wormhole, ramified, and
365 uniform—depending primarily on the increase of the injection velocity, assuming other conditions
366  remain constant. Interestingly, the observed trend suggests that increasing the injected acid temperature
367  produces similar effects to decreasing the injection velocity, both leading to a transition from uniform
368 toward wormhole-type dissolution. This highlights the dual role of thermal and hydrodynamic controls
369 in shaping the acidizing outcome and suggests that temperature can be used as an alternative lever to
370 optimize dissolution behavior in two-phase systems.

371 The acid concentration fields (Figure 9) further support these findings. At lower acid temperatures,
372 acid is consumed more gradually and over a broader region, resulting in a more uniform concentration
373 distribution. At 360 K, acid is rapidly consumed along the high-permeability wormhole, leading to a
374 sharp depletion front and improved reactant utilization efficiency. The streamline patterns (Figure 10
375 and Figure 11) also reflect the temperature-dependent channelization behavior. For the higher acid
376  temperature (360 K), streamlines are strongly aligned with the wormhole path, concentrating both
377  water and oil flow into narrow regions. This results in more focused displacement and enhanced acid
378 penetration. At 290 K, streamlines are more dispersed, suggesting a less efficient fluid transport and
379  weaker coupling between dissolution and flow. Finally, temperature profiles (Figure 12) illustrate how
380 injected acid influences the thermal distribution in the matrix. At 360 K, the elevated injection
381 temperature maintains a thermal gradient that sustains high reaction rates along the main channel. In
382  contrast, the 290 K injection case shows a cooler and more diffused thermal field, contributing to lower
383 reaction intensity.

384 In summary, the simulation results clearly demonstrate that the injected acid temperature plays a
385 critical role in the efficiency of the acidizing process. Higher injection temperatures lead to accelerated
386 reaction rates, more pronounced wormhole formation, and reduced PVBT values, indicating more
387  efficient usage of the injected fluid. This finding highlights the importance of thermal management in

388 designing effective acidizing strategies in two-phase flow systems.

389 4.3 Verification experiments

390  As discussed above, increasing the injected acid temperature appears to have an effect analogous to
391 decreasing the injection velocity, particularly in terms of dissolution pattern and breakthrough behavior.
392 To further examine this relationship, two additional simulations are conducted with varying injection
393 velocities. In all previous experiments, the injection velocity was fixed at 4.17 x 10 m/s. In the new
394 cases, the injection velocity is increased to 4.17 x 10 m/s and 1.0 x 10~ m/s, respectively. The

395 injected acid temperature is maintained at 360 K, and the initial matrix temperature remains at 420 K
18
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396 for all scenarios. Thus, under the fixed thermal conditions, three different injection velocities are
397  considered: 4.17 x 10 m/s, 4.17 x 10* m/s, and 1.0 x 10~ m/s. The simulation results corresponding
398 to the lowest velocity have already been presented in Section 4.2. The results for the two higher-
399  velocity cases are provided and discussed in the following section.
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400 (a) Porosity profile with injection velocity of 4.17 x 10 m/s. (b) Porosity profile with injection velocity of 1.0 x 10° m/s.

401 Figure 13 Porosity profiles of the two-phase experiments at breakthrough with different injection
402 velocity.
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403 (a) Temperature profile with injection velocity of 4.17 x 10 m/s. (b) Temperature profile with injection velocity of 1.0 x 10~ m/s.

404 Figure 14 Temperature profiles of the two-phase experiments at breakthrough with different
405 injection velocity.

406 The porosity fields at breakthrough (Figure 13) reveal a distinct shift in the dissolution pattern as the
407 injection velocity increases. At an injection velocity of 4.17 x 10 m/s, the dissolution exhibits a
408  ramified pattern, characterized by multiple branching wormholes extending from the injection
409  boundary. This morphology reflects a moderately efficient reaction front where several channels
410 compete and develop simultaneously. In contrast, at the higher injection velocity of 1.0 x 10 m/s, the
411 dissolution becomes more uniform, with acid spreading broadly across the domain and minimal
412 evidence of localized channeling. This suggests that the elevated flow rate dilutes the acid—rock
413 interaction front, preventing the formation of focused wormholes and instead promoting a diffuse

414 dissolution regime. These observed transitions align well with the established classification of
19
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415 dissolution patterns (face — conical = wormhole — ramified — uniform) as a function of increasing
416 injection velocity (Wu, 2015). Specifically, the simulation with 4.17 x 10 m/s corresponds to the
417  ramified regime, while the simulation with 1.0 x 10~ m/s corresponds to the uniform regime. These
418 findings reinforce the earlier conclusion that increasing the injected acid temperature has an effect
419 analogous to decreasing the injection velocity, as both strategies favor more localized dissolution and
420 efficient wormhole formation. The observations are summarized in Table 2.

421 The temperature fields (Figure 14) show that in both cases, the matrix is thermally dominated by the
422 injected acid at 360 K, which progressively displaces the initially hotter matrix temperature of 420 K.
423 The primary distinction lies in the temperature gradient: the simulation with 1.0 x 10~ m/s exhibits a
424 wider range between the maximum and minimum temperatures, indicating a more pronounced
425 temperature gradient. This suggests that higher injection velocities enhance advective heat transport,

426  leading to sharper thermal fronts across the domain.

427 Table 2 Dissolution patterns in different thermal and hydrodynamic conditions

Dissolution pattern | Tipjectionacia = 360 K Vinjection acid = 4-17 x 107 m/s
Tinitial matrix = 420 K Tinitial matrix = 420 K
Uniform Vinjection acid = 1.0 X 107 m/s Tinjection acia = 290 K
Ramified Vinjection acid = 4-17 % 10 m/s Tinjection acia = 320 K
Wormbhole Vinjectionacid = 417 X 10°m/s | Tipjectionacia = 360 K

428

429 Overall, the results demonstrate that increasing the injection velocity leads to a transition from
430  wormbhole-like to ramified and eventually uniform dissolution patterns. This behavior confirms the
431 earlier observation that raising acid temperature produces similar physical effects to lowering injection
432 velocity, as both alter the balance between reaction and transport processes. These insights are critical
433 for optimizing acidizing strategies, highlighting the importance of simultaneously managing

434 temperature and flow rate to achieve the desired dissolution morphology and stimulation efficiency.

435 5. Conclusion and Future Work

436 In this work, we developed a novel two-phase thermal Darcy—Brinkman—Forchheimer (DBF) model to
437 simulate matrix acidization processes in porous media under realistic reservoir conditions. The model
438 integrates multiphase flow, reactive transport, heat transfer, and dynamic porosity evolution into a
439  unified framework. Key contributions include the incorporation of temperature-dependent reaction
440  kinetics via Arrhenius-type relationships, as well as a fully coupled numerical solution strategy that
441 accounts for viscous, inertial, and thermal effects.

442  Numerical experiments were conducted to investigate the influence of initial matrix temperature,
443 injected acid temperature, and injection velocity on the acidizing process. Results showed that the
444 initial matrix temperature has minimal impact on wormhole formation and breakthrough behavior due
445 to rapid thermal equilibration driven by acid injection. In contrast, the injected acid temperature

446 significantly affects the dissolution pattern, reaction rate, and acid utilization efficiency. Higher

20



https://doi.org/10.5194/egusphere-2025-4800
Preprint. Discussion started: 13 November 2025 EG U
sphere

(© Author(s) 2025. CC BY 4.0 License.

447 injection temperatures enhance reaction rates and promote localized wormhole formation, resulting in
448 earlier breakthrough and reduced pore volume to breakthrough (PVBT).

449 Furthermore, verification simulations demonstrated that increasing acid temperature has a similar effect
450 to decreasing injection velocity. Both approaches shift the dissolution regime from uniform to
451 wormhole-dominated patterns, highlighting a fundamental coupling between thermal and
452 hydrodynamic controls. These insights offer practical guidance for optimizing acidizing strategies by
453 balancing thermal input and flow rate to improve treatment efficiency and control wormhole geometry.

454 While the current model provides a robust platform for simulating two-phase thermal acidizing, several
455 directions remain for further enhancement. Future extensions will incorporate complex geological
456 features such as natural fractures, vugs, and spatial heterogeneity in porosity and permeability. These
457 additions will enable more realistic simulation of carbonate formations and fractured reservoirs.
458  Moreover, the current study focuses on lab-scale domains. Scaling up the framework to field-scale
459  models will require further optimization of the numerical solver, including parallel performance tuning
460 and adaptive mesh refinement techniques. Besides that, incorporating multi-mineral reaction kinetics
461 and competing acid—rock interactions (e.g., dolomite and calcite dissolution) will enhance the chemical
462 fidelity of the model and broaden its applicability to various rock types. To better evaluate stimulation
463 effectiveness, coupling the matrix acidizing model with wellbore dynamics and reservoir-scale
464  production forecasting will be explored. Furthermore, data from high-fidelity simulations can be used
465 to train surrogate models or integrate with machine learning algorithms for real-time optimization of
466 injection schedules, temperature control, and acid composition.

467 These directions will further strengthen the capability of the proposed framework for practical reservoir
468 engineering applications and enable more accurate design and evaluation of acidizing treatments in

469 complex subsurface environments.
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