
Ebullition Detection 1 

The algorithm has several parameters which are used to set the “ebullition” detection 2 

settings. We use quotations for ebullition as not all non-linear concentration increases are a result of 3 

gas bubbles entering into the chamber space, which is generally represented by abrupt step change 4 

in gas concentrations. More broadly speaking, the algorithm uses these parameters to classify non-5 

linear concentration increases using the results of BRT. Before running the algorithm, the user will 6 

need to set a vector of ‘learning_rates’, ‘tree_complexity’, and ‘bag_fraction’ for BRT training, where 7 

default values for ‘tree_complexity’ and ‘bag_fraction’ are 5 and 1, respectively. Bag fraction is set to 8 

1, so the model is deterministic. Learning rates for the work presented here were 0.001, 0.002, 9 

0.003, 0.004, and 0.005. To avoid false detection and to compensate for issues related to problems 10 

that are often encountered in the field such as leakage, or the chamber fan not functioning, the user 11 

can set the parameter ‘window_size_concentration_smoother’ which is used to set a moving 12 

average window which smooths out the concentration time series before fitting the BRT. BRT 13 

training and parameter optimization were conducted using 10-fold cross-validation (Elith et al. 14 

2008). Each BRT was fit with time of chamber measurement, chamber volume and area, air 15 

temperature and air pressure, and the gas temperature and pressure as measured by the gas 16 

analyzer. The user can define any vector of ‘predictors’ they would like, including other 17 

environmental variables that may help in classifying non-linear concentration increases, as this is the 18 

sole purpose of this algorithmic function. Final model selection was based on the combination of 19 

model hyper parameters; number of trees (i.e. ≥ 1000), tree complexity, and learning rate which 20 

results in the least mean deviance standard error. Residuals from the selected model were 21 

calculated by subtracting the model predictions from the observed concentrations, thus highlighting 22 

discrepancies between observed and predicted values.  23 

To facilitate detection of data points which significantly deviate from one another, residuals 24 

from the selected model are smoothed using a moving average window with a default width of 5 25 

data points. The moving average window is user-defined and can be changed by setting 26 

‘window_size_residual_smoother’. The standard deviation of the smoothed residuals is calculated 27 

and then used to create a dynamic threshold by multiplying it with a ‘dynamic_multiplier’, which has 28 

a default value of 2. The dynamic threshold is used to identify significant deviations in the smoothed 29 

residuals. The dynamic multiplier can be thought of as a handle on a water faucet; if the user 30 

increases the value, the algorithm becomes more restrictive on what data points will be classified as 31 

significant deviations. The algorithm then computes the absolute differences between consecutive 32 

concentration values. Using the stored absolute differences, the algorithm checks to see if the 33 

concentration differences exceed a default quantile value of 0.95 (Hoffman et al. 2017). 34 

Consequently, the algorithm by default considers the top 5% of the greatest concentration 35 

differences as significant deviations from the linearly increasing concentrations. However, the user is 36 

able to define the quantile by setting the parameter ‘quantile_threshold’. Thus, a gas concentration 37 

data point is classified as significantly deviating from linearly increasing concentrations when either 38 

of these two conditions are met: (1) the absolute value of the smoothed residuals exceeds the 39 

dynamic threshold and/or (2) the concentration difference between two consecutive points exceeds 40 

the quantile threshold. Lastly, the algorithm generates a diagnostic plot showing which points during 41 

the chamber measurement met one or both of the conditions (Supp. Figure 2). The plot is saved for 42 

review in the user-defined ‘save_directory’. The algorithm then initiates code to handle the 43 

classification of data sequences, or non-linear events, which are comprised of the points classified 44 

during the process described above, and may potentially indicate ebullition events. 45 



The data sequence classification code first initializes variables to track the start and end of 46 

possible non-linear concentration increases and creates a buffer index to store up to 5 non-event 47 

points, or points which briefly interrupt an ongoing non-linear event. The algorithm loops through 48 

each data point of the chamber measurement, marking the start and end of events while resetting 49 

the buffer index each time a new event point is detected. When non-event points are encountered 50 

during an ongoing event sequence, they are added to the buffer index, where if the buffer reaches 51 

capacity, the event sequence length is checked against a user-defined ‘min_ebullition_sequence’ 52 

parameter, which has a default of value of 8 seconds. Event sequences are classified based on this 53 

length check, and ongoing events at the end of the dataset are handled similarly to account for edge 54 

effects. This process ensures ongoing events are not broken up by data points, and only sequences 55 

meeting the minimum length can be classified as events. The algorithm then stores each sequence in 56 

two data frames, one for diffusive (i.e. linear concentration increases) and another for ebullition 57 

events (i.e. non-linear concentration increases). Each sequence is given a numerical i.d. based on 58 

when it was encountered during the chamber measurement. For example, if CH4 concentration 59 

increases linearly for the 240 seconds of the chamber measurement and then broken up by an 60 

ebullition event for 40 seconds, the first sequence will be labelled diffusive-1 and the second 61 

ebullition-2 (Figure 1). Thus, numerical values are given based in temporal order. At this stage the 62 

user is prompted by the algorithm to “review the combined plot” saved in the ‘save_directory’ to 63 

ensure the algorithm has accurately classified the sequences (Figure 2).     64 

 65 

Figure S1. Diagnostic plot of for chamber ID istr24 over a period of 561 seconds. Time of the 66 

chamber measurement is given on the x-axis, while CH4 concentration is given on the y-axis. The 67 

blue dots and corresponding numerical id represent those concentration sequences which the 68 

algorithm has deemed as linear diffusion, while the red dots represent concentration sequences that 69 

may represent ebullition. Overall, we see a linear increase in concentration which is disrupted by a 70 

step change in concentration increase. In the end the algorithm handles each concentration 71 

sequence independently from one another and calculates flux accordingly.  72 

 The user is asked if the classified sequences are correct, where the user can respond 73 

accordingly; yes, no, reclassify, or skip. If the user responds yes, each classified sequence will be 74 



independently handled, flux calculations made, and results stored following the methods previously 75 

described (Figure 2). 76 

 77 

Figure S2. Diagnostic plot showing the flux data included for each sequence (black dots) and the 78 

predicted concentration given by the GAM (red line) for ID istr24 shown in figure 1. Time is given on 79 

the x-axis for each sequence, while CH4 concentration is given on the y-axis. Overall, the figure 80 

shows that the GAM has robustly predicted the concentration increases from each sequence.  81 

If the user responds no, they will be asked if they would like to manually enter sequences. If they 82 

respond yes they will enter a time range, whether the sequence is diffusive (D) or ebullition (E), and 83 

a numerical label is given to the sequence (e.g. 0-250,D,1; 251-290,E,2; 291-600,D,3) (Figure 2). The 84 

user is then prompted to ensure the sequences have been classified and labelled correctly and if so, 85 

fluxes are calculated for each sequence and results are stored in the results directory. When the user 86 

responds reclassify, they will be given the opportunity to reclassify a sequence from diffusive to 87 

ebullition, or vice versa. If a sequence is reclassified the user is prompted to review the updated plot 88 

and confirm sequences are correct before moving forward with flux calculations (Figure 1). All flux 89 

calculations are stored alongside the measurement i.d., whether it is diffusive or ebullitive flux, and 90 

the R2 value and the root mean squared error for the GAM fits. 91 



  92 

Figure S3. Diagnostic plot showing the outcome of a fitted GAM where the chamber measurement 93 
met the condition to be considered a linear concentration increase and sufficient for further flux 94 
calculations. Time steps of the chamber measurement are given on the x-axis and CH4 concentration 95 
is given in moles on the y-axis. The red line shows the model prediction, while the green dots labeled 96 
false in the legend, are those that do not meet the requirements to be considered significant 97 
deviations from the linear concentration increase. The number 541 in the main figure title 98 
represents the maximum time interval recorded during the chamber measurement, in this case 541 99 
s. 100 

  101 



 102 

 103 

Figure S4. Diagnostic plot showing the outcome of a trained BRT used to detect data points which 104 

meet the conditions for a data point which significantly deviates from what is expected. Time steps 105 

of the chamber measurement are given on the x-axis and CH4 concentration is given in moles on the 106 

y-axis. The red line shows the model prediction, while the orange dots represent those points that 107 

have been considered by the algorithm to have truly met one or both of the two conditional criteria, 108 

while green represent data points which have not met the conditional criteria (see legend).  The 109 

number 601 in the main figure title represents the maximum time interval recorded during the 110 

chamber measurement, in this case 601s.   111 

  112 



  113 

 114 

Figure S5. Diagnostic plots showing how the reclassify function works if one chooses to reclassify, for 115 

example, ebullition to diffusive as seen in the figures. In the top figure we see that the initial 116 

sequence was considered ebullition (labeled 1), as it is a non-linear rise in CH4 concentrations. 117 

However, the concentration rise is not reflective of an ebullition event, but rather a rapid rise in 118 

concentrations to a steady linear rise in concentrations, reflective of a diffusive flux. Thus, in this 119 

case the user can reclassify the initial rise from ebullition to diffusive. 120 

  121 



 122 

Figure S6. Illustrates the trend of water column conditions in the lake (green lines) and in the 123 

streams (blue lines).  124 

  125 



 126 

  127 

Figure S7. Illustrates 6-year time series (x axis) of soil temperature (y axis) measured at 5, 10, 20, and 128 

40 cm. Soil Temperatures at each depth rarely reach below -10 °C, but in 2023, soil temperatures 129 

dropped to between 15-20 °C (red box). The relative importance of soil temperatures suggest they 130 

play a significant role in regulating CH4 fluxes from the catchment.   131 

  132 



133 
Figure S8. The figure illustrates the relative importance of environmental conditions predicting 134 

diffusive CH4 fluxes using bar-plots and standard error bars. Each predictor variable is on the x-axis, 135 

while it’s percent importance for its inclusion in a fitted BRT is given on the y-axis. Each bar color 136 

represents a specific environmental condition. Overall, we see that without water column 137 

characteristics that fluxes were strongly dependent on whether we were measuring in the lake 138 

versus the streams. While we expected water temperature to play a primary role in regulating fluxes 139 

from the catchment, we see in the figure that local climate and soil conditions influencing the 140 

catchment generally played a greater role in regulating fluxes from the water bodies.   141 

 142 

 143 
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 145 

Figure S9. Illustrates a Pearson’s correlation matrix showing the relationships among local 146 

meteorology, soil characteristics, and water parameters, with warmer orange-to-red cells indicating 147 

positive correlations and cooler blue cells indicating negative correlations.  148 

 149 


