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Abstract. Rockfall simulations are used to predict runout distances in case potentially unstable rock compartments would
eventually fail. Transit simulated values such as the bounce heights and involved energies are also useful for hazard and risk
assessments and for mitigation design tasks. However, it has been shown that the predictions from simulation results can
vary significantly from user to user and from site to site. This highlights the need for simulation models with quantified
accuracy and precision, low parametric subjectivity, and with good performance at predicting the transit values. The
objective of this work is to present a validation methodology for rockfall simulation models and to objectively evaluate the
predictive performance of stnParabel freeware simulation model when used with the Rolling friction rebound model. For this
purpose, numerous mapped observations from a combination of back analyses of rockfall experiments and real events
involving different remote sensing techniques were gathered. They cover twelve sites of various characteristics and
geometries. The extensive collected observations include several hundred mapped deposited rock fragments of known
dimensions and respective source locations. Each individual rock’s dimensions and masses were repetitively simulated
without any other parameter adjustments in order to minimize the subjectivity of the simulation approach. In complement to
the systematic objective process-based simulations, the runouts were also predicted for all sites with simulated trajectories
from two additional process-based models for comparisons. Moreover, runout extents were also obtained geometrically with
a commercial software and with a common geometrical approach for comparison. The results showed that the runout
prediction accuracy from our process-based simulated trajectories is generally stable from site to site. Moreover, the runout
precision of the simulations with stnParabel is improved by 2x to 3x compared to those of all other methods tested. And this

is achieved with limited errors on the predicted transit values such as the bounce heights and translational velocities.
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1 Introduction

Combined with field observations, rockfall simulations are commonly used to predict areas that could be reached by rockfall
events for rockfall susceptibility and hazard assessments. Additionally, the simulations are used to predict quantities such as
the rock fragment’s velocities, energies, and bounce heights for rockfall hazard, risk, and mitigation assessments. However, it
is difficult to correctly predict such quantities at the same time as estimating proper runout distances (Labiouse, 2004;
Dorren et al., 2013; Lambert and Bourrier, 2013). It has been shown through extensive benchmarks that there is a high
variability with the accuracy and precision of the predictions from user to user (Berger et al., 2004; Berger and Dorren, 2006;
Berger et al., 2011; Garcia, 2019; C2ROP, 2020). Since this is also the case even if the same software is involved, a part of
this problem can be attributed to the subjectivity associated with the sensitive parametrization of some models that must be
calibrated on a per-site basis. This has been confirmed for some models in Noél et al. (2023b) by qualitatively evaluating
their sensitivity by initially varying their parameters within reasonable values and seeing the effect on their early predictions
on one site. Previous studies also confirm the need for most simulation models to calibrate the simulations on a per-site basis
(Jones et al., 2000; Labiouse, 2004; Crosta and Agliardi, 2004; Berger and Dorren, 2006; Labiouse and Heidenreich, 2009;
Berger et al., 2011; Volkwein et al., 2011; Dorren et al., 2013; Valagussa et al., 2015; Bourrier et al., 2021; Noél et al.,
2021). This led Noél et al. (2023b) to formulate associated drawbacks as follows: “there is a significant limitation caused by
the inconvenient requirement for calibration of the simulations on a per-site basis from on-site observations, back
calculations, and back analyses”. And to ease the unfortunate related workflow, back calculations and guiding hazard zoning
tools were provided (Noél et al., 2023b). However, in some situations, it might not be possible to observe past rockfall
deposits on-site for fine-tuning the simulation parameters due to farming or other anthropogenic activities. Having
predictable, accurate, and precise simulation models would be particularly welcome in such situations.

Another contributor to the sensitive parametrization of some simulation models derived from Pfeiffer and Bowen (1989)
could be attributed to the potential confusion related to the subjective dissipating (or damping) coefficient parameters R, and

Ry. Indeed, because they are sometimes called “coefficient of restitution”, it is likely to confuse them with the apparent

kinematic coefficient of restitution (COR) obtained empirically from rockfall experiments and reconstructed trajectories
(Fig. 1). For example, the empirical COR from (e.g., Wu 1985, Azzoni et al., 1992; Chau et al., 2002; Beladjine 2007;
Bourrier, 2008; Labiouse and Heidenreich, 2009; Paronuzzi, 2009; Mathon et al., 2010; Buzzi et al., 2012; Asteriou et al.,
2012; Spadari et al., 2013; Wyllie, 2014a; Noél et al., 2018; Wang et al., 2018; Ji et al., 2019; Ye et al., 2019; Caviezel et al.,
2021; Noél et al., 2022; Noél et al., 2023a) should not be directly interchanged as Ry or R;. Even if parallels can be made
between these, they are not the same as explained in (Noél et al., 2021; Noél et al., 2022, and Noél et al., 2023a). It is thus
difficult to transpose the correlations made on the COR from the literature work to the desired Ry and R; parameters.
Additionally, the effect of these parameters may differ from software to software, even when using the same equations (No€l

etal., 2021).
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Figure 1: Compilation of observed velocity changes at impact. The changes are expressed as ratios of the returned velocities
over the incident ones, i.e. expressed as apparent kinematic coefficient of restitution (COR). In a) and c), the changes are for the
normal component of the velocities, and in b) and d), for the tangent component of the velocities. Note how the values are far
from being constant and how the incident angle plays a major role in comparison to the impacted materials. Moreover, rebound
models that calculate the rebounds solely based on their components could never reproduce the observed COR), trend if they do
not apply geometric deviations and use damping functions (e.g. based on fixed Ry and R; parameters per terrain unit with
values that cannot exceed one). The data points with error bars correspond to the mean values with their standard deviations
for Wu (1985) and Wyllie (2014a). Modified from Noél et al. (2023a) in CC BY 4.0.

Moreover, Pfeiffer and Higgins (1990) and Jones et al. (2000) stated that the terrain geometry and the perceived roughness

are the most important inputs for proper predictions of rockfall behaviours with their revised version of the Pfeiffer and

Bowen (1989) model. Indeed, the much less significant dissipative effect of the subjective Ry and Ry parameters was

obscured by the so much greater geometrical effect of the two previous inputs in their sensitivity analyses. Ondercin et al.

3
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(2014) also noted that simulations are not sensitive to the material parameters given that they are performed with a detailed
terrain model for properly accounting for the geometric aspect. With better predictions from the relatively objective
geometrical parameters, one would assume that the models derived from Pfeiffer and Bowen (1989) would have focused on
those geometrical parameters. However, some derived models seem to have put most emphasis on the subjective Ry and Ry
dissipating parameters during the last three decades. In addition to degrading the predictive capacity of models, neglecting
the geometrical roughness also leads to significant limitations when having to consider rockfall embankments and ditches
(Lambert et al., 2013; Lambert and Bourrier, 2013). Others allow for randomly variating the slope angle artificially. But for
those artificial slope angle variations, it is often omitted to mention that the user should adjust the added angle so that it
matches what would be perceived by the rock size. To do so, the maximum perceived angle (8,,,,) that should be added to

the local terrain slope can be estimated in relation to the rock diameter (d) as follows (Pfeiffer and Bowen, 1989):

Omax = tan™ —= )
where S, = perpendicular surface roughness [m]. The inaccuracy related to the omission of half of the most important inputs
or to the imprecision on how to evaluate the artificial perceived surface roughness might have contributed to the variable
results obtained at the previously mentioned benchmarks.

Additionally, setting fixed 0,4, Ry, and Ry parameters for numerous terrain units introduces a generous level of subjective
freedom. This convenient flexibility comes at the expense of the fine-tuning simplicity and objectivity, however. Given that
Wyllie (2014b) observed that rock, talus, and colluvium materials do not have significantly different apparent COR, and
COR;, the use of numerous subjective terrain material units with fixed parameter values is difficult to justify (Fig. 1). For
example, the 13 terrain units of the Rifle test site correspond to 39 terrain parameters that must be set and properly adjusted
(Pfeiffer and Bowen, 1989; Pfeiffer and Higgins, 1990; Jones, 2000; Rocscience Inc. 2022; Noél et al., 2021). For that site, it
has been shown that simplifying the terrain to only one unit did not produce significant change in the results (Noél et al.,
2021). This came with the advantage of significantly reducing the number of terrain parameters to only three instead of 39.
Similar trends were observed by Bourrier et al. (2009). Slightly better predictions were obtained from using a unique
tangential dissipative parameter (R,,, related to Ry) per terrain unit than their three tangential dissipative parameters (Rg5,
Rg,0, and Rg,, also related to R;). Such simpler parametrization can potentially allow for a more efficient fine-tuning of
the simulations due to the time saved when updating fewer parameters (Bourrier and Acary, 2022). And with finite time
resources, the less time is spent with the simulation software to iteratively fine-tune the parameters and the more time
remains to collect valuable observations from field work, to estimate the non-trivial temporal frequency aspects, and to
reflect on the realism of the obtained predictions.

In the meantime, the sensitive, subjective, and complex per-site parametrization of some simulation models potentially leads
to time-consuming assessments. The highly variable and sometimes inaccurate predictions may lead to a lack of
homogeneity between delivered hazard maps, even for the same areas. Also, the uncertainty and related lack of confidence

can potentially lead to overly conservative and constraining limits for the defined regulated levels of risk acceptance. With
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these various issues stipulated, one realizes that an objective, accurate, and precise simulation model would be preferable.
There is therefore a need for evaluating the predictive performance of rockfall simulations software (Dorren et al., 2013;
Sarro et al., 2025) and assessing the sensitivity of their parametrization. This has been qualitatively evaluated for some
simulation models in Noél et al. (2023b) by confronting their predictions against the mapped rockfall events from the Mel de
la Niva Mountain described in Noél et al. (2023a). Also, recent developments related to RAMMS::ROCKFALL showed
promising predictive capabilities related to the velocities, energies, and bounce heights when confronted against five
reconstructed trajectories at the Chant Sura test site (Lu et al., 2019). Some rebound models have also been compared on a
“per-impact” basis to reconstructed data in Noél et al. (2023a). Among them, inspired from Wyllie (2014b), our proposed
Rolling friction model showed that its predictions are at least comparable to those of the other models and are in relatively
good agreement with the “per-impact” observations. Moreover, this performance has been objectively obtained without any
subjective adjustments, i.e., keeping its effective friction angle, cohesion, and dissipative rolling resistance coefficient
unchanged.

The Rolling friction rebound model was then applied in this objective way on a “per-site” basis by Noél and Nordang (2025)
to reproduce the rockfall events from the Mel de la Niva, similarly to how other simulation models were previously
qualitatively compared (Noél et al., 2023b). To do so, the multi-model process-based simulation freeware stnParabel (Noél,
2020) built on our impact detection algorithm (Noél et al., 2021) was used with detailed 3D point cloud terrain models
(DTM) for a proper geometrical terrain perception. Qualitatively, relatively good predictions were obtained (Noé€l and
Nordang, 2025). The extent of these qualitative “per-site” validations was, however, limited due to being performed only at
one site. Noé€l and Nordang (2025) thus pursued the validations to eleven additional sites. The Rolling friction rebound
model was again tested with stnParabel (v. August 2021), as well as with a slightly adjusted impact detection algorithm to
work with gridded DTMs, referred to as stnParabel raster. For additional context, rapid automatic simulations (r.a.sim.) from
the Rockyfor3D (v5.2.15) process-based simulation software (Dorren, 2015) were also performed to the twelve sites. To
complement the process-based simulated trajectories from stnParabel, stnParabel raster, and Rockyfor3D, maximal rockfall
runout extents were also predicted geometrically with the Flow-R software (v2.1.0) (Horton et al., 2013), similar to its open-
source analogue Flow-Py (D’Amboise et al., 2021; 2022), and with the Cone @ — f§ approach (Derron et al., 2016; Keylock
and Domaas, 1999). Validation results for the twelve sites were only preliminarily analyzed in the form of the quantified
predictive capabilities of the tested models to reach the precisely mapped observations (Fig. 2). Supporting the Swiss
Confederation recommendations about the use of rockfall trajectory simulations (Loup and Dorren, 2022), the process-based
predictions performed the best at that metric, i.e. the predictions with the Rolling friction rebound model via stnParabel,
stnParabel raster, and with Rockyfor3D. They were followed closely by the geometrically predicted runout extents from the
Cone a — [ approach, while the predictive performance of Flow-R showed to be relatively limited for that metric.

The metric of verifying that a modelling approach can predict runout extents from its capacity to cover precisely mapped

rockfall deposits is largely sufficient for susceptibility assessments. However, it does not provide a comprehensive
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Precisely mapped deposited blocks (n=494) reached by simulations
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Figure 2: Preliminary validations by Noél and Nordang (2025) of the model’s capacities to reach observed rockfall deposits from
rockfall experiments and real events mapped for several sites. Perfect predictions and predictions with exaggerating long-
runout distances would cover most observations. Their performance at covering observed deposits would thus lie close to the
red cumulative curve of all observations. Figure reproduced from Noél and Nordang (2025) in CC BY 4.0.

understanding of a method’s required predictive capabilities for more complex assessments, such as rockfall hazard and risk
assessments or for designing mitigation measures. For these assessments, simulated rockfall statistics, including frequencies,
bounce heights, and energies, must be spatially distributed appropriately. Therefore, the objectives of this paper are to
enhance these qualitative and quantitative validations in an attempt to address the following related general questions:

1. How to evaluate the precision and accuracy of simulated predictions from models in terms of:
* Distribution of runout distances?
* Distribution of lateral runout dispersion?

* Bounce heights and translational velocities?
2. How to cope with the observational biases associated with limited mapped observations for some sites?
3. And above all, how precise and accurate are the predictions from our proposed objective simulation approach, which is

based on the Rolling friction rebound model with stnParabel?
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2 Approach

As mentioned in Noél et al. (2023b), the extent of the objective predictability of a simulation model should be investigated
on more than one site. For that purpose, the Rolling friction model was repetitively used with stnParabel to reproduce
observed rockfalls at eleven additional sites (Noél and Nordang, 2025). Since these simulation results are analyzed further in
this paper, the approach used to produce them is here summarized with the site characteristics. Further related details are
given in Appendix A. The simulation results are also presented visually reusing the quantitative guiding hazard land use
zonation concepts of Noél et al. (2023b) and Noél and Nordang (2025) based on Jaboyedoff et al. (2005), Abbruzzese and
Labiouse (2020), and Hantz et al. (2021). For conciseness, methodological details regarding the complementary process-
based simulations with stnParabel raster and Rockyfor3D are given in Appendix B. Those of the geometrical Flow-R and
Cone a — [ approaches are also given in Appendix B.

The sites cover a wide variety of slope geometries, sizes, and terrain materials to challenge the predictability of stnParabel to
a large extent (Fig. 3). The Mel de la Niva site from Noél et al. (2023a, 2023b) is also shown next to the eleven other sites
for context. To maximize the objectivity, only the rock fragment characteristics were adjusted for each site to match those of
the observed rock fragments while everything else was kept to the default settings of stnParabel. The wide variety of sites ’
geometries, volumes, sizes, and materials involved can be separated into two categories: 1) rockfall test sites and 2) real
rockfall event sites (Fig. 3 and Appendix A). For the first category, the number of well-documented rockfalls is high, the
observation precision is high, and information related to the involved velocities and bounce heights is sometimes known.
Indeed, the observations come from peer-reviewed, well-designed, and controlled rockfall experiments. The height
differences from the sources to the deposited zones and the related involved rock volumes and masses are limited for the
practicality of the rockfall experiments.

The second category contrasts with its real rockfall events, with generally greater height differences and larger involved
volumes and masses. The quality of the observations is also variable depending on the available information used for
mapping the rockfall events. Like the flexible trajectory reconstruction strategies employed to cope with non-optimal footage
from witnessed rockfall events not initially captured with that purpose in mind (Noél et al., 2022), different remote mapping
strategies were used from the available documentation of the rockfall events. As highlighted by Asteriou et al. (2025),
structure from motion photogrammetry (SfM) is a powerful technique for such assessments when the available information
allows. This was thus used for many sites to obtain orthophotos and 3D models of the source, transit, and deposit areas (e.g.
Fig. 4). Terrain models were built iteratively, starting with the best pictures, and gradually adding those that could confuse
the SfM algorithm if given initially. Low precision was set for the camera position metadata, when available, and ground
control points were manually added during the iterative process from recognizable features on the pictures (e.g. roof corners
and chimney, characteristic blocks, etc.) and with 3D coordinates from corresponding detailed DTM from airborne lidar data
(ALS). The obtained 3D model positions and scales were further refined by using the ICP algorithm in CloudCompare from
the reference ALS DTM (Girardeau-Montaut, 2006). On their end, the obtained orthophotos were further rectified in QGIS
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Figure 3: Comparison of the different terrain profiles of the covered sites and of their rock fragments’ shapes. The terrain
profile and rock fragments’ shapes of the Mel de la Niva site covered in (Noél et al., 2023a; Noél et al., 2023b; Noél and
Nordang, 2025) are also included for comparison.

to refine their correspondence with the existing orthophotos of the sites. A special attention has been put on the identification

175 of the source areas (e.g. Fig. 4e and f). Indeed, it is imperative for proper validations that the initial conditions for the
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Figure 4: Examples of mapped source, rockfall path segments, and deposited rock fragments from orthophotos and SfM
photogrammetric models. Across the paper, those types of observations are always shown in red to be consistent with the
symbology used in Noél et al. (2023a; 2023b) and Noél and Nordang (2025). As shown in (f), digital artificial lighting and
shaders were used to visually verify the quality of the 3D SfM models in CloudCompare and Blender open-source software.
Drone photos Leirskardalen: Selve Pettersen (Nordland County Council). Helicopter photos Fortun: The Norwegian Public
Roads Administration and Yngve Midtun (The Norwegian Water Resources and Energy Directorate, NVE).

simulation match the initial elevation and related potential energy of the real events.
Regarding the simulations, the 3D point cloud DTMs were prepared in CloudCompare from different inputs, including
airborne and terrestrial LIDAR surveys and SfM photogrammetry from UAV pictures (Table 1). The point spacing has been

9
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Table 1: Simulation characteristics with stnParabel for each site. The point spacing has been adjusted for the simulations by
sampling on a meshed version of the terrain models.

Sites DTM-acquisition type and Point Nr. of Cell-size* Nr. of rock Total nr. of
original format spacing [m]| points (stnParabel scenarios; simulations
[10] raster) (unique size &
[m] shapes)
Chant Sura Photogrammetry from drone, 0.07 17.93 0.2 182; (8) 10,010
gridded
Riou Bourdoux  Photogrammetry from drone and  0.06 10.88 0.2 31; (31) 9920

terrestrial LIDAR, dense points

Tschamut Unspecified, gridded 0.03 12.47 0.1 102; (6) 9996
Authume A & B Photogrammetry from drone and  0.06 8.22 0.2 A: 46; (46) A: 10,350
terrestrial pictures, gridded B: 56; (46) B: 9,800

Mel de laNiva  Airborn LiDAR, gridded 2.30 1.81 2.0 L; (1) 10,000
Leirskardalen Airborn LiDAR, point cloud 0.45 12.54 1.0 12; (12) 9996
Fortun Airborn LiDAR, point cloud 0.35 14.90 1.0 19; (19) 9994
Holaviki Airborn LiDAR, point cloud 0.33 10.84 0.9 2;(2) 10,000
Springyville Airborn LiDAR, point cloud 0.28 10.95 0.7 L; (1) 10,000
La Verda Airborn LiDAR, point cloud 0.23 7.01 0.5 7;(7) 10,010
Glomset Airborn LiDAR, point cloud 0.23 3.17 0.3 L; (1) 10,000

*The Cone a — f§ geometric runout extents were also projected on these raster DTM grids. They were resampled by average to 2 m for all
Rockyfor3D simulations, and to 10 m for all Flow-R geometric predictions.

defined based on the smallest rock fragment scenario of each site to ensure that the simulations don’t pass through the
DTMs. Combining all scenarios, an arbitrary 10,000 simulations were targeted per site. To challenge the simulation model
and evaluate its predictability, no other parameterization tuning was allowed. The simulations were thus all run from a
simple set of objective inputs for an objective comparison and assessment of the predictability of the model as recommended
in (Noél et al., 2023b). Therefore, the simulations were done without any added artificial roughness or subjective
adjustments of terrain material properties, i.e., keeping the effective friction angle, cohesion, and dissipative rolling

resistance coefficient unchanged as default settings.

10
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To better communicate how the simulated trajectories would translate into corresponding hazard zones, the quantitative
guiding hazard zoning concepts of Noél et al. (2023b) and Noél and Nordang (2025) were used. The local yearly hazard
probability of being reached at least once (Pyq5qrq) depends on the on-site frequencies of rockfall fragments (1) that are
expected to propagate to the deposition zones and the size of the hypothetical exposed objects. Common for residences, a
30 m object width was used for the examples. Instead of using a fixed A of 1/25 (per 10,000 m? source cliff area when used
for diffuse sources), as it was found to be a good average starting point for Norway (Noél and Nordang, 2025), a range of 4
was used for the “single source area” examples. Indeed, since frequency of failure and fragmentation usually depend on local
onsite conditions, different quantified guiding zones were produced from the simulations for four arbitrary A ranging from
1/100, 1/30, 1/10, to 1/1 expected averaged yearly propagating rock fragments per site. For a site with 10,000 simulated
trajectories, a single trajectory carries a 1/10,000 portion of 2. When combining the carried frequency portion of each
reaching trajectories at a given location, the trajectories with low intensities from their local low translational velocities and
rock fragments mass were conservatively not removed for simplicity. A Pygzqrq Value of 1/300 was used as the threshold for
drawing the hazard boundaries from “intolerable” to “tolerable” hazard. This value is similar to the 300 years return period
hazard threshold of Switzerland (OFEV, 2016; OFDT et al., 2005; Raetzo et al., 2002). For Norway’s building code TEK17
(Norwegian Building Authority, 2017) and other similar countries tolerating less residual hazard than Switzerland for their
land-use zonations, the same drawn boundaries correspond to those for Py, qrq 0f 1/1000 when the arbitrary expected 4

values are lowered by about 3x.

2.1 Runout distribution validating approach

The validation approach for the predictive performance of the simulations to predict proper runout distribution in distance
and lateral dispersion is based on a combination of qualitative and quantitative evaluations. Since quantitative rankings do
not give the full picture, they should be complemented with qualitative performance evaluation. For the latter, the qualitative
visual validation concepts from Noél et al. (2023b) were used. Maps showing the simulations in overlay to the observations
were thus produced for each site. To help visually compare the simulated propagation paths, random samples of ten
trajectories were picked for each site and displayed overlayed by the mapped observed paths. This way, it is possible to
verify if the simulated paths unrealistically oscillate laterally in comparison to the observations, and if they share similar
propagation paths. For the simulated deposited rock fragment positions, they are shown with high transparency. This way,
areas with high density of deposited rocks are highlighted from the additive colour of the overlaying rocks, in a pseudo “heat
map” way. These highlighted deposited regions can then be visually compared with the overlaying mapped deposited rock
fragment positions. In complement, the 3D average position and centre of mass of the deposits, observed and simulated, are
shown on the maps for a semi-quantitative visual validation.

Values for the average deposited rock fragment positions and centre of mass are also used quantitatively, expressed in terms
of corresponding reach angles (angle in line-of-sight from the source starting position to the end deposited position). This

allowed evaluating the errors on the predicted average runout distances despite the large variety of site geometries and
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scales. Indeed, the relatively restrained observational error of about +0.2° at worse remains relatively constant from site to
site. For example, a +0.1 m imprecision inversely applied perpendicularly to both ends of the source-deposit line in a vertical
plane rotates the reach angle by about +0.2° for the ~60 m source-deposit average distance of the smallest site (Authume A
site, TS in Fig. 3.a). The same near maximal induced angular error of +0.2° is obtained from a +3 m imprecision applied in
the same way to the ~1475 m source-deposit average distance of the largest site (Mel de la Niva site, R1 in Fig. 3.a). And
this observational error of +0.2° is relatively pessimistic, since it is mostly induced from a vertical imprecision component in
the previous examples, while the slight imprecision on the observations for the real sites lay mostly in the planimetric space
given the use of airborne LiDAR data (ALS) for the vertical positioning. In the previous examples, if the reach angle lines
are steepened by moving both ends (source-deposit) closer to each other horizontally by 0.1 m and +3 m respectively, the
estimated observational angular errors are of +0.1°, better than the near worse estimates of £0.2°.

For the errors on the maximal predicted runout distances, observational biases must be matched by the simulations. Indeed,
the rock fragments from a rockfall event or experiment followed some possible propagating paths leading to the mapped
observed runout distances. However, this does not mean that all possible paths were explored, nor that all possible maximal
runout distances were observed. With around 10,000 simulated paths, the likelihood of stochastically approaching all
possible paths is higher, thus creating an imbalance where simulations should show longer maximal runout distances in
comparison to the observations. To match biases, random samples of comparable size to a site's observations were iteratively
used to evaluate their maximal runout distances. This was repeated for as long as there were sufficient remaining simulation
results to be compared to the observations. The maximal runout distances of the samples were then averaged for each site in
order to obtain the simulation maximal predicted runout distances, in reach angle, to compare to the observations.

For hazard, risk, and mitigation assessments, simulations with minimal error for both the centre of mass and maximal runout
distances are desired for proper quantified rockfall statistics between these points. To complement these two metrics, the
simulated deposits were also compared to the observations in terms of cumulative curves of reach angles. For the lateral
dispersion, cumulative curves of deposits were used, this time with the lateral dispersion angle of each rock fragment from a

reference trend line of the source average position to the centre of mass of the mapped deposit.

2.2 Velocities and bounce heights validating approach

Concerning the predicted translational velocities and bounce heights, it was possible to compare them to the reconstructed
trajectories for the Chant Sura and Riou Bourdoux test sites (Caviezel et al., 2019; Noél et al., 2022; Hibert et al., 2024). The
reconstructed trajectory segments cover most of the sites, so instead of being limited to a few 1D evaluation screens, it was
possible to extend the comparison to cover most of the sites through numerous screens distributed concentrically around the
sources. This innovative transition to a 2D rockfall statistical analysis from 3D results as in Crosta and Agliardi (2004) has
never been compared before with 3D reconstructed observations to the knowledge of the authors. This was made possible
thanks to the freely accessible dataset from the WSL Institute for Snow and Avalanche Research SLF in collaboration with

Geobrugg (Caviezel et al., 2020) and Hibert et al. (2024).
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The sites were subdivided into 200 evaluation screens/bins of widths of 1.4 m and 1.1 m, respectively. Box plot statistics
were extracted as well as the minimums, averages, maximums, and standard deviations for every evaluation screen. For each
screen, comparable sample sizes were iteratively used based on the local number of observations to reduce comparison
biases. This was repeated for as long as there were sufficient remaining simulation results to be compared to the
observations. The resulting 2", 25, 50, 75, and 98™ percentiles from the numerous simulation samples were respectively
averaged for each screen. Also, to locally ensure a proper statistical representation of the data, only the local maximal
translational velocity and bounce height values of each unique trajectory segment were used so that each segment was
counted as one “item” per screen. Otherwise, considering all vertices points of a trajectory segment would have introduced a
bias over-representing slower reconstructed trajectories. Indeed, if the points forming a trajectory segment are equally spaced
in time (e.g., from a constant time step), a slower trajectory segment has a higher density of points than a faster trajectory
segment of equal length. Without accounting for this bias, a 5 ms™! trajectory segment would have had the same weight as

four 20 m s™! segments, for example.

3 Simulation results and analyses

As for the results of the Mel de la Niva site presented in Noél and Nordang (2025), the simulation results for the eleven
additional sites are presented in the next sub-sections in a way that facilitates the qualitative comparison following the

validating reasoning steps given in (Noél et al., 2023b) summarized as follows:

* First, the simulations were performed with objective parameters kept within the anticipated realistic range: e.g. default
settings of stnParabel keeping the Rolling friction model as described in Noél et al. (2023a), rapid automatic simulations of
Rockyfor3D, default angles and coefficients of the cone & — f§ method from Derron et al. (2016), and parameters of
Oppikofer et al. (2024) for Flow-R. This way, one can objectively verify if the simulations fail/succeed at reproducing the
observed rockfall deposits with the following question: are the runout distances, bounce heights, and velocities
exaggerated or underestimated? Since parameters were not iteratively adjusted, the sensitivity of the models is not

explored here, however.

* For proper hazard probabilities, the temporal rockfall frequencies must be realistically distributed spatially. From a
randomly selected small sample set of simulated trajectories, one can visually verify if the lateral dispersion and overall
distribution seem realistic with the following questions: (1) are the simulated paths unrealistically oscillating laterally and
undertaking unnatural paths, (2) are they reproducing the distribution of the observed paths for proper distributed expected
frequencies, (3) are the bounce heights and velocities similar to those of the observations when compared with a similar

sample size?

* From a larger set of simulated trajectories, similar to what may be used in a delivered project, ensuring that the runout

extent and distribution are close to and proportional to the observations. Then, the following questions can be explored: (1)
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Are the envelopes of the simulations including most of the observed rockfall deposits? (2) Are the simulated paths and
deposited rock fragments overly channelized, leading to skewed spatial rockfall statistics? (3) Are the simulated rockfall
path widths representative of the real potential reach of the propagating rock fragments?

For conciseness, only the results for the Rolling friction with stnParabel are given and analyzed here. Those of the other

models are given as supplementary material, and their qualitative analysis is left to the discretion of the reader.

3.1 Rockfall test sites

Starting with the rockfall test sites, similar, relatively well-matching results as for the Mel de la Niva site (Noél and
Nordang, 2025) are obtained (Fig. 5 and Fig. 6), but on the other spectrum of volumes and sizes involved. The deposited
rocks from the simulations are close to those observed. Indeed, the simulated average reach angles by mass shown in Fig. 5
have a mean error (ME) of 0.6° as accuracy, with a mean absolute error (MAE) of 1.3° as precision (ME of 0.5°, MAE of
1.2° for the averages by rocks). This relatively high predictability is achieved despite the wide range of average reach angles
varying by about 16° (27.5° to 42.1° for the 3D mass centres of the observed values). Moreover, not only the runout extents
are obtained with the process-based trajectory simulations, but also useful complementary information such as the runout
paths, lateral dispersion, velocities, energies, bounce heights, etc.

The cumulative distributions of deposited rocks match particularly well with the observations for the two first sites (Fig. 6a
and b). This is of course to be expected for the Riou Bourdoux site since its rockfall impacts from reconstructed trajectories
have been used for the development of the Rolling friction rebound model in combination with the reconstructed impacts
from the Mel de la Niva site. To quantitatively complement the visual comparisons of cumulative distributions, two-sample
Kolmogorov-Smirnov (KS) tests were performed with the distributions by rock fragment numbers. To reduce biases,
samples of corresponding sizes were compared (Antoch et al., 2010). This was repeated for as long as there were sufficient
remaining simulation results to be compared to the observations. If the KS test does not reject the null hypothesis (HO), it can
be assumed that the simulated dataset reproduces the same continuous distributions as those observed. The situation is the
opposite if the result is rejected (H1). The ratios of tests that do not reject the null hypothesis are given in Fig. 6.

Focusing on the discrepancies, the simulated runout distances for Tschamut are more clustered (Fig. 5¢ and Fig. 6¢), and a
proportion of the rocks stops earlier compared to the observations. The model may have a slightly too high rolling resistance
for the combination of small and non-elongated rocks on freshly mown grass, especially for the artificial “ball-shaped” rock
(EOTA111). The average reach angle by mass of the simulations still reaches a relatively low value of 28.7° for that site,
significantly lower than for the other test sites.

For Authume, the simulated rocks travel slightly longer distances on average than the observations (Fig. 5d and Fig. 6d).
Despite this, the average reach angle by mass of the simulated rocks is steeper than the observations for profile A. This is
because numerous simulated rocks come to rest on the lower level of the quarry right after passing over a ramp. This
increases their height difference with their source to a larger extent than their horizontal runout distances, which steepens

their reach angles as a result. Note how the cumulative distributions of reach angles significantly vary from site to site and
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Figure 5: Comparison for the rockfall test sites of the mapped deposited rocks vs. the simulations from stnParabel. The
observations are shown in red while the simulations are shown in yellow and blue. The deposited rocks are shown with semi-
transparent colours so that areas with a high density of overlapping rocks are highlighted with stronger corresponding colours.
The average deposited locations per rock fragment and per mass are overlayed with characteristic symbols. A small sample set
of trajectories randomly selected for each site is shown with subtle yellow lines to help evaluate the realism of the simulated
paths undertaken by the rocks. The simulated propagation ratio of the spatially distributed frequencies evaluated from rockfall
paths of width corresponding to their respective rock’s d,; diameter are shown with semi-transparent blue colours to contrast
with the overlaying red and yellow colours. White contours show the 1/300 quantitative guiding hazard zonation based on
different expected frequency of rock fragments. Low intensities were not filtered out for drawing the guiding contours.

from profile A to B for the Authume site (Fig. 6). Impressively, the simulation model manages to objectively reproduce

those differences to a relatively high degree prior to any per-site fine-tuning of parameters.
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Figure 6: Comparisons of the cumulative distribution of the observed and simulated deposited rock fragments in terms of reach
angles (energy line angles from the source to the deposited location). The observations are shown in red and the simulations
from stnParabel are shown in yellow and blue. Also, for homogeneity across the paper and continuity with (Noél et al., 2022;
Noél et al., 2023a; Noél et al., 2023b; Noél and Nordang, 2025), the runout propagation goes from left to right. The reach angle
axes are thus inverted since the reach angles usually decrease as the runout distances increase.

3.1.1 Test sites lateral dispersions

Regarding the lateral dispersion obtained for the test sites, the simulations manage to reproduce relatively well the observed
spreading (Fig. 5 and Fig. 7). Apart from the Riou Bourdoux site where both the observations and simulations are naturally
channelized by the ravine morphology of the site, none of the results for the other sites appear overly channelized. The
variable general dispersion distributions seem also respected for all sites, with less spreading at the Riou Bourdoux site (near

90% of the deposited rocks within +5°) compared to the Chant Sura and Authume A sites (around 90% of the deposited

rocks within *+15°). For Authume B, the dispersion seems slightly skewed by about 5° toward the north compared to the
observations (Fig. 5d and Fig. 7d).

3.1.2 Velocities and bounce heights

The obtained values are compared to the ones of the reconstructed trajectories in Fig. 8 and summarized in Table 2. The
values given in Table 2 for the Chant Sura test site are subdivided into two regions shown in Fig. 8a corresponding to those

of the inspiring work from Lu et al. (2019) related to RAMMS::ROCKFALL. For those two regions, our averaged median
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Figure 7: Comparison of the lateral dispersion of the deposited rocks for the test sites, excluding Tschamut since several release
points were used. The observations are shown in red and the simulations from stnParabel are shown in yellow and blue. The
cumulative curves are built by scanning in a counterclockwise direction around each average source point and by setting the
zero-degree dispersion at the observed mass centre.

330 (Psp) velocities and bounce heights from the numerous screens match very well with the average simulated values from Lu et

335

340

al. (2019). Compared to the observations that vary significantly through the screens inside each region, the standard
deviations of our simulated values properly reflect those variations from screen to screen. As for the simulated velocities of
Lu et al. (2019), our averaged values are also slightly underestimated for region 1. This results in a relative error (RE) of
—20% for the average median of our simulations, i.e., a difference of 2.7 m s™!. A part of this relative error can be attributed
to the fact that the slower parts where the observed rocks are not free-falling were not reconstructed, mostly near the source
and in the deposited area. This introduces a slight observational bias that can raise the values of the observations in
comparison to the simulations. This should also be true for the observed bounce heights. The RE of 17% on our slightly
overestimated median bounce height for region 1 is similar, in terms of absolute deviation, to the RE of —17% on the slightly
underestimated mean bounce height of Lu et al. (2019). To put things into perspective, those minor differences of 20-30 cm
are less than the diameter of the smallest rock tested for this site and are thus within the precision limits of the reconstructed
data. The same narrow range of error was obtained for the other percentiles and for the maximum bounce heights. The
performance of stnParabel with the Rolling friction model at accurately predicting the bounce heights in that region is thus

remarkable, especially given the limited fine-tuning of the parameters kept at their default values.
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Figure 8: Comparison of the translational velocities and bounce heights of the "observed" reconstructed trajectories and
simulated ones from stnParabel with box plot statistics.

Concerning region 2, which covers most of the Chant Sura test site (Fig. 8a), the simulated translational velocities are again

18



345

https://doi.org/10.5194/egusphere-2025-4635
Preprint. Discussion started: 27 October 2025 EG U h
© Author(s) 2025. CC BY 4.0 License. spnere

Table 2: Summarized box plot statistics related to the translational velocities and bounce heights for the regions covered.

Chant Sura test site, region 1 (10—50 m)

Velocities [m s7'] Bounce heights [m]

P, P;s Psp P75 Pog Max. P, P;s Psp P75 Pog Max.
Observed 8.5 11.9 13.7 15.5 20.3 21.3 0.5 0.9 1.4 2.0 3.8 4.4
Simulated 7.0 9.6 11.0 12.4 15.0 15.6 0.7 1.2 1.6 2.2 3.6 4.1
S.D. obs. 2.5 2.7 2.6 24 2.8 2.7 0.1 0.2 0.5 0.7 0.9 1.0
S.D. sim. 1.6 2.2 24 2.6 3.0 3.1 0.1 0.4 0.6 0.7 1.1 1.2
RE [%] —-15 -19 —20 —21 —27 —28 45 27 17 10 -6 =7
S.D. RE [%] 13 4 5 6 8 9 18 16 13 17 19 23

Chant Sura test site, region 2 (50—165 m)

Velocities [m s7!] Bounce heights [m]

P, P;s Psp P75 Pog Max. P, P;s Psp Prs Pog Max.
Observed 9.3 15.0 18.0 21.0 26.4 27.7 0.5 1.0 1.6 24 53 6.3
Simulated 8.8 13.6 16.0 18.2 22.3 23.2 0.7 1.2 1.9 3.0 59 6.8
S.D. obs. 1.4 1.5 1.4 1.5 1.7 1.5 0.1 0.4 0.8 1.4 23 2.6
S.D. sim. 1.4 0.9 0.9 1.0 1.0 1.0 0.1 0.4 0.6 0.9 1.1 1.1
RE [%] —4 -9 —-11 —-13 —-15 —-16 20 24 32 40 30 28
S.D. RE [%] 16 6 5 5 5 4 15 16 25 33 50 60

Riou Bourdoux test site (all > 10 m)

Velocities [m s7'] Bounce heights [m]

P P;s Psp P75 Pog Max. P, P;s Psp P75 Pog Max.
Observed 7.9 11.7 14.0 15.8 18.4 18.4 0.7 1.1 1.6 23 3.5 3.5
Simulated 6.8 9.9 11.9 13.8 16.9 16.9 0.8 1.2 1.7 24 4.1 4.1
S.D. obs. 1.5 1.7 2.0 2.5 2.9 2.9 0.2 0.2 0.4 0.7 1.0 1.0
S.D. sim. 0.7 1.0 1.3 1.7 2.5 2.5 0.1 0.2 0.3 0.5 1.0 1.0
RE [%] —-11 —-15 —14 -12 -8 -8 19 10 9 11 20 20
S.D. RE [%] 19 7 5 6 7 7 30 15 16 20 24 24

slightly underestimated. This is also the case for some of the averaged velocities of Lu et al. (2019) but depends on their
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parameters used (see Lu et al. 2019). Our RE on the velocities is better than for region 1, but slightly larger than some of
those from the mean velocities of Lu et al. (2019). Still, with a value of —11% for our median, and remaining below *17%
for all the other percentiles and maximum velocity values, the RE are exceptionally good for simulations constrained to
simple objective inputs. As for Lu et al. (2019), the simulated bounce heights for region 2 are slightly overestimated.
Looking at Fig. 8, it is possible to note that the simulated bounce heights diverge mostly after the cliff present from 50—70 m.
Because of those differences, the RE are larger but the ME remain reasonable with differences within 30 cm for the average
of the lower percentiles including the median, and within 60 cm for the higher percentiles and the maximum value at worst.
To put those ME values in perspective, they are similar to the radii of the larger rocks used for that site.

For the Riou Bourdoux test site (Fig. 8b), the simulated velocities from stnParabel are slightly underestimated, with again the
potential observational bias partly to blame. Note that the maximal value and the 98" percentile are the same due to the
smaller size of the samples (Table 2). The RE is of a reasonable —14% for the average median across the site (excluding the
first 10 m and the values with ten observations or less). It remains close to that value from screen to screen, as shown by the
low S.D. on the RE. The RE does not exceed —15% for the other averaged percentiles or the maximal velocity value. The
ME for those averaged values is within —2.1 m s™! at worst. Overall, the predictive performance of the objective simulation
model related to the velocities is very good given the relatively small RE obtained. Concerning the bounce heights, all the
RE are within 20% for the averaged percentiles and the average maximum value. The average median has the lowest RE at
9%. With positive relative errors, the predicted bounce heights are slightly overestimated. Their ME is of 60 cm at worst on
the averaged statistical values from the evaluation screens, which is a relatively good performance for the objective
predictability of the simulations.

To put those promising results from stnParabel into perspective, let us compare them to the interesting benchmark from
Berger and Dorren (2006). Twelve participants were tasked with predicting the runout distances, velocities, and bounce
heights at two evaluation screens for a site where over 100 rocks were experimentally rolled down. With the freedom of
subjectively fine-tuning their simulations iteratively by expert judgement for their preferred simulation software, 25.0% of
the participants managed to predict either the maximal velocities or the bounce heights for at least one of the two evaluation
screens within a RE of #20%. Only one participant (8.3%) managed to predict both the maximal velocities and bounce
heights for the two evaluation screens within the RE margins.

For comparison, we iteratively (10,000 times) randomly selected a set of screen pairs from our hundreds of evaluation
screens for the previously covered regions at the Chant Sura and Riou Bourdoux test sites. The same conditions were
verified for each pair: 1) is there at least one of the maximal translational velocity or maximal bounce height predicted within
a RE of £20%, and 2) are all quantities predicted within the RE margins for the evaluation screen pair?

For the region 1 of the Chant Sura test site, the objective stnParabel predictions succeed for 96.6% of the evaluation screen
pairs at fulfilling the first condition. This is a significant improvement compared to the 25.0% prediction performance of the

combined 12 participants from Berger and Dorren (2006). Different sites are, however, involved here, which limits how far
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one could draw conclusions from the comparison. Regarding the second condition, stnParabel’s predictions succeed for
10.2% of the evaluation screen pairs of the region 1, which is similar to the 8.3% from Berger and Dorren (2006). For the
region 2 evaluation screens, the predictions from stnParabel fulfil the conditions 1 and 2 for 98.7% and 27.1% of the
randomly selected evaluation screen pairs, respectively. Again, this contrasts with the prediction performance (25.0% and
8.3%) of the simulations involving subjective fine-tuning from expert judgment in Berger and Dorren (2006).

Finally, for the Riou Bourdoux test site, the predictions fulfil the conditions for 99.1% and 21.3% of the screen pairs,
respectively. Therefore, stnParabel’s predicted maximal translational velocities and bounce heights are within the margins
defined by Berger and Dorren (2006) for a large portion of the hundreds of evaluation screens. If the sites are comparable to
the one used in Berger and Dorren (2006), then this constitutes a significant improvement in terms of predictability.
Moreover, this performance is combined with low errors on the runout predictions. Such combined predictions of rockfall
kinematics and runout distance is rarely achieved together within one simulation (Labiouse, 2004; Berger and Dorren, 2006;
Lambert and Bourrier, 2013; Dorren et al., 2013). And furthermore, as envisaged by Pfeiffer and Higgins (1990), this
achievement is obtained from simple objective inputs that greatly simplify the practical use of the simulation model. This
thus has the potential of considerably reducing the time resources spent for subjective iterative fine-tuning from expert
judgment.

Of course, a model remains a model; there are always simplifications compared to the complex true nature of the
phenomena. Therefore, as with any simulation model, one should not trust the simulation results blindly without on-field
validations. Despite the progress, improvements could be made regarding the slightly underestimated translational velocities
and the marginally overestimated median bounce heights. Given that the velocities after impact are relatively well predicted
on a “per-impact” basis from imposed incident angles (Noél et al., 2023a), it is possible that the impact detection algorithm
used (Noél et al., 2021) introduces some roughness from the point cloud surface. If so, this may explain the marginal
deviations of the predictions, combined with the slight observational bias. On the model side, the impact detection algorithm
could potentially be improved to be more robust relatively to the roughness introduced by the point spacing. This may raise
the simulated velocities while lowering the bounce heights, thus potentially reducing the RE on those points if properly
balanced. Additionally, the Rolling friction model could be fitted to the now larger datasets available. And this could be
repeated on segmented data per terrain material involved if it is judged to bring significant improvements without
introducing excessive subjectivity. On the observational side, the data from the previous rockfall experiments should be
completed to also include the trajectory segments that are not in the free-falling phase. Also, the materials involved should

be noted for every rock-ground interaction to better document the remaining subtle effect of the materials.

3.2 Real rockfall event sites

Continuing the objectivity and predictability investigation with the sites previously affected by real rockfall events, as for the

rockfall test sites, similar well-matching runout results are obtained by stnParabel (Fig. 9 and Fig. 10). The deposited rocks
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Figure 9: Comparison for the real rockfall event sites of the mapped deposited rocks vs. the simulations from stnParabel. The
observations are shown in red while the simulations are shown in yellow and blue. The deposited rocks are shown with semi-
transparent colours so that areas with a high density of overlapping rocks are highlighted with stronger corresponding colours.
The average deposited locations per rock fragment and per mass are overlayed with characteristic symbols. A small sample set
of trajectories randomly selected for each site is shown with subtle yellow lines to help evaluate the realism of the simulated
paths undertaken by the rocks. The simulated propagation ratio of the spatially distributed frequencies evaluated from rockfall
paths of width corresponding to their respective rock’s d,; diameter are shown with semi-transparent blue colours to contrast
with the overlaying red and yellow colours. White contours show the 1/300 quantitative guiding hazard zonation based on
different expected frequency of rock fragments. Low intensities were not filtered out for drawing the guiding contours.

from the process-based simulations are again close to those observed. This time, the accurately simulated average reach
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Figure 10: Comparisons of the cumulative distribution of the observed and simulated deposited rock fragments in terms of
reach angles (energy line angles from the source to the deposited location). The observations are shown in red, and the
simulations from stnParabel are shown in yellow and blue. Also, for homogeneity across the paper, the runout propagation goes
from left to right. The reach angle axes are thus inverted since the reach angles usually decrease as the runout distances

angles by mass shown in Fig. 9 have a mean error (ME) of —0.1° from those of the observations, with a slightly lower

precision given by the MAE of 1.5° however (ME of —0.6°, MAE of 1.5° for the averages per rock fragment). The larger

variability may partly be attributed to the less representative smaller samples of the observed rock fragments. Combined with

415 the previous values from the test sites, the mean error of the stnParabel process-based simulations becomes 0.2° with a MAE

of 1.4° (ME of —0.1° with a MAE of 1.4° for the averages per rock fragment). And this is now achieved despite the wider

range of average reach angles varying by about 21°, from as low as 27.5° at the Tschamut test site to as high as 48.8° at the

Fortun site for the 3D mass centres of the observed values.
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Figure 11: Comparison of the lateral dispersion of the deposited rock fragments of the real rockfall event sites. The observations

are shown in red, and the simulations from stnParabel are

shown in yellow and blue. The cumulative curves are built by

scanning in a counterclockwise direction around each average source point and by setting the zero-degree dispersion at the

observed mass centre.

As for the previous Mel de la Niva site, the randomly selected small sample set of simulated trajectories can be compared

420

visually with the partially mapped path segments (yellow vs. red paths in Fig. 9). Note how most simulated trajectories are

parallel to and follow the observed rockfall paths. Again, the overall distribution of the simulated trajectories follows the

observed mapped paths. The simulations are not over-channelised and do not unnaturally oscillate from left to right. Also,

when sufficient observed paths are present, the samples of simulated trajectories cover similar lateral spreading, which

suggests that the probabilistic aspect of the simulations is close to reality. The qualitative verification steps given in No€l et

425 al. (2023b) are thus fulfilled. Focusing on the discrepancies,

none of the simulated trajectories from the small sample set of

the Springville site reproduces the kink observed at 150 m from the source on the mapped path. This may be partly attributed
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to the aggressive filtering of the vegetation applied by the provider of the ALS DTM. Indeed, this removed a considerable
amount of surface roughness that would have induced higher lateral deviations for that site. As described by Noél et al.
(2021), this can be compensated for with further fine-tuning simulation attempts by adding artificial surface roughness to the
simulations. However, this fine-tuning of the simulation model parameters was omitted here to avoid introducing
subjectivity to the comparisons.

Considering the limited samples of observed deposited rock fragments, the cumulative distributions of simulated deposited
rocks match well with the highly variable observations, especially if cumulated by mass (Fig. 10). For the three real event
sites with samples of more than ten observations, the simulation model tends to be slightly too conservative. For the others,
the trends should not be considered too seriously due to the limited samples. Nevertheless, the simulated rocks seem to come
to rest too early for one of the two observed rock fragments of the Holaviki site (Fig. 9c and Fig. 10c). Has this rock with the
longest runout significantly changed size and mass during its course so that the simulations from its final dimensions could
not reach as far? Has the rock followed a highly improbable trajectory so that none of the 5000 simulated attempts could
reproduce it perfectly (the closest simulated rock fragments came to rest at 30 m of the observed rock after propagating
beyond 730 m horizontally from the source)? Was the source located further up, which could have allowed the rock to gain
more velocity than in the simulations? It is difficult to know for sure, but this rock fragment certainly challenges the
simulation model. It should, however, be noted that only the position of the two fragments with longer runouts that stopped
near buildings were reported in Domaas (1995). Nonetheless, it was mentioned that numerous other fragments stopped
earlier (Domaas, 1995). The steeper reach angles of the other fragments would pull the average reach angle back toward the
one of the simulations. The cumulative curve of the observed rocks would also be pushed up, closer to the one of the

simulations.

3.2.1 Real events lateral dispersions

Regarding the lateral dispersion obtained for the real rockfall event sites, the simulations manage again to reproduce
relatively well the observed spreading (Figures 9 and 11). However, the results here are less representative given the smaller
number of observations compared to the test sites. The dispersion for the Leirskardalen site (Fig. 9a and Fig. 11a) matches
relatively well the observations, with a greater dispersion toward North-West (~15° for 45% of the rock fragments) than
toward South-East (~10° for another 45% of the simulated rock fragments). The South-East dispersion part seems even more
constrained on the observations, so the simulations exaggerated slightly the lateral spreading. This seems more pronounced
at the Fortun site (Fig. 9b and Fig. 11b), with most observations surprisingly laying within a narrow +5° in comparison to
near +15° for 90% of the simulated rock fragments. Could it be because the final shapes of the rock fragments were
simulated from the source, while in reality these shapes may have been created through late fragmentation during the
propagation? It is hard to comment on the dispersion from the Holaviki, Springville and Glomset sites given their limited

number of observations. For the La Verda site (Fig. 9¢ and Fig. 11e), despite perfect KS scores, the simulations seem to
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slightly underestimate the lateral dispersions in comparison to the observations (£15% and *20% for around 90% of the

deposited rock fragments respectively).

4 Runout analysis in light of existing methods

So far, the results were mostly shown with maps and cumulative distributions (Fig. 8, Fig. 9, Fig. 10, and Fig. 11). They
were mostly analyzed in terms of runouts expressed as average reach angles at the centre of mass of the deposits. For
perspective, these results, including those for the Mel de la Niva site, are here summarized in Fig. 12a next to those of the
other process-based approach, respectively stnParabel raster in Fig. 12d and Rockyfor3D in Fig. 12g. And for a simpler
overview, they are also shown as pie charts per simulation approach and in histogram form per precision classes in Fig. 13.
Compared to the other process-based approach, i.e. stnParabel raster and Rockyfor3D, stnParabel got the best accuracy at
predicting the centre of mass of the observed runouts with a null mean error (ME = 0.0°). The others are not far behind with
mean errors of —0.2° and —0.4° for stnParabel raster and Rockyfor3D, respectively. With negative ME, stnParabel raster and
Rockyfor3D overshot slightly the observed centre of mass on average, which is safe. Compared to Rockyfor3D, the
precision of the predictions from stnParabel and stnParabel raster is doubled or tripled (~2 MAE and ~ RMSE of
Rockyfor3D’s predictions). However, when looking at the predicted points along their 1:1 perfect fit line or on their
precision-accuracy targets, it can be noted that most predictions from Rockyfor3D exhibit similar decent precision as
stnParabel and stnParabel raster. It actually has slightly more sites with predictions in the best precision class (AE from 0-1°)
than the other methods, as shown on the pie charts and histograms (Fig. 13). The low obtained precision score is due to two
strong outliers on Rockyfor3D’s predictions, where it got challenged for the Glomset and Tschamut sites. Otherwise, its
precision is comparable to the one of stnParabel and stnParabel raster predictions.

For quantified guiding hazard zones, not only predicting the average runout distances matters. Indeed, the whole range of the
cumulative curves is of interest for quantified guiding hazard zones. As shown in Fig. 5 and Fig. 9, different guiding zones
quantified according to different hypothetical expected frequencies are drawn at different local cumulated reach values. If the
simulations predict well the average expected runouts and reproduce their distributions, then the longest expected runouts
should also be properly predicted. So, to complement the previous comparisons of average reach angle values, they are also
put aside with comparisons for the longest runouts expressed as reach angles in Fig. 12 and Fig. 13. This time, the scores for
the predictions of the geometric methods are also compiled. Moreover, this complementary comparison can favour the
geometric methods since they are developed to rather predict conservative propagation distances for susceptibility
assessments, or as early coarse estimations in the other types of assessments (Loup and Dorren, 2022; Noél et al., 2023b).
Without excluding the sites with the most limited number of observations, the accuracy of the process-based simulations
with the Rolling friction model (stnParabel) appears to be similar to the perceived accuracy of the other approaches for
predicting the longest runout distances by reach angles (ME of 0.3° for stnParabel vs. 0.7°, 0.6°, 0.3°, and —0.5° in Fig. 12).

Like the perceived accuracy of the Cone @ — f§ approach, stnParabel appears to have the best accuracy for predicting the
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Figure 12: Comparison overview of the average and longest runout distances expressed as reach angles (angle with horizontal
and the source-deposited position line of sight). Note that the axes are inverted for homogeneity across the paper. Predicted
values above the 1:1 line (negative ME) overestimate the runout distances due to their gentler reach angle, which is safe but

more constraining.

longest runout distances, with a mean error of about half of stnParabel raster or Rockyfor3D. The negative ME for
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Figure 13: Summary overview of the quantitative predictive performance of the models at predicting the maximal and average
observed runout distances of the twelve sites. The performances categorized per model are shown in the form of pie charts for
the longest runouts in (a) and for the average runout distances in (b). The same performances, but categorized per performance
classes, are shown in the form of histograms in (d) and (e). However, the predictive performance can’t be simplified to solely
these two metrics. One should thus complement their model choice following the qualitative validation steps with the numerous
maps and distributions of deposits of the result section (and given in supplementary material for the other models).

Rockyfor3D means that it slightly exaggerates the maximal runout distances on average, which is safe. It is surprising that
stnParabel has a double accuracy in comparison to stnParabel raster (ME of 0.3 vs. 0.6) despite using the same Rolling
friction rebound model. This effect may be attributed to the slightly rougher terrain from the use of 3D point cloud DTMs
495 instead of gridded DTMs (rasters). It would be interesting to confirm this hypothesis (and improve stnParabel raster) by
repeating the simulations with stnParabel raster while adding subtle random terrain roughness before each impact to emulate

the effect of the 3D point clouds. Like for the validations for the capacity at covering the mapped observed rock fragments of

Noél and Nordang (2025) mentioned in the introduction (Fig. 2), Flow-R’s apparent performance at predicting the longest
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runout seems again behind in terms of accuracy (ME of 0.7), but this time only by a narrow margin. However, this gap may
increase with its open-source counterpart Flow-Py, given a D8 grid bias that artificially shortens runouts by about 2° in odd
grid directions (Noél et al., 2023b). Also, as shown in the following paragraphs, the perceived accuracy may considerably
vary when some sites are excluded depending on the precision of the predictions.

Regarding the precision of the methods at predicting the longest runout distances, the Rolling friction rebound model with
stnParabel and stnParabel raster performed relatively well. Indeed, their mean absolute error (MAE) below 2° is
approximately half of those of the other methods, resulting in double the precision. This conveniently implies that
practitioners would not need to refine their zonation limits significantly beyond those predicted by stnParabel and stnParabel
raster. The same is also partly true for Rockyfor3D, although its MAE may suggest the opposite. Indeed, with a precision
that seems as limited as for Flow-R (MAE of 3.9°), one can see on Fig. 12h that this score is mostly penalized by two
outliers from Rockyfor3D, for the Glomset and Tschamut sites. Apart from these, most of Rockyfor3D’s predictions are
similar to those of stnParabel: the process-based predictions follow the trend of the 1:1 perfect fit line, and are clustered
close to the target centre. The geometrical predictions from the Cone @ — f method (Fig. 12f) exhibit a similar trend, albeit
not precisely. Conversely, those obtained from Flow-R (Fig. 12¢) tend to align more closely with the 31° input rather than
accurately predicting the observed reach angles.

If the under-sampling carried out to obtain samples of comparable sizes had been neglected, the likelihood of simulating
longer runouts than the observations would have been high because of having much more process-based simulation attempts
than for the observations. For transparency, such biased comparison gives a mean error (ME) on the longest distances by
reach angles of —2.3° for stnParabel with a MAE of 3.1° when only keeping the sites with at least 10 observations. As
presumed, this comparison gives the biased impression that the simulations overestimate the maximum runout distances. But
this can also simply be attributed to the insufficient number of observations. Indeed, even if greater than 10 rock fragments
per site, this is not necessarily sufficient to conclude that the maximum distances expected for each site have been observed,
as explained by Dorren et al. (2013). Comparing the 99" percentile of the longest simulated runouts by reach angle (1%
percentile of the reach angles), the bias is already greatly reduced with a ME of —0.2° and a MAE of 1.9°.

When properly comparing corresponding sample sizes for the nine sites with more than ten observations, the mean error of
stnParabel simulations is reduced to 0.1° (MAE of 1.6°) for the longest runout distances, which corresponds to near-perfect
accuracy and relatively good precision. For the same precision, stnParabel raster predictions have a slightly lower accuracy
with a ME of 0.6° in that case. Given the relatively precise predictions of stnParabel and stnParabel raster for all sites (MAE
of 1.6°), excluding a few sites barely changes their ME. In contrast, the corresponding ME for Rockyfor3D’s predictions is
shifted to 0.9° (MAE of 3.5°). This is a significant shift from —0.5° to 0.9° when neglecting the sites with fewer
observations. This is because the outlier prediction of Rockyfor3D for the Glomset site is this time excluded and thus does
not counterbalance the other outlier result of the Tschamut site. The ME of the geometrical predictions are this time shifted
to 0.8° and 1.8° (MAE of 4.0° and 3.7°) for the Cone a — 8 and Flow-R methods respectively. This again illustrates how

their relative imprecision affects the perceived accuracy of their predictions whether some sites are excluded or not. For
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transparency, it should be reminded that the Rolling friction model has been developed from the impacts of the reconstructed
trajectories of the Mel de la Niva and Riou Bourdoux sites (Fig. 1b). But when excluding these sites and those with fewer
than ten observations, the good accuracy and precision of this model remain relatively stable, with ME of —0.1° and 0.2°
(MAE of 1.9° and 2.1°) for stnParabel and stnParabel raster respectively (and ME of 0.3° and 0.7°; MAE of 1.9° and 2.3° for
all sites but the Mel de la Niva and Riou Bourdoux sites).

5 Implications in rockfall assessments

In most cases, although at different degrees, the positive mean error inaccuracies of the method tested show that they tend to
underestimate the maximum runout distances more than they overestimate them. This can be problematic if the least precise
methods are used for susceptibility purposes without being adjusted on a per-site basis. A workaround could consist of
extending the resulting inaccurate zonation limits by the equivalent of the ME of the chosen method, plus a buffer of one or
two MAE as safety margins, especially if no accurate and precise method is available. To avoid excessively constraining
susceptibility zonation, one should prefer precise and accurate approaches, such as those based on process-based rockfall
simulated trajectories for the most cases (e.g. Noél and Nordang, 2025). Also, with similar validation methodology, future
versions and alternative simulation models could also have their precision and accuracy objectively quantified, and their
general behaviour qualitatively assessed. This way, practitioners could roughly know by how much their zonation limits
should be refined from field observations with judgement.

The accuracy becomes even more important as the complexity of the assessments increases, for indicative hazard, hazard,
and risk assessments, for example, and for the design of mitigation measures. In these cases, rockfall statistics such as the
local number of passing trajectories are necessary for evaluating the potential local frequencies at which an exposed object
may be reached. Velocities and bounce heights are also required for fulfilling intensity criteria or designing mitigation
measures. As shown, the extent of the detailed guiding hazard zones from the process-based simulations with the Rolling
friction rebound model naturally variates considerably from site to site. The process-based simulations utilizing the
roughness available from the detailed terrain models managed to reproduce the observed variability, as shown by their
relative improved accuracy and precision for predicting both the mean runout distances (by mass or by rocks) and the
maximum runout distances. With comparable cumulative curve trends, this also applies to a certain extent to any values
picked in between the mean and maximum runout distances or across the lateral dispersion. This way, the frequencies can be
properly carried by the simulated trajectories for statistically valid predicted reach values, related hazard and risk values, and
for estimating mitigation measure lengths. And, the process-based simulations not only predict runout distances, but also
their spatial distributions by simulating individual propagating rock’s trajectories in 3D and potentially the rock-tree
interactions across forested areas.

Moreover, at the same time as relatively precisely predicting the runout distances, it has been shown that the velocities and

bounce heights are properly predicted across most of the transit areas of the test sites with reconstructed trajectories, and to
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the reconstructed trajectories from the Mel de la Niva in Noél and Nordang (2025). The novel quantitative validation
approach across many evaluation screens over the whole sites allows a spatial validation of the predicted velocities and
bounce heights. Moreover, placing the compared simulations to the same level as the observations by comparing similar
sample sizes helps cope with some observational biases. Again, this highlights the important value of the reconstructed
trajectories and the collaborative rockfall experiments performed by the WSL with GeoBrugg (Caviezel et al., 2019, 2021),
Hibert et al. (2024), and Bourrier et al. (2021). Our presented validation methodology can be applied with other simulation
models and future versions, as long as they output non-gridded 3D simulated trajectories. With the validated results from
stnParabel with the Rolling friction rebound model, one can confidently choose characteristic energies and heights for
mitigation designs from simulations of a chosen reference block (assuming that the validated behaviours of the Chant Sura
and Riou Bourdoux sites can be transposed to other sites). And the quantified precision and accuracy can provide arguments
for justifying the associated safety margins used for passing from the characteristic values to the design / service values.
With this, and also by properly accounting for the detailed geometry of the terrains and impacted structures thanks to the
impact detection algorithm (Noél et al., 2021), several modelling approach limitations highlighted by Lambert and Bourrier
(2013) are resolved with stnParabel’s approach with the Rolling friction rebound model (Noé€l et al., 2023a).

As shown with stnParabel’s simulations, the Rolling friction rebound model combined with the impact detection algorithm
that works on point clouds produced a simulation model that manages to objectively reproduce the observed rockfall
experiments and events to a high degree prior to any calibration or fine-tuning of the parameters. Thus, independently of its
initial experience, a practitioner would objectively obtain the same guiding results close to the expected reality for this wide
range of sites and events. Combined with field observations, the results could be used to set boundaries/margins inside which
fine-tuned simulations and finalized manually drawn hazard zonation are expected. Such a use case can be particularly useful
when little is known about the past rockfall events for a site and their possible runout distances. Additionally, those
reasonable boundaries can also be useful for independent third-party quality control. Furthermore, the variability of the
results produced from user to user would be greatly reduced with the increased predictability of the simulation model. With
predictable runout evaluations from simple parameters, one could eventually redirect some resources toward the important
collection of on-field observations, the non-trivial evaluation of the frequency of rock failure events, and the expected

corresponding frequency of rock fragments.

6 Conclusions

Numerous back analyses of previous rockfall experiments and real events were objectively and quantitatively compared to
rockfall simulations from the stnParabel freeware (Noél, 2020) using the Rolling friction rebound model proposed by Noél et
al. (2023a) combined with the impact detection algorithm that works with point clouds proposed by Noél et al. (2021). The
performance of the rockfall simulations was compared to those of other process-based models and simple geometric

methods. Doing so, comparison methods were given and used to qualitatively and quantitatively assess the predictive
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performance of different approaches while coping with different biases. The results showed that the stable accuracy of the
runout predictions from our process-based simulated trajectories is generally superior since it remains relatively stable from
site to site. Moreover, for the wide variety of sites tested, the precision of stnParabel’s simulations is improved by 2x to 3x
compared to all other tested methods prior to any calibration or fine-tuning of the simulations from stnParabel using the
Rolling friction rebound model. Also, combined with the relatively good performance at predicting realistic runout distances
and lateral dispersions, the predictions on the bounce heights and translational velocities (and energies by extension) are
greatly improved compared to past simulation benchmarks.

As previously foreseen (Noél et al., 2023a) and suggested by the results from Noél and Nordang (2025) (Fig. 2), the Rolling
friction rebound model does not seem to require extensive per-site calibration. The impact detection algorithm that properly
perceives the initial terrain geometry and roughness from detailed terrain models is probably a large contributor to this
objective predictability. The objective simple parametrization of the model thus improves the predictability and objectivity
of the simulations, which can help homogenize zonation boundaries while providing realistic bounce height and velocity
predictions, increase the applicability of process-based simulated trajectories over large regions, and potentially help
practitioners save precious time and resources. More emphasis could thus be allocated to the important collection of on-field
observations, on the non-trivial on-field evaluation of the frequency of rock failure events and its expected corresponding
frequency of rock fragments.

Despite the considerable improvements in terms of objectivity and predictability of the simulations, a model remains a
simplified attempt at reproducing the complex nature of the phenomena. As with any model, one must thus remain critical of
the simulated results. The relatively good precision within +1-2° of the average and maximum runout distances could still be
improved further. The same is true for the mean error of a few metres per second on the velocities and of a few decimetres
for the bounce heights. But overall, although simplified, the Rolling friction rebound model’s consideration of sliding and
rotation mechanisms combined with its redirection of the returned velocities emulating the combined effect of scarring and
rock shape mechanisms provided good predictions. This suggests that newer model development should also explore
alternative avenues than those solely based on the traditional normal and tangential components with damping functions.
Indeed, given the generally complex and highly dynamic rock-ground interactions at impact, limitations of overly simplified
traditional approaches that neglect the instantaneous contact surface and use damping coefficients Ry - Ry are likely to
require per-site adjustments and cautious result interpretations (Labiouse and Heidenreich, 2009). Independently of using
newer or traditional approaches, the reader is encouraged to objectively confront models to various real events and to
constructively share their findings. This would thus help the rockfall community to be aware and understand the level of
precision and accuracy of the tools used. We also thank the reader for reporting any residual glitch if any is found with
stnParabel.

Further work should focus on completing the compared “observational” datasets of reconstructed rockfall trajectories and

impacts to also include the slower rock-ground interaction segments. More details could also be attributed relatively to the
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material involved to better document their remaining subtle effect. On the simulation model side, the impact detection
algorithm could be enhanced to reduce the potential remaining roughness artificially introduced when the algorithm fails to
fit a surface through the point cloud. This may help increase slightly the simulated velocities and reduce the bounce heights.
Refining the Rolling friction rebound model from the finalized reconstructed impact data from the Mel de la Niva 2015

events and the Chant Sura test site could also help improve the model further.

Appendix A: Mapped observations and stnParabel simulation details
A.1 Rockfall test sites

The SLF Chant Sura test site in Switzerland described in Caviezel et al. (2019), Caviezel et al. (2021), and Noél et al. (2022)
is the first rockfall test site of the comparison (T1 in Fig. 3a). Its related data from observations (Caviezel et al., 2020) is
used as a reference. The DTM from structure from motion photogrammetry (SfM) from Caviezel et al. (2020) is used for the
simulations. The site characteristics other than the terrain geometry are summarized in Table A1 for all the rockfall test sites,
while those for the real rockfall event sites are summarized in Table A2. The corresponding characteristics for the
simulations are summarized in Table 1. Two artificial rock shapes (equant EOTA111 and disk EOTA221) of different sizes
were used for the 182 documented controlled rockfalls from a total of eight different rock sizes and shapes. We simulated
them proportionally with 55 simulated trajectories for every one of the 182 rockfalls, for a total of 10,010 simulated
trajectories (Table 3). The corresponding rock size and shape from the eight different ones was chosen for every simulation
for a proper comparison with the observations. The rocks are characterized by the two turquoise points in the rock shape
diagram shown in Fig. 3b. Note that their d5/d, ratios are not exactly 0.5 and 1.0 once the rock dimensions are determined
from a bounding box aligned on the principal axes of inertia using the rock block geometry method described by Noél et al.
(2022). The rocks for the Riou Bourdoux (T2), Tschamut (T3), Mel de la Niva (R1), and La Verda (R6) sites were measured
from 3D models in the same way and are shown next to each other in Fig. 6 of Noél et al. (2023a).

The Riou Bourdoux test site in France featured in Hibert et al. (2017), Noél et al. (2018), Noél et al. (2022), Noél et al.
(2023a), and Hibert et al. (2024) is the second test site for the comparison (T2 in Fig. 3a). Its related data from observations
(Hibert et al., 2024) is used as a reference, as well as the related DTM from terrestrial LiDAR surveys (TLS) and SftM
photogrammetry for the simulations. From the 31 initial rocks released (+1 artificial EOTA111 instrumented metal shape here
ignored), two rocks were instrumented with accelerometers and gyroscopes. A total of 34 end locations of the deposited
rocks and larger fragments were measured. It should be noted that the Rolling friction model of stnParabel has been
developed and empirically calibrated mostly from the reconstructed data from those experimental rockfalls (Fig. 1b),
together with preliminary versions of the reconstructed data from the 2015 rockfall event from the Mel de la Niva (Noél et
al., 2023a). As for the Chant Sura site, the 31 rockfalls were simulated proportionally, this time with 320 simulated

trajectories per unique rock, for a total of 9920 simulated trajectories (Table 1).

33



665

670

https://doi.org/10.5194/egusphere-2025-4635
Preprint. Discussion started: 27 October 2025 EG U h
© Author(s) 2025. CC BY 4.0 License. spnere

Table Al: Rockfall test site characteristics.

Sites Nr. of total ~ Avg. rock Observed terrain materials References
T mass; rangeé  Source vicinity Transit zone Deposition zone
fragments* [kg]
Chant Sura Nyt 182 Avg.: 890 Outcrops of hard Alpine meadow Blocky scree / rough  Caviezel et al.
(<£1 m)° Momass: 182 Min.: 45 meta granitoid / dwarf interspersed with scree field (2019); Caviezel et
ng: 182 Max.: 2670 shrubs rocks al. (2021)
Riou Bourdoux 7, 34 Avg.: 164 Soft black marl and ~ Soft black marl Debris flow fan, Hibert et al. (2024)
(<£1 m)’ Momass: 34 Min.: 55 moraine limestone rocks
ng: 34 Max.: 427
Tschamut Ngor: 102 Avg.: 58 Shallow soil covering bedrock, some exposed bedrock Volkwein et al.
(<1 m)’ Fmass: 102 Min.: 19 (2018)
ng: 102 Max.: 79
Authume B Nior: 56 Avg.: 707 Medium soft quarry waste, mixing sand, clay, and limestone Bourrier et al.
(<£t1 m)’ Momass: 56 Min.: 170 fragments (2021); Garcia et
na: 56 Max.: 1869 al. (2022)
Authume A Nior: 46 Avg.: 791 Numerous boulders  Dry newly deposited quarry waste, mixing  Bourrier et al.
(<£1 m)’ Momass: 46 Min.: 178 sand, clay, and limestone fragments. (2021); Garcia et
ng: 46 Max.: 1751 Compact quarry waste al. (2022)

*Ngor: total number of mapped rock fragments; n,,,,.,: number of mapped rock fragments from which the dimensions and masses are
known, used for defining the deposit centre of mass and cumulative curves by mass, and for the simulations; n,: number of rock fragments
used for defining the deposit’s average positions, and the cumulative curves by rocks.

Precision estimated from: 'GNSS, national orthophoto, 3SfM orthophoto rectified from national orthophoto + elevation from national
ALS data, “national ALS data, >SfM point cloud with GCP from national ALS data and then rectified by ICP with national ALS data,
SRTK, "total station.

The third site (T3 in Fig. 3a), Tschamut in Switzerland, is described in Volkwein et al. (2018). Its observation data and DTM
used as reference and for the simulations are available via Volkwein and Gerber (2018). On average, this site has the
smallest and lightest rocks (Table A1). The lower section of the site in the deposition zone is very smooth and was freshly
mowed before performing the rockfall experiments (Volkwein et al., 2018). The six different rocks were thrown repetitively
a various number of times from different sources linearly spread at the top of the site (along a roadside) to totalize 102
controlled rockfalls. As before, they were simulated proportionally with 98 trajectories per controlled rockfall, for a total of
9996 simulated trajectories (Table 1).

The Authume test site in France, featured in Garcia (2019), Bourrier et al. (2021), and Garcia et all. (2022), is used as the last
test site of the comparison and is separated into two profiles (A and B, respectively T5 and T4 in Fig. 3a). The observation

data and SfM DTM from Bourrier et al. (2021) are used as a reference and for the simulations. Unlike for the other test sites,
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the dimensions of the rocks were directly taken from the provided d, - d, - d5 values in Bourrier et al. (2021) (Fig. 3b). For
the profile A, 46 controlled rockfalls with different rocks were documented. For the profile B, 56 controlled rockfalls from
46 different rocks were documented. They were again simulated proportionally, with 100 trajectories per controlled rockfall,

for a total of 10,200 simulated trajectories (4600 and 5600 for the profiles A and B respectively, Table 1).

A.2 Real rockfall event sites

Concerning the real rockfall event sites, the site R1 in Fig. 3a corresponds to the 2015 event from the Mel de la Niva
Mountain described in detail in Noél et al. (2023a). The site has already been described and simulated in Noél and Nordang
(2025). Nevertheless, its characteristics are summarized in Table A2 as for all the other sites from real events.

The two first real rockfall event sites covered in this paper correspond to the 2020 and 2014 rockfall events, respectively,
from Leirskardalen and Fortun in Norway (R2 and R3 in Fig. 3a, Fig. 4, and Table A2). The authors remotely mapped those
events from pictures taken shortly after the events, respectively provided by the Nordland County Council (Pettersen, 2020)
and the Norwegian Water Resources and Energy Directorate (NVE) (Midtun, 2014). In the first case, the pictures were
acquired with a DJI Mavic 2 Pro drone and were geotagged from the drone GNSS and altimeter measurements. For the
Fortun case, they were acquired by helicopter using a Nikon D40 with a 55 mm lens (82 mm full-frame equivalent).
Although the pictures were not taken with the intention of producing photogrammetric models and derived orthophotos, it
was possible to use them for this purpose after carefully selecting the most suited ones and by guiding the reconstruction
with the help of markers and masks in the software Metashape Professional (Agisoft LLC, 2018) (Fig. 4).

Three 3D models were produced for the Leirskardalen site (R2 in Fig. 3a), one for an overview of the event (Fig. 4a), one
close-up for the deposition zone (Fig. 4c), and one for the release zone (Fig. 4e and f). With geotagged locations, the two
first models have respective XY planimetric errors of 2.0 and 9.7 m, and all three correspond relatively well with the DTM
from airborne LiDAR (ALS) of the area from Hoydedata (2019). Their position and scale were nevertheless refined using
the ICP algorithm in the CloudCompare open-source software (Girardeau-Montaut, 2006) and the ALS DTM as a reference.
The d; - d, - d; dimensions of 12 out of the 19 identified rock fragments could be measured on the close-up 3D model
(dense cloud) (Fig. 4c). It was thus possible to estimate the mass for 12 rock fragments from a rock density of 2850 kg m?
(Li, 2017; Myrvang, 2001) and the volume estimated from ellipsoids of corresponding dimensions. After the massive 490
and 552 t rock fragments from the Mel the la Niva case, the rocks from the Leirskardalen 2020 event are the heaviest by
average (Table A2).

An orthophoto was produced from the overview SfM model of the Leirskardalen site. Its orthorectification was refined
manually in the QGIS open-source software (QGIS Development Team, 2009) to match with the orthophoto of the area from
NiB (2022). The XY planimetric positions of the rock fragments and undertaken paths were mapped from those inputs in
QQGIS (Fig. 4a). The Z elevations of the rock fragments were estimated from the corresponding elevation of the ALS DTM in
line with their XY positions. The ALS DTM was used for the simulations, with 833 trajectories for each one of the 12 rock

fragments whose dimensions were measured, for a total of 9996 simulated trajectories (Table 1).
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Table A2: Real rockfall event site characteristics.

EGUsphere\

Avg. rock
mass; range
[metric ton]

Observed terrain materials

Source vicinity

Deposition zone

References

Sites Nr. of total
obs. rock
fragments*

Mel de la Nior: 449

Niva** s 2

#3m)!? ng. 449, 219
& 11

Leirskardalen 7 19

(i2 m)3’5 Nmass: 12
ng: 19

Fortun Neor: 26

(3 m)*>? mass: 21
Ng: 26

Holaviki Nior: 2

(&5 m)>* Mmass: 2
Ng: 2

Springyville Nior: 2

(3 m)° Mmass: 2
Ng: 2

La Verda Nior: 13

(1 m)'?3 Mmass: 13
ng: 13

Glomset Tior: 1

(£2 m)>* el 1
ng: 1

bll: 489.7
bl2: 552.1

Avg.: 45.5
Min.: 13.3
Max.: 86.2

Avg.: 20.1
Min.: 0.3
Max.: 101.1

bll: 40.5
bl2: 17.6

bll: 3.2
bl2: 0.3

Avg.: 43
Min.: 0.2

Max.: 15.5

bll: 15.5

Bedrock of gray
carbonate-silicate
schist / thin scree
slopes of colluvium

Bedrock of mica
gneiss

Bedrock of tonalite
to granitic gneiss
and phyllite

Bedrock of phyllite
and mica schist

Bedrock of
limestone

Bedrock of
sandstone and
conglomerate

Bedrock of garnet
mica schist

Scree slopes of
colluvium / blocky

Bedrock with thin
scree slopes of

colluvium and

Bedrock with thin
scree slopes of
colluvium and

Bedrock with thin
scree slopes of
colluvium and

Weathered bedrock /
lacustrine sand and

Shallow soil covering

Thin scree slopes of

colluvium and

Grassy alpine
montane meadow,
morainic gray fine
sediments, some
rockfall block
fragments

Scree slopes of
colluvium and
moraine / cultivated
fields

Bedrock with thin
scree slopes of
colluvium and
moraine / cultivated
fields

Scree slopes of
colluvium / fluvial
deposits with
cultivated fields

Lacustrine sand and
gravel

Shallow soil covering

bedrock

Blanket of

glaciomarine deposits

Steck et al. (2001);
Noél et al. (2023a)

NGU (2022a);
NGU (2022b);
NiB (2022);
Pettersen (2020)
NGU (2022a);
NGU (2022b);
NiB (2022);
Midtun (2014)

NGU (2022a);
NGU (2022b);
NiB (2022);
Domaas (1995)
Baker (1973);
Erickson (2019)

© swisstopo;
Noél et al. (2021);
Lévy and Verly
(2019)

NGU (2022a);
NGU (2022b);
NiB (2022);
Barstad (2019)

*Ngor: total number of mapped rock fragments; n,,,,.: number of mapped rock fragments from which the dimensions and masses are
known, used for defining the deposit centre of mass and cumulative curves by mass, and for the simulations; n,: number of rock fragments

used for defining the deposit’s average positions, and the cumulative curves by rocks.

**Thirteen rockfall path segments, including the reconstructed 2015 trajectories of the bl1l and bl2 were mapped in Noél et al. (2023a), and
449 rock fragments were mapped by the BEG SA (219 certain). Out of the 13 paths, 11 deposited rock fragments sharing a common

source origin were identified. The latter are used for the statistics given in this paper.

Precision estimated from: 'GNSS, 2national orthophoto, 3SfM orthophoto rectified from national orthophoto + elevation from national
ALS data, “national ALS data, >SfM point cloud with GCP from national ALS data and then rectified by ICP with national ALS data,

°RTK, "total station.

For Fortun (R3 in Fig. 3a, Fig. 4b and d), the 3D model §c6iense cloud) was roughly scaled and geolocated in Agisoft
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Metashape Professional by setting eight ground control points (GCPs) from characteristics 3D features recognizable over the
area both in the pictures and on the raw ALS DTM point clouds from Heydedata (2012; 2018; 2020) (e.g., the base where
the street light poles meet the ground, the corner of a house chimney, a top corner of a hunting blind, the characteristic sharp
edge of a large boulder, etc.). With those, the rough XY planimetric error estimation is of 8.9 m. The 3D model lacks local
surface roughness exhibited by a general smoothing of the height of small topographic objects. This is a sign that there is a
lack of overlapping photos and that their ground resolutions vary greatly (average of 8.6 cm pix ') so that it is not possible to
resolve the desired level of detail. Nevertheless, an orthophoto was produced from the SfM model following the same
methodology as for the Leirskardalen site. The rockfall paths and rock fragments were located on the orthophoto (Fig. 4b).
The XY planimetric dimensions of the rock fragments were measured in QGIS. They were completed for the third
dimension with estimations from the available photos, including photos from media where people stand next to the rocks
(the latter cannot be reproduced here for copyright reasons). Some photos also suit for stereographic visualization which
helped validating the estimated dimensions (Fig. 3d). A total of 26 rock fragments were identified, of which 21 could be
measured. Of the set of measured rocks, the largest 19 were simulated on the ALS DTM, with 526 trajectories per rock for a
total of 9994 simulated trajectories (Table 1).

The rockfall event at the Holaviki site in Norway (R4 in Fig. 3a) was mapped by the Norwegian Geotechnical Institute
(NGI) (Domaas, 1995). The previously mapped source locations, rockfall paths, and deposited locations of the two rock
fragments from (Domaas, 1995) were digitalized in QGIS for this paper. The d, - d, - d; dimensions of the rock fragments
were estimated from the descriptions and dimensions given in (Domaas, 1995) (Fig. 3c). The corresponding volumes of 15
and 6.5 m* were taken directly from (Domaas, 1995) and used to estimate their mass (Table A2). The two source locations
estimated by Domaas (1995) were used for the simulations with their respective rock characteristics. It is, however, possible
that they originated from a higher common point. A total of 10,000 trajectories were simulated on the ALS DTM from
Hoydedata (2016), with 5000 trajectories for each rock-source pair (Table 1).

The 2019 rockfall event that happened at the Springville site in the United States of America (RS in Fig. 3a) was mapped by
the Utah Geological Survey (UGS) (Erickson, 2019). The UGS produced 3D SfM models of the event and the rock
fragments (Erickson, 2019). They measured the volume and dimension of the main rock fragment of the event and located
the impact marks, the paths undertaken by the rock fragments, and the deposited location of the rock fragments. This great
detailed mapped information from the UGS was directly used in this paper (Table A2). We roughly estimated the mass of a
smaller fragment that detached from the main falling rock but did not consider it for the simulations as its dimensions could
not be precisely estimated. The public domain ALS DTM dataset of the area (State of Utah Acquired LiDAR Data - Wasatch
Front, 2015) was used for the simulations. A total of 10,000 trajectories were simulated for the main rock fragment

(Table 1).
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Concerning the 2019 rockfall event at the La Verda site |l \IGER Rock %{») sfM 1 camerar

0191026_165527,

6026 1655‘“”*9102& 165535 .

20191026_ 165525

(R6 in Fig. 3a), the site was quickly visited in person a few

\20191026 14
months after the event. Due to limited equipment and time
2?"25 1 026_165544
on-field, most rockfall paths were quickly walked up and ~201910x165

20194026_165556
e 836165554

Despite their limited quality, the captured pictures and ‘ &
video footage helped identify on the 2020 SWISSIMAGE :

'- 0191026_165644
orthophoto by ©swisstopo the subtle corresponding h“’?"’ 1656=1026 1650185 s 2019102 5515*?910

down and roughly documented with pictures and video

footage taken with a smartphone (Samsung S7 Edge).
59%40x14 cm‘ ’

01
1026 01910
1

1191026 165635

191026_165633
Figure Al: Example of a rock fragment 3D model from SfM

13 visible deposited rock fragments. Additional  Photogrammetry shown with its cameras. This rock is shown
) ) ) among those from the other sites in (Figure 6 in Noél et al.,
information about the rockfall event was provided by the  2023a).

features like the impact marks with their characteristic 026_165623

1026_165622

points: 1,915,244

surrounding landmarks. The rockfall paths were digitalized

based on the orthophotos in QGIS as well as the position of

General Environment Directorate of the Vaud Canton of

Switzerland (DGE) (communication with Lévy and Verly, 2019). It consists of complementary estimated positions of the
source and of seven deposited rock fragments and was used for validation.

The characteristics of the seventh largest rock fragment were obtained by photogrammetry with Agisoft Metashape
Professional. Their 3D SfM models were built from 20 to 50 pictures per rock (Fig. Al). The geotagged locations from the
smartphone were ignored due to their imprecision, so the non-pro version of the software would have sufficed in that case. A
bike pannier was used to roughly scale the seven models in CloudCompare. The scales were then refined to match the
dimensions measured on the orthophoto. The models were cleaned manually to remove artefacts and to close the hidden base
of the rocks as in (Noé€l et al., 2023a; Hibert et al., 2024). The volume and mass of the rock fragments were estimated from
their 3D shapes with a volumetric density of 2700 kg m? (Table A2). Their dimensions were measured with a bounding box
aligned with the principal axes of inertia of the rocks estimated with the MeshLab open-source software (Cignoni et al.,
2008) (Fig. 3c). For the smaller rock fragments, their d; and d, were estimated from the planimetric dimensions measured
on the orthophoto. Their d; dimensions were extrapolated from their d, dimensions using the average d5/d, ratio of the 3D
models of the larger rock fragments (Fig. 3c). Their masses were estimated from ellipsoids. The seventh largest rock
fragments with characteristics obtained from 3D SfM models were simulated on the ALS DTM from the swissALTI3D
product by ©swisstopo. A total of 10,010 trajectories were simulated, with 1430 trajectories per rock fragment (Table 1).

The last real rockfall event site of Glomset in Norway (R7 in Fig. 3a) was roughly mapped from pictures of the 2019 event
covered in the media and from the report of the event by Multiconsult Norge AS (Barstad, 2019) (Table A2). A total of
10,000 trajectories were simulated on the ALS DTM from Heydedata (2015) for the main rock fragment (Table 1).
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Appendix B: Approaches with the other models

The methodology with stnParabel raster is basically the same as with stnParabel (Section 2 and Appendix A), apart from the
gridded DTM inputs instead of the point clouds, mostly. The gridded DTMs were produced from the 3D point clouds DTMs
used by stnParabel’s simulations. The cell-sizes summarized in Table 1 were chosen to preserve the roughness details of the
terrains in relation to the size of the simulated rock fragments. The same source and simulation settings files were read by the
scripts, and the same default parameters were used. In case stopping criteria were met at the source of some rockfall test
sites, preventing any propagation from happening, the source points were raised by up to 2 m in elevation. This was, of
course, not needed for the real rockfall event sites, given the presence of natural cliffs at the source locations.

Regarding Rockyfor3D v2.5.15 simulations, the raster inputs were produced like for stnParabel raster, but this time sampled
to a 2 m cell-size by averaging. The source 3D points from the observations used with stnParabel were rasterized and
provided to Rockyfor3D in the form of the rockdensity.asc input. For the test sites, an additional elevation of up to 2 m was
given in case stopping criteria were met too early. The rock dimensions were provided through the graphical interface for
each simulated rock scenario (Table Al and Table A2), and ellipsoid rock shapes were used. Damping terrain roughnesses
Rg70, Rg50, and Rg,,, related to Ry, not the geometrical roughness 8,,,,, and soil types were objectively set based on the
rapid automatic simulations slope thresholds. The number of simulations per rock scenario was set, as for the other process-
based simulations from stnParabel, to target 10,000 simulations per site when all related scenarios are combined. For the
Glomset site, the obtained simulated runouts were extreme, with most reach angles between 19° and 27°. In a subjective
attempt to improve the situation, a second run of simulations was performed, but this time by attributing soil types for water
to prevent the trajectories from propagating further than the shoreline at the base of the Glomset terrains (~28°). The
simulated deposited rock fragments were converted from raster to points (with a number of points per cell given by the count
of deposited rock fragments). The points were then used to produce the cumulative curves and statistical analyses as for
stnParabel’s results, with elevations sampled from the detailed DTMs used for stnParabel raster.

Regarding the geometrically obtained maximal runout extents, two geometric approaches were used to predict the expected
reach angles. The first one consists of the alpha-beta (a — ) method (Keylock and Domaas, 1999; Derron et al., 2016)
whose extent is obtained by projecting the a angle with a cone (Jaboyedoff and Labiouse, 2011). That method used the 2D
profiles of the sites (Fig. 3a) smoothed with an averaging window of a radius of 10 m to find the beta points where the slopes
at the base of the profiles equal 23°. The elevations of the original non-smoothed profiles in line with the beta point were
then used to evaluate the beta angles (). The predicted alpha reach angles (@) were then obtained with Eq. (A1) modified
from (Keylock and Domaas, 1999; Derron et al., 2016) as follows:

a=0.778+39° (Al)
The second geometric method, with Flow-R v2.1.0, simply consists of using a fixed reach angle, but to limit the height of the

related propagating energy line above the slope profile to never exceed a maximum value (h,,,, ). This limiting height can be
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expressed in the form of a pseudo velocity cutoff (Vsey4,) With the following relation (Jaboyedoff and Labiouse, 2011;

Dorren et al., 2013):

Vpseudo>
hmax = % (A2)

With this method, also used by the open-source Flow-Py model, the predefined fixed reach angle is steepened if steep and
high topographies are encountered, which shorten the predicted runouts as a result. The predicted reach angle thus cannot
become gentler than its initial predefined value. Regarding the spatial extent, instead of using a cone, it is this time given by
the hydrological soil moisture gridded flow runoff of Holmgren (1994). Like a queen on a chessboard, the soil moisture
quantity status can be updated to its lateral and diagonal neighbouring cells. The distributed moisture quantity status is
proportional to the height difference of the cells and controlled by an exponent parameter (x). The runout reachable extent is
given by two conditions: 1) all reachable cells must have a predicted soil moisture remaining above a given susceptibility
threshold, and 2), the height of the cells along the moisture gridded paths leading to all reachable cells must remain below
their respective energy line heights. Since the gridded moisture paths are not in a straight line, shorter runout extents are
likely to be obtained in comparison to the Cone @ —  method for comparable reach angle values.

For the complementary runout extents obtained with this method, a 10 m cell-size grid was used with an initial reach angle
value of 31° combined with a limiting height (h,,4,) of 62 m, which roughly corresponds to a pseudo velocity of 35 m s
based on Oppikofer et al. (2024). For the diffusive soil moisture status, the exponent parameter was set to one, and the
minimal amount of soil moisture susceptibility threshold was kept to its default value. Then, for evaluating the obtained
runouts in terms of reach angle, the edges of the reachable cells in the deposition zones were used instead of the cell centre to
avoid reducing the runout extents. As a result, the corresponding reach angles were slightly lowered, which favoured Flow-
R’s results. The runout extent edges were converted to closely spaced points (1 m spacing), with reach angles obtained from
sampling the elevation on the detailed DTMs used with stnParabel raster. For each site, the point with the lowest reach angle

was used.

Code and data availability

The mapped observations including their sources, transit paths, and deposited rocks (including their d;, d,, and dj
attributes) when available for the sites where we were involved will be openly shared via a Zenodo repository upon
publication. Those from other works are available via their respective publications or upon request to their respective
authors.

The alpha version of stnParabel (v.August 2021) used for the rockfall simulation examples is freely available via

https://stnparabel.org or upon request to the first author.
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