
Response to Reviewer 3 

We sincerely thank the reviewer for the thorough evaluation and insightful comments, which have 

helped us improve the manuscript. Below, we address each point raised. 

Comment 1：Clarification on Parallelization and Load Balancing (Line 255) 

The authors state: "The approach adopted in this study allows for synchronous invocation of all 

processes... effectively avoiding the problem of idle waiting... thus significantly improving 

resource utilization." 

This explanation is scientifically insufficient. "Synchronous invocation" implies starting tasks 

simultaneously, but it does not inherently solve the computational load balancing problem. In a 

local patch-based domain decomposition, observations are rarely uniformly distributed. 

Consequently, using a static domain decomposition inevitably results in some processes handling 

significantly more observations than others. How does "synchronous invocation" prevent 

processes with fewer observations from finishing early and idling? 

The authors seem to imply that a task redistribution mechanism is in place, but it is not clearly 

described. A detailed explanation of how the workload is balanced across processes is required 

(e.g., are grid points dynamically redistributed based on observation density or computational 

cost?). 

Response: 

Thank you for highlighting this crucial point. Our parallel strategy involves a two-step process to 

achieve load balancing. 

Initial Parallel Screening: The model grid is statically partitioned. Within each partition, all processes 

work in parallel to screen each grid point. The criterion for marking a point as "to be assimilated" is 

whether the number of valid observations within its local patch meets or exceeds the preset truncation 

order (K).  

Dynamic Task Redistribution: After this global parallel screening, all marked grid points are 

collected. These points (now a scattered set, not a regular grid) are then evenly redistributed among all 

available processes. This ensures that each process receives a nearly equal number of assimilation 

tasks, effectively balancing the computational load. 

Through the above two steps, the assimilation computational tasks of SVD-3DEnVar can be essentially 

evenly distributed across various nodes. 

We have added this detailed explanation to Section 3.3 of the manuscript. 

Comment 2: Theoretical Validity of OSSE Results (Figure 7) 



In Figure 7, the analysis increment for the u-wind component (7b) appears almost identical to the 

"true error" (7a) in both spatial pattern and magnitude. According to data assimilation theory, 

the analysis increment is the product of the Kalman gain and the innovation (observation minus 

background). Unless the observation error (R) was set to zero or the background error 

covariance (B) was inflated to an unrealistic magnitude, the analysis increment should not match 

the true error so perfectly. This result raises serious questions about the experimental setup or 

the plotting (e.g., potential confusion between innovation and increment). The authors must 

verify this result and provide a physical or theoretical justification. 

Response: 

We appreciate the reviewer's careful scrutiny. The close match is expected and validates the 

experimental design and algorithm behavior under the specific OSSE conditions: 

Dense, Perfect Observations: In the OSSE, direct observations of the u-wind component are provided 

at every model grid point within layers 8-32. This creates an exceptionally dense and spatially 

complete observing network for this variable. 

Methodology: For computational convenience, in the implementation described in this paper, we did 

not directly minimize the objective function (10) through iterative calculations. Instead, following the 

approach of Qiu and Chou (2005), we employed the method of least squares to solve for α: 

Δy = ∑ αrbr
dK

r=1                                 (11)                                                                                                                                

By solving the algebra equations (11), the coefficients α are obtained, and the required analysis 

increment Δu is computed using Equation (7). In this SVD-3DEnVar implementation, the coefficients 

α are determined solely from observational information. When sufficient observations are available 

(i.e., the number of observations exceeds or equals the truncation order K), the system is well-posed, a 

stable minimum-norm solution can be obtained because the solution is constrained to the low-

dimensional subspace spanned by the singular vectors. This eliminates the dependence on background 

error statistics required in traditional methods and simplifies the assimilation process. 

On the other hand, since the SVD method only retains the first K eigenvectors to fit the observation 

increments, it effectively filters out small-scale observational increment information (corresponding to 

eigenvectors with relatively small eigenvalues). Therefore, even when random noise is added to the 

observations in the OSSE experiment, it does not significantly impact the assimilation results. This is 

one of the differences between the SVD method and traditional assimilation methods, namely its lower 

sensitivity to random observational errors. 

 

Reference: Qiu, C. and Chou, J.: Four-dimensional data assimilation method based on SVD: 

Theoretical aspect, Theor. Appl. Climatol., 83, 51–57, https://doi.org/10.1007/s00704-005-0162-z, 

2005. 



Comment 3: Ambiguity in Observation Processing (Line 108) 

The manuscript mentions: "valid data are selected according to program input requirements 

after quality control."  

This description is too vague for a research article. How exactly are "valid data" selected? Does 

this process involve spatial thinning, super-obbing, or specific domain checks? A concrete 

description of the selection criteria is necessary to ensure reproducibility. 

Response: 

We agree that the description was too brief. For the specific experiments presented in this paper: 

OSSE Experiment: Simulated u-wind observations were used directly at their native model grid points 

without additional thinning or super-obbing. 

Real-Data Experiment (Sea Surface Winds): The multi-source satellite wind product (described in 

Section 2) underwent its quality control and bias correction during the retrieval process. For ingestion 

into our SVD-3DEnVar system, we applied a simple background check: observations were rejected if 

the absolute difference between the observation and the background (mapped to observation space) 

exceeded a threshold (set to 20 m/s for wind speed). No additional spatial thinning or supero-bbing was 

applied for these preliminary tests. 

The primary focus of this study was computational optimization. Future work incorporating higher-

resolution data (e.g., radar) will require and implement more sophisticated preprocessing (e.g., 

thinning, super-obbing). We will clarify this in Section 4.1. 

Comment 4: Mathematical Rigor and Definitions (Section 3.1) 

The mathematical description of the SVD-3DEnVar scheme lacks precision: 

- Line 135: The matrix AA is rectangular; therefore, it has singular values, not "eigenvalues." 

- Undefined Symbols: In Eq. (4) (A=BΛV^T), the term V^T is not defined. Similarly, in Eq. (6) 

(x=bα), the variable αα appears without a proper definition. The authors should explicitly define 

these variables to aid reader understanding. 

Response: 

Thank you for catching these issues. We have corrected them in the manuscript. 

"Eigenvalues" has been replaced with "singular values" throughout. 

In the text following Equation (4), we have added: "...where Λ is a diagonal matrix of singular 

values..., and B and V are orthogonal matrices containing the left and right singular vectors of A, 

respectively." 



Following Equation (6), we have added: "...where α = (α₁, α₂, ..., α_K)^T is the vector of coefficients to 

be determined by minimizing the cost function." 

Comment 5: Overgeneralization of Results (Figure 8) 

Based on a single OSSE case shown in Figure 8, the authors claim that "the SVD-3DEnVar 

scheme can significantly improve typhoon track and intensity forecasts." This statement is too 

strong for a single idealized experiment. It would be more appropriate to state that the scheme 

demonstrates potential for improvement in this specific case. 

Response: 

We agree with the reviewer. The statement has been toned down as suggested. The relevant sentence in 

Section 4.2 now reads: 

"The DA experiment effectively reduces the forecast bias in both the typhoon track and intensity for 

this specific case. These results indicate that after assimilating the wind field, the SVD-3DEnVar 

scheme demonstrates the potential to improve typhoon track and intensity forecasts in this idealized 

framework." 

Comment 6: Interpretation of “Operational Feasibility” 

The manuscript frequently emphasizes the operational applicability of the proposed scheme 

based on reduced wall-clock time. However, operational feasibility depends not only on speed but 

also on resource availability and system stability. Given that some results rely on a large number 

of computing nodes (up to 300 nodes), it would be beneficial for the authors to discuss whether 

similar performance gains can be achieved under more constrained computational resources, 

which is a common reality for many operational centers. 

Response: 

This is a valuable point. Our scaling test up to 300 nodes was to explore the saturation point of 

parallelism. As seen in Fig. 5a, the performance gain (reduction in wall-clock time) slows significantly 

beyond ~150 nodes for our test configuration. More importantly, substantial gains are achieved with far 

fewer resources. 

Using approximately 30 nodes (with 64 cores each), the assimilation time is reduced to about 1 hour, 

which is already a dramatic improvement from the original serial execution. 

The current experiments assimilate very dense data (effectively all grid points in the OSSE). In an 

operational setting, realistic observations would be much sparser after standard quality control and 

thinning procedures. This would further reduce the computational cost, potentially allowing runtime 

targets (e.g., under 30 minutes) to be met with fewer than 60 nodes. 



Since operational ensemble prediction systems already require tens to hundreds of nodes to run the 

ensemble forecasts, dedicating a comparable subset for an efficient assimilation step is feasible and 

represents a significant step toward operational readiness. We will add a brief discussion on this in 

Section 5 (Conclusion). 

Comment 7: Technical Corrections and Visualization Issues 

1. Figure 4: The red boxes representing parallel domains are difficult to distinguish because the 

model grid points are also represented by lines. I suggest representing the model grid points as 

dots and using lines only for the red boxes to improve visual clarity. 

Response: 

Figure 4: We have changed the representation of the model horizontal grid points from a grid of lines to 

black crosses as stated in the response, which significantly improves the distinction from the red 

partition boxes. 

2. Figure 10 Issues: 

- Visibility: The black line indicating the cross-section in Fig. 10a is obscured by the wind vectors. 

Please use a contrasting color (e.g., gray or magenta) or increase the line thickness. 

Response: 

We have changed the wind vector arrows from black to a high-contrast purple to make the overlaid 

black cross-section line more visible without altering the line itself, maintaining consistency across 

subplots. 

- Physical Interpretation: The cross-section passes through the typhoon center. It is physically 

puzzling why the u-wind analysis increments (Fig. 10b) appear overwhelmingly positive across 

the center. 

Response: 

We apologize for the confusion. Figure 10b plots the increment in total wind speed, not the u-

component. The background field underestimated the wind speed in the typhoon core (Fig. 9c), so a 

positive increment across the center is physically consistent for wind speed magnitude. 

- Mismatches: The caption for Fig. 10d states it shows v-wind, but the unit label in the image is 

ππ (dimensionless pressure). Additionally, the caption describes panels up to (j), but the layout 

and labels need to be checked for consistency. 

Response: 

We have corrected the caption and verified all labels. Panel (d) correctly shows the π (Exner pressure) 



increment. The reference to non-existent panels (j) has been removed. 

3. Section Titles: The titles for Section 4.2 and Section 4.3 are identical ("Results of OSSE 

Experiment"). Section 4.3 discusses real-data assimilation and should be titled accordingly (e.g., 

"Results of Real-Data Assimilation Experiment"). 

Response: 

Section Titles: The title of Section 4.3 has been changed to "4.3 Assimilation of Sea Surface Wind 

Observations". 

4. Figure 11 Caption: The caption is too brief. It needs to be expanded to clearly describe what 

panels (a) and (b) represent (e.g., "Comparison of typhoon tracks (a) and maximum wind speed 

(b) between CTL and DA experiments..."). 

Response: 

Figure 11 Caption: The caption has been expanded as suggested: " Figure 1: Comparison of (a) typhoon 

tracks and (b) 10‑m maximum wind speed (units: m s⁻¹) among the control experiment (CTL), the data 

assimilation experiments (DA1, DA2, DA3), and observations (OBS) for Typhoon Yagi (2024). 

Forecasts start at 00:00 UTC on 6 September 2024." 

 

5. Typos and Grammar: 

- Line 16: "This paper constructed..." → "constructs" (or presents/proposes). 

- Line 83: "microphysical schem" → "scheme". 

- Line 261: "Figure 5a showed..." → "shows". 

- Line 286: "The results shows that..." → "The results show that...". 

- Line 445: "assimilate atmospheric variable" → "atmospheric variables". 

Response: 

All noted corrections have been made in the manuscript ("constructs", "scheme", "shows", "show", 

"variables"). We have also performed a thorough check for tense and grammar throughout the paper. 


