
We thank Anonymous reviewer 1 for their time and effort in providing this thorough review of 
our paper. Below in blue & italic, we elaborate on  all feedback, including our approach to 
include the feedback to improve the paper.   

1 – General comments 

The manuscript presents a new method of evaluating LES simulations of wildfires by using 
sounding instruments (it is not explicitly said, but it seems to be a radiosonde carried by a 
weather balloon). 

You are right here, it is indeed a radiosonde carried by a weather balloon, albeit a smaller 
helium filled balloon then typically used by operational weather services. The initial 
methodology was provided by Castellnou et al. (2022). Hence, to improve the clarity on this 
topic, we will add an explicit reference to Castellnou et al. (2022), as they initially presented 
the in-situ data and measurement technique. To do so, we will add the following line in 
section 2.1: A description of the equipment and measurement techniques is provided by 
Castellnou et al. (2022). 

It is focused on studying the atmospheric circulations caused by pyro-convection and how 
these circulations impact the thermodynamic structure of the plume. 

2 – Errors and typos 

Line 71: it should be “(Ribau et al., 2025)” instead of “(Ribau et al.)”. 

Thanks for the observation. We will fix the reference.  

Line 92: it should be “a sounding was” instead of “a sounding as”. 

Thanks for noticing, we will correct the grammar following your suggestion.  

Line 95: the descending profile is said to be “not shown” but Fig. 5a claims: “The vertical 
profiles, measured during the descent …”. 

We recognise the apparent paradox between L95 and Fig. 5a.  

The intent in L95 was to clarify that the descending profile of the rising speed during the 
descent was not shown in Figure 1, in contrast to the rising speed during the ascent of the 
sounding, which is shown in Figure 1b. Nevertheless, we still want to use the data for 
comparing the simulated environment with the observed environment, as is done in Fig. 5a.  

In the updated manuscript, the methodology was restructured in response to your and the 
other reviewers' feedback. Consequently, there is no need anymore to indicate that the 
descending velocity is not shown in Fig. 1. Hence, the apparent paradox is not present 
anymore in the text.  



Line 112: ERA5 is retrieved at a sub-region not centrered on a single point (you actually 
show this in Fig A1). Provide the bounding box. 

We understand the apparent paradox regarding the ERA5 boundary conditions. This is 
related to how MicroHH is used.   

The periodic boundary conditions of MicroHH, the LES tool used in this study, mean that 
the air exiting at the west boundary re-enters the domain at the east boundary. To make the 
recirculation physically make sense, the domain, even though it is a 3D space, represents a 
single point on the ERA5 grid. This means that the full domain is forced by a single ERA5 
grid point. 

We recognize that in the initial methods, it was unclear for the reader that MicroHH uses 
periodic boundary conditions when introducing the ERA5 boundary conditions, hence we 
adjusted line 113-114 from: 

The ERA5 data is retrieved at the centre of the SCQ fire (latitude: 41.51775◦, longitude: 
1.494428◦) 

Into (line 179 in the restructured methodology section): 

We retrieved the ERA5 boundary conditions at a single point, the centre of the SCQ fire 
(latitude: 41.51775◦, longitude: 1.494428◦), since MicroHH uses periodic boundaries. 

Line 136: should it be kW/m2/s ? 

The unit was a formatting accident; we did not mean the normalised heat flux to have units. 
However, considering your feedback and the feedback of Jean Baptiste Filipe, we decided 
to avoid complexity and just show the actual fire intensity in kW/m2 in Figure 3 (Note, this 
is figure 2 in the revised manuscript). This unit is consistent with the text.   

• Note: In K m-1 s-1, the seconds are explicitly mentioned to indicate a heating rate, 
but in kW m-2, the s-1 is included in the Wattage (W), which represents J/s, hence 
we use kW m-2, not kW m-2 s-1 

Line 169: in Line 95 it is said “between 0.2 and 1.4 km” while in L169 it’s 0.3 and 1.5 km. 

Thanks for spotting the mistake; the correct values are 0.3 and 1.5 km, as used in Line 169, 
which matches with Figure 1b. We accidentally forgot to update the values on Line 95 
during the manuscript revision before submission.  

Line 411: same issue with the reference of “(Ribau et al.)”. 

Thanks for the observation. We will fix the reference.  



Figure 3: There seems to be an error in Figure 3 that states that the variable shown is the 
normalized heat flux while showing units of K.m.s-1. Either show the actual heat flux (most 
likely in kW.m2.s-1) or show the normalized flux without units. Similarly, in the caption of  
Fig. 3, the heat flux is in kW.m-2, I believe it should be in kW.m-2.s-1. Also, provide the x and 
y axis of the zoomed-in box. 

Regarding the units and the type of heat flux shown, please see our response above to your 
comment on line 136. 

To improve the figure, we will add the x- and y-labels to the insert.  

3 – Detailed comments 

It is unclear what trying to be validated. The proposed approach to validate a LES 
simulation, where the fire is static, with a single sounding instrument seems ambitious. It 
would be better to talk about “evaluation” here. 

This remark matches with the feedback from the other reviewer, Jean-Baptiste Filippi, we 
recognise that ‘validation’ results in too high expectations compared to what we can 
actually do. Hence, we will use the terms ‘comparison’ and ‘evaluation’ instead of 
Validation. 

The goal of the comparison is to assess how well MicroHH can represent the 
thermodynamic structure within the pyro-convective plume relative to in-plume 
measurements. In the revised manuscript, we have the following three statements in the 
introduction, methodology (2.1) and results (3.1) to clarify what the goal of the comparison 
is: 

1. Introduction: (L74): the first objective of this study is to demonstrate the ability of 
LES to reproduce in-plume soundings of thermodynamic plume structures during 
extreme wildfire events. 

2. Methods (L107-109): Consequently, we will use the radiosonde measurements to 
evaluate both the simulated pyro-convection and the ambient conditions in which 
the pyro-convection was simulated. For the evaluation, we will focus on comparing 
the observed and simulated temperature profiles. Furthermore, we will also 
compare the measured wind speed in the convective plume with the simulated wind 
speed. 

3. Results (L212): To evaluate the simulated pyro-convection between 19 and 20 UTC, 
we compared the simulated plume shape and vertical profile of the virtual potential 
temperature (θv) and wind speed (U) with visual observations (Fig. 5) and the in-
plume radiosonde (Fig. 6). 



The LES simulation is performed on an idealized set of conditions (no topography, no fuel, 
no microphysics schemes). This should be clearly stated. Furthermore, there is no coupling 
between the fire propagation (static heat flux) and the atmosphere. 

Your understanding is fully correct. This also aligns with the other reviewer's feedback, 
which found the current description too implicit. To solve this issue, we will separate 2.2. 
into 2 sections, one being the fire implementation (2.2.1) and the other the meteorological 
boundary conditions (2.2.2).  Additionally, we will expand the methodology in section 2.2.1 
to explicitly state the simplification separate from any claims on wildfire-atmosphere 
interactions. Furthermore, the fuel type and properties used to derive the fire intensity used 
in our simulation will be added to this section.  

The simulation parameters could be summarized into a single table. 

We will add a table to section 2.2 that includes the general simulation parameters valid for 
both the ref- and fire-run (Table 1). 

A list of detailed comments can be found below: 

Line 16: To be rephrased. A fireline intensity greater than 10 kW/m is just one of the 
indicators leading to EWE, other indicators include large values of RoS, Spotting, or plume 
dominated fire, see Table 2 from Tedim et al. 2018. 

Thanks for the observation; a nuance is indeed needed here. We changed the first line of 
the introduction to: 

Extreme wildfire events are defined by fire behaviour that surpasses the extinguishing 
capacity of fire services, indicated by factors such as high rates of spread, erratic spotting, 
or fireline intensities exceeding 10 MW m-1 (Tedim et al., 2018). During events with such 
high fireline intensity, the heat release can trigger significant upward convective motions 
(i.e. pyro-convection)… 

Old version: 

L16: Extreme wildfire events occur when the fire line intensity of wildfires exceeds the 
extinguishing capacity of the fire service of 10 MW m−1 (Tedim et al., 2018).  

Line 84: provide the approximate ignition point if available (or add it to Fig 1). 

We will add the ignition point with the introduction of the Santa Coloma de Queralt fire at 
the start of section 2.1. We chose not to add it to Figure 1a, as it would overlap with the fire 
perimeters.  

 



Line 86: reference the work from Castellnou or Ribau when defining oPyroCu. 

Thanks for catching the missing source; we will refer here to Castellnou et al. (2022), who 
proposed the definition of oPyroCu.  

Line 89: reference the work supporting that expected behaviour. 

We agree that the discussion about the observed plume behaviour in the sentence: “It is 
expected that the stabilisation of the atmosphere limited the vertical extent of the plume, 
inhibiting the plume from reaching the lifting condensation level” deserves a reference, 
considering the connection between atmospheric stability and plume height.  

Upon re-evaluation of section 2.1, this specific discussion, which connects changes in 
atmospheric stability to the plume's ability to create pyroclouds, is unnecessary to our 
paper, as our period of interest, 19 to 20 UTC on the 24th of July 2021 (due to the availability 
of measurements) covers only a dry convective plume (i.e no pyrocloud formation was 
observed). This means that the physics regarding the formation/dissipation of pyro-clouds 
(i.e. moist pyro-convection) is outside the scope of our paper. Hence, we decided to 
remove the sentence to improve the clarity and conciseness of this section. This ensures 
the section is focused on the observed persistence of the dry convective plume until 
midnight despite the worsening burning conditions and arrival of the sea breeze.  

Line 116: Is the sea breeze captured by the weather station? If so, provide the data and 
compare it to the ERA5 reanalysis. 

To enhance the discussion on the sea breeze we will add the 10 m wind speed and 
direction measurements by the weather station as panel d in Fig. 1. It shows that combined 
with the strong increase in RH at 19 UTC of +/- 80 %, the wind also showed a slight backing 
of 30 to 60 degrees. This is significantly less than the +/- 90 degrees backing visible in the 
ERA5 boundary conditions. 

We will add these observations to the discussion on the quality and impact of the ERA5 
boundary conditions in section 2.2.2 

• Note: A more in-depth analysis of the mesoscale effects of the sea breeze on pyro-
convection during the SCQ fire on the 24th of July is currently under review at a 
different journal (No preprint available, unfortunately).  

Line 126: provide a reference supporting the claim “this is a common challenge…” 

We will add a reference to the following two sources: 

1. Gualtieri, 2021 
2. Zuo et al., 2025 



Although their focus is on wind energy, they consistently show in two different areas that 
increased topography reduces the performance of ERA5, indicating that it is challenging for 
ERA5 to capture complex local topography.  

In addition, we connected the discussion on ERA5 performance in complex topography 
back to the environment in which the SCQ fire occurred.  

This will result in the following discussion in section 2.2.2, replacing the claim in Line 126: 

Previous validation studies of ERA5 in complex terrain show that a horizontal resolution of 
31 km is often insufficient to resolve small-scale orographic features, leading to significant 
discrepancies in local winds (Gualtieri, 2021; Zuo et al., 2025). For the SCQ fire, this 
suggests that the ERA5 grid is too coarse to resolve the coastal mountain range in 
Catalunya, which acted as a barrier to the sea breeze, delaying its arrival until 19 UTC 
(CFRS, 2022).  

Line 133: Provide the stretch factor and the last cell height. 

We will add this information in the newly created Table 1 (see discussion above) 

Line 136: Provide the equation for the moon shape. When is the fire started? How long is 
the heat flux provided? 

In the newly created section 2.2.1 (see discussion above), we will add the following 
statement to clarify the temporal properties of the implemented fire: 

To implement a fire in MicroHH during the fire-run, we added a stationary moon-shaped 
area with a constant heat flux of 145 kW m−2 (Fig. 2) between 18 to 20 UTC on top of the 
ambient fluxes from ERA5 (see Sect. 2.2.2). 

Furthermore, we will add the two quadratic equations that we used to define the moon-
shaped fire in our simulation.  

Figure 3 

- It would be clearer if the scale is respected (increasing the x-axis or decreasing the 
y-axis) to better represent the aspect ratio of the numerical domain. 

We agree, we will lengthen the x-axis to get an appropriate ratio between the x and y-
axis.  

 

 

 



Figure 4: 

- it appears in Fig4d that the radiosonde is launched behind the fire injection area (at 
x=1.9km while the fire seems to start at 2.1km) while on Fig 1a it appears that the 
radiosonde is launched at a flank of the fire. What is the explanation? 

Your observation on the sounding launching location in Fig. 1a is correct. With the 
comparison, we have two big challenges.  

1. The location of the radiosonde measurements relative to the plumes 
locations is unknown as we don’t have observations of the exact location of 
the plume during the sounding.  

2. We cannot replicate the exact plume shape of the turbulent plume at the 
time of the sounding, since turbulence is a chaotic process. Instead we can 
replicate the average shape during the period of interest, in our case 19 to 20 
UTC.  

We do know that the sounding moved predominantly eastward and that it measured 
inside the convective core of the plume between 0.3 and 1.5 km altitude (due to the 
rising speed exceed 2 m/s).  

At this point, we had to make a decision from the modelling perspective: how do we 
capture the convective core of the plume in our simulation? Our solution was to 
take a cross-section through the center of the fire in eastward direction, the xz 
cross-section at y = 12.8125 km shown in Fig 4d as it captures the convective plume 
in the simulation and matches with the dominant direction of the radiosonde. 
Hence, in figure 4d, we only show the east-west displacement of the sounding. 
From this 2D perspective, the radiosonde seems to be launched from behind the fire 
(Fig 4d), whereas it in reality was launched at the flanks (1a). Two comments below 
we discuss how we will add also the north-south movement of the radiosonde to the 
paper.  

We recognize that we did not make these decision explicit in section 3.1, so to 
improve the clarity of the comparison between the sounding and the radiosounding 
measurements, we will add the following paragraph in section 3.1:  

For the remainder of this comparison, we will compare the radiosonde 
measurements to the simulation, which has two challenges. Firstly, the location of 
the radiosonde relative to the plume during the measurements is unknown, as we 
do not have observations on the exact location of the plume during the sounding. 
Secondly, we cannot replicate the exact shape of the turbulent plume at the time of 
the sounding, since turbulence is a chaotic process. Instead, we can replicate the 



average shape of the plume between 19 and 20 UTC, the period in which the 
sounding was released. Despite these challenges, we know that the radiosonde 
moved predominantly eastward (Fig. 1a) and that it measured inside the convective 
core of the plume between 0.3 and 1.5 km altitude (Fig. 1b). To capture the 
convective core of the plume in the simulation, we extract a xz cross-section at y = 
12.8125 km. This xz cross-section represents an east-west plane through the centre 
of the fire, matching the predominant eastward movement of the radiosonde. 
Hence, we will compare the radiosonde measurements with the averaged xz cross-
section of the plume between 19 and 20 UTC through the centre of the fire. 

- Please provide a scale for Figs 4 a,b,c. 

The images are derived from video footage captured by cameras from the Catalan 
Fire and Rescue Service, which are moved and zoomed in and out over time during 
the SCQ fire. We deem it impossible to accurately retrieve scales for these images. 
Moreover, this is unnecessary for the goal of these images. The aim is to show the 
main visible features that were observed qualitatively (e.g. the overshooting) and 
compare those to the features of the simulated plume rather than using them to 
assess the size of the simulated plume.  

- Please provide the Y-Z plan view of the plume and the lateral displacement of the 
radiosonde in that plane. 

We infer from your comment that you want to have insight into the full movement of 
the sounding, meaning both the horizontal and vertical movement. Currently, we 
showed the vertical movement and horizontal movement in the east-west direction 
in Figure 4d, but we did not show the horizontal movement in the north-south 
direction. Adding a Y-Z cross-section would solve this, but such a cross-section 
does not show a full plume, as the simulated plume develops in the east-west 
direction.  

This makes it impossible in the Y-Z cross-section to compare the north-south 
movement of the radiosonde to the average shape of the plume. Hence, we do not 
consider a figure of the Y-Z cross-section a beneficial addition to the paper.  

Instead, we added the horizontal movement of the sounding in Figure 1a, with 
the grey circles indicating horizontal movement outside the convective core of the 
plume (rising speed < 2 m/s) and the red circles the horizontal movement inside the 
convective core of the plume (rising speed > 2 m/s).  

 



- Why is there no over shooting in your simulation? 

There is occasional overshooting, but not consistently enough to get included in the 
average plume outline in Figure 4d. This is discussed in L163: Occasional 
overshooting also occurs in the simulation (not shown), but not consistently enough 
to affect the average plume shape. 

Line 186: Where is the 30% coming from? What are you comparing? 

The estimated 30% mismatch in tilt was an approximation between the horizontal 
displacement path of the radiosonde between 0.3 and 1.5 km altitude and the 
estimated tilt on the right border of the convection column boundary (grey outline) 
shown in Fig. 5d.  

Following the rework and the refinement of section 3.1, we found that this 
quantitative comparison is no longer needed for the comparison between the 
sounding and the simulation. A single value to approximate the mismatch in the tilt 
between observations and the simulation does not add value to the discussion and 
conclusion of the comparison. Hence, for clarity and conciseness, we removed the 
quantification.  

Figure 5: 

- Instead of “environment” use a different word like “ambient conditions” (used in 
L189 by the way), “undisturbed air”, “background conditions” or other one. 

We will use ambient conditions. 

- Include the measurement error (standard deviation or other meaningful metric) 
from the sounding as horizontal bars or shaded error band. 

Although we understand the wish for a measurement error, this is impossible for 
sounding measurements, as they only provide a single measurement per height and 
per time step.  

Line 221: There are also downdrafts in the west section, see Fig 6b. 

Thanks for your observation, we agree, we will rectify this in the text.  

 

 

 



Line 263: The maximum updraft of 32 m/s seems more realistic. Could you add a figure 
showing the distribution of updrafts during the 19-20 interval? You can also reference in the 
discussion some plume observations from Lareau et al, Clements et al and their values to 
compare with your simulation values. 

Thanks you for your suggestion, we will add a probability density function of the 
instantaneous vertical velocity inside the plume for both the ref-run and fire-run: 

 

As you also comment on Figure 9 (see your comment below), the 32 m/s max updraft speed 
seems more realistic then the vertical velocities shown in Fig 9c. Nonetheless, both are 
true for our simulation of the SCQ fire.  

In figure 9c, similar to all other figures, we show the averaged vertical velocity between 19 
and 20 UTC. Averaging over time means that we smooth out the individual peaks in vertical 
velocity throughout the hour. Consequently, instead a concentrated peak in vertical 
velocity, figure 9c shows a smoothed area with relatively high vertical velocity of around 6 
m/s.  

During the individual timestep in between 19 and 20 UTC (we have output every 60 second 
for the cross-sections shown in Figure 9c), we of course don’t have the smoothing and we 
get significantly higher values for the vertical velocity, up to 32 m/s. By adding the 
probability density function (figure above) to the paper, we are able to visualize this 
difference. Moreover, as you suggested, this helps us to compare the simulated updrafts 
with observations from Lareau and Clements 2017 and Clements et al. 2018. 

 

 

 



Figure 7: 

- How do you calculate the mass flows? Which density are you using? 

We follow the mass conservation definition within MicroHH defined in Eq. 2 in Van 
Heerwaarden et al. (2017), which uses a reference density that is a function of height only. 
We will refer to Van Heerwaarden et al. (2017) in the text to clarify how we calculated the 
mass flows.    

Lines 243-252: The whole discussion on spot fires seems to be out of scope of this 
manuscript and the aims of the article. The spread of spot fires and their coalescence likely 
depend on their distance to the main fire front: 

- if a spot fire appears on the northern part of the front and outside the red square, it will 
likely spread in a north-east direction (considering the fire is static and there is no 
interaction between the main fire front and the spot fire). 

- If a spot fire appears on the northern part of the front and inside the red square it will likely 
spread towards the main fire front (negative meridional wind velocity and almost null zonal 
wind velocity). 

Further information is required on the reported spot fires during the SCQ event to make this 
paragraph useful. 

We agree with your assessment. The original intent with the discussion on spot fires in 
Lines 243-252 was to illustrate the potential relevance of the wind modifications at the 
eastern border. 

However, we recognise that introducing spot fire dynamics without detailed observations 
of spot fire behaviour during the SCQ event distracts from the primary focus of the results 
section, which is to quantify the impact of pyro-convection on the surrounding wind 
patterns. Furthermore, presenting interpretations of fire behaviour (e.g. spotting fires) as 
"results" is inconsistent with our methodology. We used a stationary fire to isolate 
atmospheric effects. Hence, our simulation does not provide dynamic fire-behaviour 
output. 

Therefore, we decided to remove Lines 243 to 252 to keep the results section concise and 
focused.  

 

 

 



Figure 9: 

- The maximum average vertical wind velocity of 6 m/s seems very low considering the 
relatively high fluxes. 

Please, see our response to your comment on line 263 above.  

Line 300: Can you provide a reference for this method of calculating the ABL height? 

The methodology here is based on the mixed-layer framework, described by Vila-Guerau 
De Arellano et al. (2015). We will refer Vila-Guerau De Arellano et al. (2015) in text.  

Section 4.1:  

- The discussion could be enhanced by including references to the numerical study 
from Cunningham (2005) (“Coherent vortical structures in numerical simulations of 
buoyant plumes from wildland fires”), the Lidar analysis from Lareau and Clements 
(2017) (“The mean and turbulent properties of a wildfire convective plume”) where 
the inflow is clearly visible in their Fig. 5. The fire-induced circulation ahead of the 
fire front seems to have been observed experimentally. 
1. Lareau and Clements et al. 2017: We agree that this is an amazing observational 

study that clearly shows the frontal inflow. Hence, we added this reference to 
section 4.1.  

2. Cunningham et al.  (2005): Their study focused on replicating and understanding 
the origin of vortices inside a buoyant wildfire plume and the development of 
wake vortices (also known as fire-generated vortices). In our study, we find a 
large-scale circulation spanning around 2 km, which does not seem to match 
any of the circular structures (i.e. vortices) described by Cunningham et al. 
(2005).  We recognise that there may be a relationship between the fire-induced 
circulation we found and the vortices described by Cunningham et al. (2005), 
but, based on our work, we cannot draw any conclusions or hypotheses about it, 
since we did not investigate vortical structures in our simulation. Hence, we left 
this reference out of the discussion in section 4.1. Nonetheless, we do recognise 
this study as a very clear example of a highly controlled and simplified 
simulation setup that we describe in section 4.4. Hence, we will add it there as a 
reference.  

-  It seems incoherent to talk here about fire behaviour when the fire is modelled as a 
static heat flux. 

We acknowledge the reviewer’s concern regarding the distinction between our 
static modelling approach and the discussion of dynamic fire behaviour.  



Upon re-evaluation of section 4.1, we decided to restructure the section to refocus 
it on the impacts of pyro-convection on the surrounding wind patterns, the objective 
of our paper. With this restructuring, we removed the connection to the fire 
behaviour, as this is indeed one step to far compared to the methodology that we 
used (i.e. a stationary fire).  

o Note 1: We also revised the conceptual figure (Fig 15b, the updated figure is 
inserted below) based on feedback we received when we presented during 
the Workshop on Numerical wildfire and AI Weather modelling 
(https://forefireapi.github.io/cargese2025/).  Originally, we drew the fire-
induced circulation as a combination of the updraft, downdraft, and frontal 
inflow, but it was noted that in Figures 9, 10, and 12, the circulation appears 
separate from the convective plume (1) and downdrafts (3). We agree with 
that view, so we redraw the fire-induced circulation as a separate entity (4) in 
the conceptual figure between the convective plume and the downdrafts.  

 

 

Line 450: this claim seems to be in contradiction with the last paragraph of section 4.2 
(lines380-388). In particular, line 382: “Consequently, there has been insufficient time for 
the formation of a surface inversion in this case study”. 

Thanks for pointing this out, the current wording indeed causes a contradiction between 
the discussion and the conclusion. The conclusion should have had more nuance similar 
to the discussion in section 4.2. 

Based on your feedback regarding section 4.1, we also carefully considered what content 
should be included in the conclusion. We decided to focus the conclusion on the main 
findings regarding the impact of pyro-convection on the surrounding atmosphere, since 
this is the main objective of our case study and aligns with the methodology we used.  
Hence, we removed the hypothetical impact on the fire behaviour of the changed 



thermodynamic structure of the atmospheric boundary layer from the conclusion. 
Consequently, we leave the impact of the changed thermodynamic structure for 
discussion (section 4.2), where we can examine it from all perspectives, thereby providing 
the required nuance to our findings.  

With this restructuring of the conclusion, we also removed the contradiction from the text.  
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