Response to Referee Comment (RC2) on

Five years of Aeolus wind profiling: global coverage and data quality
(https://doi.org/10.5194/egusphere-2025-4596)

We thank the reviewer for the thoughtful and constructive comments on our manuscript. Below, we

address each point in detail and describe the revisions made in response.

General comments:

The purpose of the paper is clear and well stated. However, I - not an Aeolus user- have found the
paper difficult to follow in some parts. Sometimes the used terminology and notation does not help
the reader, there are some inconsistencies across the paper (e.g. different model background errors
are assumed in different figures), it is not clear what are some mean or median values computed from
(e.g. Fig. 2 depicts daily average random errors computed across what measurements? All of them?
not excluding anything?). Also, the SNR terminology is in my opinion kind of misleading. The SNR is
the SNR, if we start scaling it with the square root of the number of measurements is not an SNR any
more (of course the latter is the quantity that is relevant to the measurement accuracy, by averaging
we are not improving the SNR we are improving the sensitivity). In fact, it is named "scaled SNR"

(but again to me the naming is not really helping the reader).

Response to General Comments:

We thank the referee for the constructive feedback and for recognizing that the purpose of the paper
is clearly stated. We also appreciate the careful reading and the detailed comments regarding clarity,

terminology, and notation.

We acknowledge that some parts of the manuscript may be difficult to follow for readers who are not
familiar with Aeolus data, and that certain terminology, notation, and figure descriptions could be
made more transparent. We also note the referee’s observations regarding inconsistencies in assumed

model background errors and the computation of mean or median values.

We have carefully reviewed the manuscript and will address these points individually in the following
responses. We believe that the detailed point-by-point clarifications and revisions described below

will resolve the concerns raised and improve the readability of the manuscript for a broader audience.

Regarding the SNR, we could not identify any instance in the manuscript where the term “scaled
SNR” is used. In Egs. (B9) and (B10), the Rayleigh and Mie SNR are multiplied by the square root

of the number of measurements. This scaling is necessary to make SNR values from different periods
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of the mission comparable, as the number of accumulated measurements varied over time. It should
be noted that this scaling does not alter the definition of SNR, but rather allows comparison of
instrument performance and associated wind data quality across periods with different accumulation

lengths.

Specific comment #1:

Line 236: To avoid confusion, I would name it normalised atmospheric signal (NAS) because it is

normalised to a specific date.

Response to Specific comment #1:

Following the referee’s suggestion, we have renamed the quantity to normalised atmospheric signal

(NAS) throughout the manuscript, including the text, Table 1, and Fig. 2.

Specific comment #2:

Line 247-248: not sure what you are alluding to. I do not see any peculiarity at that time.

Response to Specific comment #2:

We agree that this point was unclear. We have therefore elaborated on this in the manuscript by

explicitly describing the behaviour observed at that time. The revised text now reads:
“In contrast, the evolution of the Mie-cloudy random error varied very little during the
mission, as it was largely independent of the signal trend under the nominal instrument
configuration applied during most of the mission lifetime. However, changes in the data
processing algorithms and instrument configurations were observed to influence the Mie
random error. One notable example is the application of a dedicated range bin setting in
October and November 2019, designed to investigate the correspondence between Aeolus
observations and wind measurements derived from Atmospheric Motion Vectors (AMV’s).
For this purpose, the vertical thickness of the Mie wind bins was reduced to 250 m within
the lowermost 2 km of the atmosphere, enabling higher vertical resolution in the
planetary boundary layer, where most AMVs are typically found. The narrower range
bins significantly decreased the SNR for most of the retrieved Mie-cloudy wind results,
causing Poisson noise to become a noticeable contributor to the random error and
increasing it from 3.2 to 3.6 m s-1, as shown in Fig. 2. Another example is the change in
the number of accumulated laser pulses implemented in December 2021, which slightly
improved the Mie-cloudy random error due to the increased horizontal bin length, as

’

discussed in the next section.’



Specific comment #3:

Fig:3: really difficult to grasp the significance of this figure. Also, not clear to me what is the meaning
of the different labels with the different h. Simplify the figure or even delete?

Response to Specific comment #3:

We thank the referee for this comment and acknowledge that the original presentation of Fig. 3 was
not sufficiently clear. We have therefore revised the description in the manuscript to better explain

the purpose and interpretation of the figure.

Panels (a) and (b) of Fig. 3 show the cumulative distribution of the number of contributing L1B
measurements for L2B Mie-cloudy and Rayleigh-clear wind results, respectively. As the figure
combines data from six different days, plotting the cumulative frequency was chosen to avoid strongly

overlapping histograms that would be difficult to distinguish in a standard frequency plot.

The stepwise increase in cumulative frequency reflects the discrete number of measurements
contributing to each wind result and highlights how different P/N settings used during the mission
affect the horizontal accumulation length. We believe this information is important for understanding

the representativeness and effective horizontal resolution of the retrieved winds.

The labels indicating different values of % refer to the corresponding horizontal bin length implied by
the accumulation. This length varies with the P/N setting. For example, accumulating three
measurements at N = 30 corresponds to a horizontal length of approximately 86 km /30 x 3 =9 km,
whereas the same number of measurements at N = 15 corresponds to approximately 86 km / 15 x 3

~ 17 km.

We have clarified this interpretation in the revised text to improve readability and to make the
relevance of Fig. 3 clearer to the reader as follows:
“Figure 3 shows the number of measurements contributing to each Mie-cloudy (a) and
Rayleigh-clear (b) wind result for the six days analysed in this study. This information
directly reflects the effective horizontal accumulation length Ax of the retrieved winds
and illustrates how changes in the P/N settings during the mission influenced the spatial
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representativeness of the wind products.

Specific comment #4:

Fig.3: his not a very good name for a horizontal bin length (why not using Dx?). Later on, [ see you

use d_bin for the vertical bin thickness. In my opinion this is not a good selection of variable names.
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Response to Specific comment #4:

We agree with the referee that the original notation was not ideal. To improve clarity and consistency,
we have renamed the horizontal bin length from /4 to Ax and the vertical bin thickness from dpin to Ay

throughout the manuscript and figures.

Specific comment #5:

Eq. (2) not fully clear to me over which dataset the median is computed from (all altitudes?).

Response to Specific comment #5:

We agree that the formulation of Eq. (2) was not sufficiently clear. Equation (2) introduces the
modified Z score in a general form, which is applied in this study to different datasets for outlier
detection. For the data coverage analysis described in Sect. 3.1.1 and shown in Fig. 5, the median is

computed over all valid wind results within each 1 km altitude bin.

We have revised the text as follows:

“The modified Z score is computed as the distance from the median of the regarded
dataset, normalised by the scaled median absolute deviation (MAD) [...].

Specific comment #6:

Fig.5: I am not sure I see three tones of red. The faintiest red looks more like a white.

Response to Specific comment #6:

We thank the referee for pointing this out. We have increased the saturation of the faintest red tone

in Figs. 5 and 7 so that it is clearly distinguishable from white.

Specific comment #7:

Fig. 7: why there are no LIPAS simulations in the polar regions?

Response to Specific comment #7:

The LIPAS simulation curves shown in Fig. 7 are taken from Marseille et al. (2001). That study
provides coverage plots only for the tropics and storm-track regions; simulations for polar regions
are not included. Consequently, no LIPAS results are available for comparison with the polar data

shown in panel (a) of Fig. 7. This limitation is now explicitly stated in the figure caption.



Specific comment #8&:

Line 528 and Fig. 12 "the altitude dependence of the Mie and Rayleigh SNR per wind result”. What

does it mean? Is this a mean or median value computed across valid data?

Response to Specific comment #8:

The data basis for Fig. 12 has been clarified in the text as follows:

“Figure 12 shows the altitude dependence of the Mie and Rayleigh SNR, calculated as
the median SNR of all valid, Z-score-filtered wind results within each 1 km altitude bin.”

Specific comment #9:

Eq.3: I cannot actually find in App. B a formula for the EE (apart from saying it is inversely
proportional to the SNR).

Response to Specific comment #9:

When introducing the Rayleigh error estimate (EE) in Line 549, the wording was misleading. The
reference to Appendix B does not provide an explicit formula for the EE; instead, it defines the

Rayleigh SNR, to which the EE is inversely proportional, as expressed in Eq. (3).

We have therefore reformulated the sentence as follows:

“The EFE scales inversely with the SNR, with the latter defined in Eqs. (BI-B6).”

As stated earlier in the text, a more detailed description of the computation of the Rayleigh and Mie
EE is provided in the Aeolus L2B Algorithm Theoretical Basis Document (Rennie et al., 2020), with

a concise overview given in Lux et al. (2022).

Specific comment #10:

Fig 15: the figure is a little bit messy. I would probably reduce the number of lines to the most
significative ones (2 or 3 out of 6). Also, I would expect that the error bars became longer and longer

with smaller errors (which seems to occur for panel b but not for panel a).

Response to Specific comment #10:

We thank the referee for this comment and acknowledge that Fig. 15 may appear visually busy at
first glance. We have considered reducing the number of datasets shown; however, omitting some
of the investigated cases would reduce the transparency and representativeness of the comparison

between the error estimates (dashed lines) and the random wind error derived from (O—B) statistics
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(solid lines). The close overlap of the dashed curves, except for the 2022 dataset, reflects the
consistent relationship between the error estimate and SNR across the different mission phases,

which we consider an important result.

Regarding the error bars, they do indeed increase in length with decreasing wind error, as expected,
because the relative contribution of the model background error becomes larger as the observation
error decreases. The impression that this behaviour is not present in panel (a) arises from the fact that
several error bars for the 2022 dataset are not shown at high-SNR values. This occurs when the
random error derived from (O—B) statistics falls below 2.5 m s™!, which only affects the three highest-

SNR data points of that dataset.

We have clarified this behaviour in the revised figure caption to avoid confusion:

“L2B wind errors as a function of LIB SNR for the (a) Mie and (b) Rayleigh channels,
[...] The error bars indicate the range of observation error when assuming background
ervors of 1.5m s ' and 2.5 m s~!. Note that the lower error bars cannot be computed for
the three highest-SNR data points of the 2022 dataset, as the random error is smaller
than2.5ms 1. [...]”

Specific comment #11:

Line 604: "the actual error": I am not sure we can refer to that as the actual error. It implies that
ECMWF background wind is the "truth” (particularly not applicable for the Mie winds in presence

of clouds and convection).

Response to Specific comment #11:

We agree with the referee that referring to this quantity as the “actual error” is misleading, as it could
imply that the ECMWEF background wind represents the truth, which is not the case—particularly for
Mie-cloudy winds in the presence of clouds and convection. We have therefore revised the wording

accordingly. The revised text now reads:

“For Mie-cloudy winds, the EE slightly underestimates the random error in terms of the
scaled MAD of the (O—B) wind speed difference, particularly in the low-error (i.e. high-
SNR) regime.”



Specific comment #12:

Line 609-610: not sure I understand this extrapolation. I thought the background error (assumed 2
m/s) should be already subtracted from the y-axis values. Maybe it is worth properly defining epsilon
somewhere. In fact, how does the extrapolation work when comparing Rayleigh and Mie winds?
Actually, I see some explanation later but does this actually mean that the background error for the
Mie winds should be taken much larger than 2 m/s or otherwise that the EE is underestimated at high

SNR? I would actually rephrase line 610 accordingly.

Response to Specific comment #12:

We thank the referee for this detailed comment, which helped to clarify an important conceptual

point in the manuscript.

The extrapolation discussed in Lines 609—610 is indeed performed on the wind random error after
subtraction of the assumed model background error of 2 m s™!. The parameter & accounts only for the
model background error and does not include the representativeness error. These two contributions

are distinct and add quadratically to the (O—B) wind speed difference.

For the model background error, values of (2.0£0.5)m s are considered reasonable based on
Desroziers diagnostics (Desroziers et al., 2005) applied to radiosonde zonal wind and Aeolus HLOS
wind departures (Rennie et al., 2021). In contrast, the representativeness error is subject to
substantially larger uncertainty and is therefore not included in the definition of €. For Rayleigh-clear
winds, this contribution is negligible due to their typically larger observation error and longer
horizontal accumulation length. For Mie-cloudy winds, however, the representativeness error
becomes relevant in the high-SNR regime, which is reflected by the increasing deviation between the

wind random error and the error estimate (EE) at low EE values in Fig. 15.

The extrapolation towards EE = 0 m s is associated with considerable uncertainty, as indicated by
the error bars, which represent the uncertainty in the assumed background error. While the results
suggest that a larger combined background and representativeness error may be appropriate for Mie-
cloudy winds at high SNR, we have refrained from treating Rayleigh and Mie winds differently in
this study in order to maintain a consistent methodology. Nevertheless, we consider the increasing
relevance of the representativeness error in the high-SNR regime to be an important outcome of this

analysis.

To address the referee’s concern regarding the definition of € and to avoid ambiguity, we have revised

the corresponding passage in Sect. 3.1 as detailed below:



“In the next step, the wind data are classified according to the magnitude of the HLOS
wind speed departures from the ECMWF model background (short-range forecast). To
this end, the absolute (O-B) departure, ¢, is evaluated while accounting for the
contribution of the model background error op, which is treated here as a simplified
estimate and does not explicitly represent the scene-dependent variability of background

forecast errors op:

€=J(U0—UB)2—U§

The typical range of op in HLOS wind space is 1.5-2.5 m s™, as estimated from radiosonde
zonal wind and Aeolus HLOS wind departures using Desroziers diagnostics (Desroziers
et al., 2005; Rennie et al., 2021). Owing to the variability of op with altitude and
geolocation, this range is used to define confidence intervals for the Aeolus random wind
errors shown in Fig. 2. For the classification of Aeolus wind data quality using ¢, the
upper value of the background error range (o5 = 2.5 m s7!) is assumed, representing a
best-case scenario for Aeolus data coverage. Wind results with & < 2.5 m s are classified
as ‘high-quality’, those with 2.5 m s’ < & < 5.0 m s as ‘medium-quality’, and those with

»

e>50ms’ as ‘low-quality’.

Specific comment #13:

Figure Al: I have to say that I struggle understanding the meaning of the last box "Dimensions". It
is not very intuitive for somebody who is not an Aeolus user to figure out what is meant with
observation, measurement, pixel, wind result (#profiles #range bins, # averaged profiles, ... are

simpler concepts to grasp).

Response to Specific comment #13:

We appreciate the referee’s comment and acknowledge that the terminology used in Fig. Al is
specific to the Aeolus Level-1 and Level-2 data products. The terms “observation”, “measurement”,
“pixel”, and “wind result” follow the established nomenclature used in the Aeolus Algorithm
Theoretical Basis Documents, which are referenced in the manuscript, and are also introduced in Sect.
2.2 describing the Aeolus data structure (see lines 133 ff.). For the sake of consistency with the main

text and the official Aeolus documentation, we therefore retain this terminology in Fig. Al.

To improve the accessibility of the figure for readers who are not familiar with Aeolus, we have

revised the figure caption to more explicitly explain the meaning of the “Dimensions” box:



“Overview of the L1A, L1B, and L2B product parameters analysed in this study, together
with their respective dimensions. The dimensions indicate the number of elements at each
processing level, e.g. measurements and observations (horizontal scale), range bins

(vertical scale), and retrieved wind results (including horizontal and vertical scales).”

Specific comment #14:

Figure A2 is also difficult. A simple schematic with the terminology used could help.

Response to Specific comment #14:

We acknowledge that Fig. A2 may be difficult to follow, especially for readers who are not familiar
with the Aeolus Level-2B processing. The grouping algorithm implemented in the Level-2B
processor is inherently complex, and the figure aims to illustrate the key concepts of the transition
from the two-dimensional L1B data structure to the one-dimensional L2B wind product, as well as

the distinction between cloudy and clear wind results.

To improve the accessibility of the figure, we have revised the caption to more clearly describe the

processing steps and terminology illustrated in the schematic:

“Schematic illustrating the grouping algorithm for (a) Mie winds and (b) Rayleigh winds
in the Aeolus L2B processor. Individual LIB measurements, per range bin and
observation, are classified as "cloudy" or "clear" and then gathered into groups
according to the mission parameter settings. These groups are alternately stacked into a
one-dimensional array in the L2B product, with L2B wind results enumerated following
the order of measurements within each observation. The example shown is based on L1B
and L2B data from orbit 21857 (1 June 2022, 05:49—07:19 UTC) with P/N settings 114/5.
For other P/N settings, multiple L1B measurements may contribute to a single L2B Mie
wind result. Due to the longer accumulation length of Rayleigh winds, multiple L1B
measurements contribute to a single Rayleigh wind result even for P/N 114/5, as

exemplified for wind result 2 (Rayleigh-cloudy) and wind result 5 (Rayleigh-clear).”
plifi yleig. y, yleig

As Fig. A2 is included in the Appendix, it is intended as supplementary material for readers who wish
to gain additional insight into the Aeolus processing chain, without having to consult the much more
detailed Algorithm Theoretical Basis Documents, where the grouping algorithm is described over

several pages.



Specific comment #15:

Line 613: "yielding unrealistically high values", I am not sure this are unrealistic values for the

errors, to me they may be very realistic (rephrase?)

Response to Specific comment #15:

We thank the referee for this comment and agree that the wording could be interpreted too strongly.
The statement refers specifically to the range of Rayleigh error estimates (EE) obtained when the
SNR falls below 5, which predominantly occurs beneath optically thick clouds. In this regime, the
EE increases to several tens of m s™! and can exceed 100 m s™!. While such values are not unphysical
in a strict sense, they are considered too large for the wind products to be meaningful or reliable for

scientific or practical use.

We have therefore retained the statement but clarified the context and magnitude of the error values

being referred to. The revised text now reads:

“As shown in Fig. 15(b) and consistent with Eq. (4), the EE diverges when the SNR drops
below 5, yielding very large error estimates (often several tens of m s or even exceeding
100 m s7!). These low-SNR winds, typically retrieved beneath optically thick clouds (see

Fig. 11), are not considered reliable.”

Specific comment #16:

model background error: sometimes it is assumed 2.0 m/s sometimes 2.5 m/s. I would try to keep

consistency across the paper.

Response to Specific comment #16:

We agree with the referee that consistency in the assumed model background error is important. As
discussed in our response to comment #12, the model background error is estimated to lie in the range
1.5-2.5 m s’!. Throughout most of the manuscript, we therefore use the mean value of 2.0 m s™'. An
exception is made in Sect. 3.1 for the classification of high- and medium-quality winds, where a value

of 2.5 m s7! is adopted to represent a best-case scenario for Aeolus data coverage.

To assess the impact of this choice, we repeated the classification using a background error of
2.0 m s”'. The resulting data coverage for high- and medium-quality winds decreases by less than
5 %. For example, for the 20/07/2019 dataset listed in Table 2, the coverage of high-quality Rayleigh-
clear winds is reduced from 74 % to 72 %, and that of high-quality Mie-cloudy winds from 9.1 % to
8.9 %.
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We have clarified this choice and its impact in the revised manuscript text as follows:

“Note that a model background error of 2.5 m s is assumed for the classification of high-
and medium-quality winds to represent a best-case scenario for Aeolus data coverage,

Iis used elsewhere in the study. Using 2.0 m s for the

whereas a value of 2.0 m s
classification would lead to a slight reduction (less than 5 %) in the estimated data
coverage. For example, for the 20/07/2019 dataset listed in Table 2, the coverage of high-
quality Mie-cloudy and Rayleigh-clear winds would decrease from 9.1 % to 8.9 % and

from 74 % to 72 % respectively.”

Specific comment #17:

Line 677: I would recommend to introduce also the reference Illingworth, A. J., and Coauthors, 2018:
WIVERN: A New Satellite Concept to Provide Global In-Cloud Winds, Precipitation, and Cloud
Properties. Bull. Amer. Meteor. Soc., 99, 1669—1687, https://doi.org/10.1175/BAMS-D-16-0047.1.

Response to Specific comment #17:

We thank the referee for this suggestion. The reference to Illingworth et al. (2018) has been added at

the appropriate place in the manuscript.

Technical correction #1:

Lin373:; ==>,

Response to Technical correction #1:

We have rephrased this sentence as follows:

“The apparent decrease in coverage below 1 km is caused by signal attenuation from
clouds and by the exclusion of ground returns, which are flagged as invalid wind data in
the L2B product but are still included in the reference area used to calculate wind data
coverage. Within the troposphere coverage shows significant variability among the six
selected days influenced by the presence of clouds, without any consistent trend over the

)

mission duration.’
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