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Abstract. Effective environmental policymaking requires accurate quantification of the impacts on air quality of changes in 

emissions. Chemical transport models, such as GEOS-Chem, are widely used for such analysis. Traditional methods to compute 

the relative influence of a change in emissions, or the sensitivity of pollutant concentrations to a change in emissions, with these 

models often suffer from numerical inaccuracies, especially when evaluating nonlinear atmospheric processes. To overcome these 

limitations, we integrated a novel sensitivity analysis approach leveraging hyperdual numbers into GEOS-Chem, making GEOS-10 

Chem-hyd. The hyperdual step method accurately calculates first- and second-order sensitivities simultaneously and avoids 

common numerical errors associated with traditional finite difference methods. The real concentrations as well as first- and second-

order sensitivities with respect to emissions calculated with GEOS-Chem-hyd align with the values calculated with GEOS-Chem 

version 14.0.0 within expected error. Applying GEOS-Chem-hyd to assess how changes in emissions of oxides of nitrogen could 

be expected to alter ozone, particulate matter, ammonium, and biogenic organic aerosol concentrations demonstrated regional 15 

differences and nonlinear influences. As an example of regional variations, the emissions of oxides of nitrogen were shown to 

decrease biogenic organic aerosol in most areas, except in portions of the boreal forests in Siberia. The nonlinear influence of 

emissions of oxides of nitrogen on ozone, ammonium, and biogenic organic aerosol was evidenced by second-order sensitivities 

on the same order of magnitude as the first-order sensitivities. GEOS-Chem-hyd incurs approximately four times greater 

computational costs than GEOS-Chem, which is competitive with the three GEOS-Chem model executions required for less 20 

accurate second-order sensitivities using the central finite difference method. GEOS-Chem-hyd provides a framework for efficient 

assessment of the influence of new scientific modules, which are easily incorporated into the sensitivity analysis framework, and 

supports informed emission control policy development through accurate, source-oriented sensitivity analysis. 

1 Introduction 

Short-lived air pollution remains one of the most pressing global environmental challenges as approximately 7.7% of 25 

annual deaths and 4.5% of disability adjusted life-years (DALYs) worldwide were attributable to ambient exposure in 2021 (IHME, 

2024).  Specifically, exposure to particulate matter less than 2.5 µm in aerodynamic diameter (PM2.5) and ozone (O3) formed from 

emissions of precursor gases, such as oxides of nitrogen (NOx), or primary particulates has been associated with morbidity and 

premature mortality (Brauer et al., 2012; Burnett et al., 2014). Addressing such significant public health concerns requires 

understanding the nonlinear atmospheric processes that govern pollutant formation and transport. Chemical transport models 30 

(CTMs) have proven valuable to scientists and environmental decisionmakers for estimating pollutant concentrations. CTMs solve 

time-dependent, coupled partial differential equations representing the motion and chemical transformations of pollutants based 

on meteorological inputs and emissions estimates. Several CTMs have proven purposeful for understanding nonlinear atmospheric 

chemistry (Carter et al., 2021; Field et al., 2016; Kharol et al., 2013; Le et al., 2020; Keller et al., 2021; Pai et al., 2021; Schiferl et 

al., 2014; Shrivastava et al., 2017), improving estimates of emissions (Chen et al., 2021; Fu et al., 2022; Henze et al., 2009; Mao 35 
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et al., 2015; Moon et al., 2024; Qu et al., 2017; Sitwell et al., 2022; Van Der Graaf et al., 2022; Zhang et al., 2016; Zhang et al., 

2020; Zhu et al., 2015), and developing efficient emissions control strategies (Anenberg et al., 2019; Capps et al., 2010; Ding et 

al., 2019; Lyu et al., 2021; Pusede et al., 2016; Tian et al., 2010; Tsimpidi et al., 2007; Turner et al., 2015; Wang et al., 2005; Yang 

and Zhao, 2023; Zhao et al., 2022). GEOS-Chem is a widely-used, three-dimensional (3D) global CTM representing the multiphase 

chemistry of the troposphere and stratosphere (Bey et al., 2001).    40 

Sensitivity analysis in CTMs quantifies how changes in input variables, such as the emissions of select species, affect 

output variables, such as species concentrations. CTMs involve time-dependent, coupled partial differential equations and 

numerical solvers (Seinfeld and Pandis, 2016), which makes quantifying these influences accurately challenging. Accordingly, 

several approaches to sensitivity analysis have been developed with select implementations in various CTMs. Forward sensitivities 

reflect the influence of select model parameters or sources on all modelled results or concentrations. Examples of approaches that 45 

provide forward sensitivities are the finite difference method derived from Taylor’s theorem, the complex and multicomplex step 

method (Lantoine et al., 2012; Martins et al., 2003; Squire and Trapp, 1998), dual and hyperdual step methods (Fike and Alonso, 

2011), and tangent linear models (Vukicevic and Errico, 1993; Dunker et al., 2002). Reverse sensitivities reflect the influence on 

a select receptor of all sources, which is possible through the adjoint method (Errico, 1997). Each method provides a first-order 

sensitivity and is theoretically extensible to higher orders although complications in development or computational costs are 50 

entailed in obtaining accurate higher-order sensitivities. Finally, an alternative approach is tagging parameters, which has been 

implemented for emissions of relatively non-reactive species (e.g., Fisher et al., 2017; Ikeda et al., 2017; Kim et al., 2015) and for 

geographically-tagged O3 tracers (e.g., Cheng et al., 2018; Han et al., 2019; Wang et al., 2011; Whaley et al., 2015). Since this 

approach yields information valuable for source apportionment yet distinct from the derivatives of other sensitivity analysis 

approaches, implementations of tagging will not be further addressed. 55 

Of the forward sensitivity analysis approaches, the finite difference method has been applied to GEOS-Chem most 

extensively. Finite difference methods are the most straightforward to implement because no model development is required, only 

additional computational cost.  First- and second-order sensitivities are calculable based on the Taylor series expansion with two 

or three model executions, respectively, for the central finite difference. Primarily, the finite difference approach is used to evaluate 

the impact of a new science module (e.g., Croft et al., 2014; Johnson et al., 2016; Vinken et al., 2011; Sun et al., 2022; Yan et al., 60 

2019). The finite difference-based sensitivities have also been applied in mass balance inversions to improve emissions of select 

species based on satellite observations (Choi et al., 2022; Cooper et al., 2017; Li et al., 2019). Additionally, the finite difference 

method is used to evaluate models instrumented to conduct sensitivity analysis (Constantin and Barrett, 2014; Dunker et al., 2002; 

Henze et al., 2007; Koo et al., 2007). One challenge for these applications is that the finite difference method is prone to truncation 

and subtractive cancellation errors. The truncation error arises from the neglected higher-order terms with the order of the error 65 

being the square of the perturbation size, h, for first- and second-order central finite differences with the minimum number of 

model executions. To reduce the truncation error, h is minimized; however, the subtractive cancellation error becomes dominant 

when reducing h leads to the modelled concentrations changes being smaller than the model noise (Constantin and Barrett, 2014; 

Hakami et al., 2004). In a CTM, the optimal perturbation size varies with the model parameter and output of interest, especially in 

second-order sensitivities, which makes the finite difference unreliable for computing exact sensitivities (Berman et al., 2023; Liu 70 

et al., 2024). Furthermore, changing a source parameter will change the model state, which may be undesirable if the marginal 

change at the model state is desired. Prior to this work, the only other forward sensitivity analysis technique implemented in GEOS-

Chem was the complex step method (Constantin and Barrett, 2014), which was applied to the adjoint of GEOS-Chem and so will 

be discussed following the adjoint. 
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 Henze et al. (2007) developed the GEOS-Chem adjoint model, which calculates receptor-oriented sensitivities of a 75 

concentration-based cost function. This instrumented model is usually formulated by appending to the model the inverted call 

graph of the model with the transpose of the tangent linear model of each line of code inserted  (Giering and Kaminski, 1998). This 

adjoint development approach is known as the discrete approach, and it follows the numerical solution of the original model. Since 

the model development method follows rules understandable by machines, efforts to implement automatic differentiation tools 

proliferated in the early 2000s (e.g., Alexe and Sandu, 2009; Hascoët and Dauvergne, 2008; Heimbach et al., 2005; Utke et al., 80 

2008). An alternative approach is to derive the analytical derivative and implement the transpose of the analytical derivative, which 

is known as the continuous method and is sometimes a more stable solution (Giles and Pierce, 2000). The GEOS-Chem adjoint 

has proven tremendously valuable for environmental decisionmakers because the cost functions for which sensitivities are 

calculated may be location-specific, such as a combined statistical area to be regulated (Lyu et al., 2021); threshold-specific, such 

as a theoretical limit for health effects (Lapina et al., 2014); or a combination of functions of different species or metrics (Lyu et 85 

al., 2019).  Furthermore, scientists have leveraged this augmented model to conduct inverse modelling of emissions estimates using 

observations of air pollutants from satellites (Chen et al., 2021; Choi et al., 2022; Cooper et al., 2017; Elbern et al., 2010; Li et al., 

2019; Moon et al., 2024; Park et al., 2016; Qu et al., 2017).  

Constantin and Barrett (2014) implemented the complex step method in the GEOS-Chem adjoint, GEOS-Chem XPLEX. 

Like the finite difference method, the complex step method is derived from the Taylor series expansion. Unlike the finite difference 90 

method, the perturbation is propagated in imaginary space, which requires no subtraction, thus, eliminating the cancellation error 

associated with tiny step sizes. To a more limited degree, truncation errors still exist because the third and higher-order terms are 

ignored from the Taylor series expansion, which can be minimized by choosing a very small step size (e.g., O(10-20)). To calculate 

exact second-order derivatives, the multicomplex method developed by Lantoine et al. (2012) is required, which was not 

implemented by Constantin and Barrett (2014). However, GEOS-Chem XPLEX allows for the computation of a combination of 95 

forward and reverse sensitivities. Unfortunately, this method is computationally intensive and limited in scope to the code for 

which an adjoint exists (Constantin and Barrett, 2014). A tangent linear model, such as the decoupled direct method (Napelenok 

et al., 2006),  has not been implemented in GEOS-Chem. 

Second-order derivatives have proven to be quite useful in sensitivity analysis as they improve the accuracy of the Taylor 

expansion and allow nonlinear influences of parameters to be quantified, such as those observed in the formation of secondary 100 

aerosols or the impact of aviation NOx emissions on PM2.5 concentrations (Constantin and Barrett, 2014). Additionally, inverse 

modelling may be improved with the availability of the Hessian in addition to the Jacobian as proposed by Bousserez and Henze 

(2018). 

This paper implements the hyperdual step method (Fike and Alonso, 2011), an operator overloading approach for 

calculating first- and second-order sensitivities, in GEOS-Chem. The method accurately computes source-oriented first- and 105 

second-order sensitivities, which aid in quantifying nonlinear relationships. For example, the non-linearities in secondary aerosol 

formation can be evaluated by calculating the first- and second-order sensitivities (Liu et al., 2024). Like the complex step method, 

the hyperdual step method arises from the Taylor series expansion yet in dual and hyperdual space such that the outcome is not 

subject to subtractive cancellation or truncation errors due to the unique properties of hyperdual numbers (Fike and Alonso, 2011). 

Liu et al. (2024) developed a Fortran library for overloading operators with hyperdual numbers, HDMod 110 

(https://github.com/atmmod/HDMod), by translating the C-based library of Fike and Alonso (2011). This operator overloading 

approach was applied in the Community Multiscale Air Quality model (CMAQ) as the first application of hyperdual numbers in 

an atmospheric CTM (Liu et al., 2024).  
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Here, the GEOS-Chem model is augmented with the hyperdual step method to create GEOS-Chem-hyd. In Section 2, we 

describe hyperdual numbers, their implementation in GEOS-Chem, and the method for evaluating GEOS-Chem-hyd. In Sections 115 

3.1-2, we evaluate the accuracy and computational cost of GEOS-Chem-hyd. In Section 3.3, we demonstrate the usefulness of 

GEOS-Chem-hyd by evaluating O3 formation in response to perturbations in total NOx and isoprene (ISOP) emissions over a week-

long simulation. To the best of our knowledge, this is the first augmentation of GEOS-Chem that accurately computes both first- 

and second-order sensitivities of concentrations with respect to select emissions. 

2 Methods 120 

2.1 Hyperdual numbers  

Fike and Alonso (2011) introduced hyperdual numbers to compute numerically exact first- and second-order derivatives 

simultaneously. A hyperdual number, 𝐻, is defined as: 

 𝐻 = 𝑎! + 𝑎"ϵ" + 𝑎#ϵ# + 𝑎"#ϵ"# (1) 

where, 𝑎!, 𝑎", 𝑎#, and 𝑎"# are real number coefficients, and ϵ", 𝜖#, and 𝜖"# are non-real components analogous to the imaginary 

component, 𝑖, of a complex number. These non-real components follow these rules:  125 

 ϵ"# = ϵ## = ϵ"## = 0 (2) 

 ϵ" ≠ ϵ# ≠ ϵ"# ≠ 0 (3) 

 ϵ"ϵ# = ϵ#ϵ" = ϵ"# (4) 

The square of each non-real component equals zero (Eq. 2). However, these components themselves are not equal to zero (Eq. 3). 

Multiplication of non-real components is commutative (Eq. 4), while multiplying ϵ" and ϵ# equals the third non-real component 

ϵ"# (Eq. 4). Hyperdual arithmetic leverages these properties to precisely calculate derivatives using Taylor series expansions (Fike 

and Alonso, 2011; Liu et al., 2024). Perturbations are either additive or multiplicative, as with finite difference methods. We use 

only multiplicative perturbations. To perturb a scalar function, 𝑓(𝑥), multiplicatively, we multiply 𝑥 by a hyperdual number, 𝐻$ =130 

1 + 𝑎"ϵ" + 𝑎#ϵ#. Expanding 𝑓(𝑥𝐻$) yields a Taylor series: 

 

𝑓(𝑥𝐻$) = 𝑓(𝑥) + (𝑥𝑎"𝜖" + 𝑥𝑎#𝜖#)𝑓%(𝑥) 

+
1
2!
(𝑥𝑎"𝜖" + 𝑥𝑎#𝜖#)#𝑓%%(𝑥) 

										+
1
3!
(𝑥𝑎"𝜖" + 𝑥𝑎#𝜖#)&𝑓%%%(𝑥) +⋯. 

(5) 

Applying hyperdual properties (Eqs. 2-4) simplifies Eq. 5 to 

 
𝑓(𝑥𝐻$) = 𝑓(𝑥) + (𝑥𝑎"ϵ" + 𝑥𝑎#ϵ#)𝑓%(𝑥) 

+	𝑥#𝑎"𝑎#𝜖"#𝑓%%(𝑥) 
(6) 

where 𝑓(𝑥𝐻$) is a hyperdual number, and the other terms in Eq. 5 are zero due to the properties of hyperdual numbers. Rearranging 

and extracting the non-real components of the left-hand side and right-hand side of Eq. 6, provides numerically exact derivatives: 

 𝑓%(𝑥) =
ϵ"𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥𝑎"
=
ϵ#𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥𝑎#
 (7) 

 𝑓%%(𝑥) =
ϵ"#𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥#𝑎"𝑎#
 (8) 

where the notation ϵ"𝑝𝑎𝑟𝑡[], 𝜖#𝑝𝑎𝑟𝑡[], and 𝜖"#𝑝𝑎𝑟𝑡[] represents the extraction of coefficients associated with ϵ", 𝜖#, and 𝜖"#, 135 

respectively. The extracted coefficients are the 𝑎", 𝑎#, and 𝑎"# components of the function evaluation. Unlike the finite difference 

method, these expressions do not involve numerical subtraction or truncation of higher-order terms. Therefore, hyperdual 
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arithmetic eliminates common numerical issues like subtractive cancellation and truncation errors. This method is extensible to 

vector-valued functions, 𝑓(𝑥), where 𝑥 = [𝑥", 𝑥#, … , 𝑥']. Perturbing a single variable, 𝑥", yields first and second derivatives with 

respect to 𝑥" as shown: 140 

 ∂𝑓(𝑥)
∂𝑥"

=
ϵ"𝑝𝑎𝑟𝑡=𝑓>𝑥𝐻$,)!?@

𝑥"𝑎"
=
ϵ#𝑝𝑎𝑟𝑡=𝑓>𝑥𝐻$,)!?@

𝑥"𝑎#
 (9) 

 
∂#𝑓(𝑥)
∂𝑥"#

=
ϵ"#𝑝𝑎𝑟𝑡=𝑓>𝑥𝐻$,)!?@

𝑥"#𝑎"𝑎#
 (10) 

Additionally, hyperdual arithmetic allows for simultaneous perturbation of multiple variables, facilitating efficient cross-sensitivity 

computation. Perturbing two independent variables, 𝑥" and 𝑥#, yields the following derivatives: 

 
∂𝑓(𝑥)
∂𝑥"

=
ϵ"𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥"𝑎"
 (11) 

 
∂𝑓(𝑥)
∂𝑥#

=
ϵ#𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥#𝑎#
 (12) 

 
∂#𝑓(𝑥)
∂𝑥" ∂𝑥#

=
ϵ"#𝑝𝑎𝑟𝑡[𝑓(𝑥𝐻$)]

𝑥"𝑥#𝑎"𝑎#
 (13) 

where the first-order sensitivities of each independent variable are given by Eqs. 11-12 and the cross-sensitivity in Eq. 13. This 

versatility makes the hyperdual step method particularly suitable for evaluating sensitivities in computationally demanding and 

highly nonlinear systems, such as CTMs. 145 

2.2 GEOS-Chem Implementation of the hyperdual step method  

GEOS-Chem simulates concentrations by solving the generalized continuity equation for an Eulerian 3-D grid (Seinfeld 

and Pandis, 2016; Zhang et al., 2012): 

 
∂𝐶*
∂𝑡 = −∇ ⋅ (𝒖𝐶*) + ∇ ⋅ (𝑲∇𝐶*) + 𝑅*(𝐶", 𝐶#, … , 𝐶') + 𝐸* − 𝑆* (14) 

where 𝐶* is the concentration of species 𝑖, 𝒖 is the wind velocity vector, 𝑲 is the turbulent diffusivity, 𝑅* is the chemical production 

rate for species 𝑖, 𝐸* is the emission rate for species 𝑖, and 𝑆* is the removal flux for species 𝑖. Here, the hyperdual step method is 150 

implemented in GEOS-Chem version 14.0.0.rc-2 + revert pressure fixer. The model is executed at 4˚ x 5˚ spatial resolution with 

72 vertical layers. MERRA-2 meteorological fields (Gelaro et al., 2017) and global anthropogenic emissions from the CEDS v2 

inventory (O'rourke et al., 2021) are used as inputs, with the configuration settings available at 

https://doi.org/10.5281/zenodo.16575028. The GEOS-Chem model utilizes the KPP mechanism (Sandu and Sander, 2006) for gas-

phase chemistry and the forward mode of ISORROPIA for aerosol thermodynamics (Fountoukis and Nenes, 2007; Pye et al., 155 

2009). Dry deposition utilizes a standard resistance-in-series scheme (Wesely, 1989) with several modifications (Jaeglé et al., 

2018; Wang et al., 1998), and wet deposition follows a developed scheme (Jacob et al., 2000) that includes washout and rainout of 

soluble species (Liu et al., 2001). Transport follows the TPCORE advection scheme (Lin and Rood, 1996), while the non-local 

PBL mixing scheme is used (Lin and Mcelroy, 2010). For all the simulations used here, the timesteps were 20-min for chemistry 

and 10-min for transport (Philip et al., 2016). 160 

The hypderdual version of GEOS-Chem, GEOS-Chem-hyd, enables the application of the hyperdual step method.  The 

appropriate variables are converted to hyperdual numbers, which requires an operator overloading library (Fike and Alonso, 2011). 

For GEOS-Chem-hyd, we employ the HDMod Fortran library developed by Liu et al. (2024), which was further developed to 

support additional array operations specific to the GEOS-Chem source code. Implementation of the hyperdual step method entails 

changing the type to hyperdual of selected variables in the routines that influence selected output concentrations. The corresponding 165 
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derivatives are inherently evaluated through every overloaded operation as the first-order derivative information is held in the 𝜖" 

and 𝜖# components while the second-order derivative information is contained in the ϵ"# component. Additional diagnostics were 

added to obtain the non-real components for species concentrations and aerosol mass using the same structure as those of the real 

components. 

GEOS-Chem has several modules that are sufficiently complicated to require independent development and evaluation. 170 

For instance, the inorganic aerosol thermodynamics are calculated using ISORROPIA, which has thousands of lines of Fortran, so 

a standalone version of ISORROPIA developed for testing for GEOS-Chem (Berman et al., 2023) was employed to evaluate the 

accuracy of the sensitivities of this hyperdualized module independently of other GEOS-Chem-hyd code. Similarly, the chemistry 

and aerosol modules were unit tested.  The Harmonized Emissions Component (HEMCO) is a standalone model for emissions 

(Lin et al., 2021). For the purposes of introducing GEOS-Chem-hyd, the emission routines that interface with GEOS-Chem Classic 175 

are made hyperdual.  

The computational cost for a hyperdual calculation ranges from 4 to 14 times that of a real number calculation (Fike and 

Alonso, 2011). Although all real variables in GEOS-Chem could have been converted to hyperdual type, as in GEOS-Chem-

XPLEX (Constantin and Barrett, 2014), we reduced the computational cost by selectively converting the necessary variables.  

Specifically, the species concentration array and all other variables that depend on or influence the species concentration array 180 

across GEOS-Chem were changed to the hyperdual type (Figure 1).  

 

Figure 1: A schematic of the GEOS-Chem-hyd model. Purple components highlight modifications to the standard model for hyperdual 
calculations, utilizing the overloading library, HDMod. First- and second-order sensitivities are calculable from new outputs of hyperdual 
calculations.  185 

2.3 Evaluating sensitivities from GEOS-Chem-hyd 

The implementation of a novel sensitivity analysis technique in a model requires evaluation to ensure that the behaviour 

of the underlying model is represented accurately in the augmented model (Hakami et al., 2004; Napelenok et al., 2006; Zhang et 

al., 2012).  Here, comparisons of the first-order sensitivities from the hyperdual step method are made with those of the central 
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finite difference method and of the second-order sensitivities with a hybrid central finite difference approach. Semi-normalized 190 

sensitivities, which reflect a change in concentration in the numerator corresponding to a fractional change in the concentration or 

emissions in the denominator, are of use in both emissions control strategy development and in data assimilation. We apply 

multiplicative perturbations in the dual space in GEOS-Chem-hyd to produce semi-normalized sensitivities without the need for 

post-processing with additional information about the denominator.  

To illustrate, the first-order semi-normalized sensitivity of O3 concentrations at the ground layer, 𝐶+",*,,,-.!,/, for a time-195 

averaged simulation to a persistent NOx emission, 𝐸0+#,*,,,-,/, perturbation using the central finite difference method is given by 

 
∂𝐶+",*,,,-.!,/|/
∂𝐸0+#,*,,,-,/

K𝐸0+#,*,,,-,/
123

/$

/.!

≈
𝐶+",*,,,-.!,/
*'4 M

/
− 𝐶+",*,,,-.!,/

124 M
/

∑ 𝐸0+#,*,,,-,/
*'4/$

/.! − ∑ 𝐸0+#,*,,,-,/
124/$

/.!

K𝐸0+#,*,,,-,/
123

/$

/.!

 (15) 

where subscripts 𝑖, 𝑗, and 𝑙 are the longitudinal, latitudinal, and vertical indices for the grid cell; 𝑡 is the timestep from the start of 

the model simulation; 𝑡3 is the final timestep of the model simulation; the superscript 𝑖𝑛𝑐	indicates a positive perturbation in real 

space; the superscript 𝑑𝑒𝑐 indicates a negative perturbation in real space; and the superscript 𝑑𝑒𝑓 indicates that no real perturbation 

was applied. Another advantage of semi-normalized sensitivities is that the sum of the emissions over the episode is not required 200 

to calculate semi-normalized sensitivities as  

 
∂𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

K𝐸0+#,*,,,-,/
123

/$

/.!

≈
𝐶+",*,,,-.!,/
*'4 M

/
− 𝐶+",*,,,-.!,/

124 M
/

2𝑝  (16) 

where 𝑝 is the magnitude of the multiplicative perturbation. Unless stated otherwise, the perturbation sizes used in this manuscript 

are ±5% for the finite difference domain-wide emissions (𝑝= 0.05).  We found this perturbation size to be large enough to observe 

beyond numerical noise while still small enough to represent local emission changes for the evaluation. These semi-normalized 

sensitivities have the unit of parts per billion for the species concentration collection and micrograms per meter cubed for the 205 

aerosol mass collection.  

The first-order semi-normalized sensitivity of time-averaged, ground-level O3 concentrations to NOx emissions is 

calculated with a multiplicative hyperdual perturbation, 𝐻$ = 1.0 + 𝑎"ϵ" + 𝑎#ϵ#, using the hyperdual step method as 

 
∂𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

K𝐸0+#,*,,,-,/
123

/$

/.!

=
ϵ"𝑝𝑎𝑟𝑡 W𝐶5%" ,*,,,-,/

123 M
/
X

𝑎" ∑ 𝐸0+#,*,,,-,/
123/$

/.!

K𝐸0+#,*,,,-,/
123

/$

/.!

=
ϵ#𝑝��𝑟𝑡 W𝐶5%" ,*,,,-,/

123 M
/
X

𝑎# ∑ 𝐸0+#,*,,,-,/
123/$

/.!

K𝐸0+#,*,,,-,/
123

/$

/.!

 (17) 

where the persistent perturbation in ϵ" space is 𝑎" and ϵ# space is 𝑎#. This expression can be further simplified to  

 ∂𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

K𝐸0+#,*,,,-,/
123

/$

/.!

=
ϵ"𝑝𝑎𝑟𝑡 W𝐶5%" ,*,,,-,/

123 M
/
X

𝑎"
=
ϵ#𝑝𝑎𝑟𝑡 W𝐶5%" ,*,,,-,/

123 M
/
X

𝑎#
 (18) 

where the first-order semi-normalized sensitivity can be obtained from either the ϵ"	or the ϵ# part divided by the respective 210 

perturbation in ϵ" space (𝑎") or ϵ# space (𝑎#).   

For the second-order sensitivities, the central finite difference method is second-order accurate. However, if the 

relationship is nonlinear, the result is highly dependent on perturbation sizes because the altered model states affect the response 

(Zhang et al., 2012). As such, a hybrid hyperdual-central finite difference (hybrid) method is used (Berman et al., 2023), which 

reduces the dependence on the model state changing. This method was also utilized to evaluate the implementation of the hyperdual 215 

step method in CMAQ (Liu et al., 2024). The second-order semi-normalized sensitivity of the average concentration with respect 

to a persistent perturbation in emissions using the hybrid method can be expressed as: 
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 ∂#𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

# YK𝐸0+#,*,,,-,/
123

/$

/.!

Z

#

≈

ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/
*'4 M

/
\

𝑎# ∑ 𝐸0+#,*,,,-,/
*'4/$

/.!

−
ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/

124 M
/
\

𝑏# ∑ 𝐸0+#,*,,,-,/
124/$

/.!

∑ 𝐸0+#,*,,,-,/
*'4/$

/.! −∑ 𝐸0+#,*,,,-,/
124/$

/.!

YK𝐸0+#,*,,,-,/
123

/$

/.!

Z

#

 
(19) 

where the inc case is perturbed in the real space by 5% and dual spaces by 𝐻$ = 1.0 + 𝑎"ϵ" + 𝑎#ϵ# and the dec case is perturbed 

in the real space by -5% and dual spaces by 𝐻6 = 1.0 + 𝑏"ϵ" + 𝑏#ϵ#. Depending on the choice of the hyperdual perturbation, the 

numerator is evaluated from either the ϵ"	or the ϵ# part. The lowest denominator is the perturbation size in the real part, which 220 

simplifies as  

 
∂#𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

# YK𝐸0+#,*,,,-,/
123

/$

/.!

Z

#

≈
ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/

*'4 M
/
\

2𝑎#𝑝(1 + 𝑝)
−
ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/

124 M
/
\

2𝑏#𝑝(1 − 𝑝)
 (20) 

The simplified hyperdual step method semi-normalized second-order sensitivities can be expressed as 

 
∂#𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

# YK𝐸0+#,*,,,-,/
123

/$

/.!

Z

#

=
ϵ"#𝑝𝑎𝑟𝑡 W𝐶5%" ,*,,,-,/

123 M
/
X

𝑎"𝑎#
 (21) 

In this case, only one simulation is run with a hyperdual perturbation of 𝐻$ = 1.0 + 𝑎"ϵ" + 𝑎#ϵ#, where the emissions in the 

denominator also cancel out, and the second-order semi-normalized sensitivity is obtained from the ϵ"# part divided by the product 

of the perturbations, 𝑎"𝑎#. 225 

In addition, cross-sensitivities can be obtained using hybrid and the hyperdual step methods. To illustrate, the semi-

normalized cross-sensitivity of ground-level O3 concentrations at a given time, 𝐶+",*,,,-.!,/, to NOx and ISOP emissions using the 

hybrid method is given by 

 

∂#𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/ ∂𝐸78+9,*,,,-,/

YK𝐸0+#,*,,,-,/
123

/$

/.!

𝐸78+9,*,,,-,/
123 Z

≈

ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/
*'4 M

/
\

𝑎#∑ 𝐸78+9,*,,,-,/
123/$

/.!

−
ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/

124 M
/
\

𝑏# ∑ 𝐸78+9,*,,,-,/
123/$

/.!

∑ 𝐸0+#,*,,,-,/
*'4/$

/.! − ∑ 𝐸0+#,*,,,-,/
124/$

/.!

YK𝐸0+#,*,,,-,/
123

/$

/.!

𝐸78+9,*,,,-,/
123 Z 

(22) 

where the real perturbations are applied to the NOx emissions, 𝐸0+#,*,,,-,/, and the hyperdual perturbations are applied to the ϵ# 

space of the ISOP emission, 𝐸78+9,*,,,-,/.  Practically, this expression simplifies to 230 

 
∂#𝐶+",*,,,-.!,/U/

∂𝐸0+#,*,,,-,/ ∂𝐸78+9,*,,,-,/
YK𝐸0+#,*,,,-,/

123

/$

/.!

𝐸78+9,*,,,-,/
123 Z ≈

ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/
*'4 M

/
\

2𝑎#𝑝
−
ϵ#𝑝𝑎𝑟𝑡 [𝐶+",*,,,-,/

124 M
/
\

2𝑏#𝑝
 (23) 

The simplified semi-normalized cross-sensitivity using the hyperdual step method requires only one simulation with a hyperdual 

perturbation of NOx emission in the ϵ" space, 𝐻$ = 1 + 𝑎"ϵ" and ISOP emission in the ϵ# space, 𝐻6 = 1 + 𝑏#ϵ#,  and is given by 

 
∂#𝐶+",*,,,-.!,/U/

∂𝐸0+#,*,,,-,/ ∂𝐸78+9,*,,,-,/
YK𝐸0+#,*,,,-,/

123

/$

/.!

𝐸78+9,*,,,-,/
123 Z =

ϵ"#𝑝𝑎𝑟𝑡 W𝐶5%" ,*,,,-,/
123 M

/
X

𝑎"𝑏#
 (24) 

The first-order, second-order, and cross-sensitivities computed by the hyperdual step method have been shown to be numerically 

exact for the hyperdualized elements of the model (Fike and Alonso, 2011; Liu et al., 2024).  
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GEOS-Chem-hyd is evaluated against the hybrid first- or second-order sensitivities. We perturb emissions at every 235 

chemistry timestep, which is every 20 minutes (Philip et al., 2016) throughout a 24-hour episode. The first-order semi-normalized 

sensitivities are represented compactly as exemplified below 

 𝑆0+#
+" =

∂𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

K𝐸0+#,*,,,-,/
123

:#

/.!

 (25) 

where 𝑆0+#
+"  is the first-order semi-normalized sensitivity of first layer or ground level O3 concentrations to NOx emissions, and the 

second-order semi-normalized sensitivity as 

 𝑆0+#
(#)+" =

∂#𝐶+",*,,,-.!,/U/
∂𝐸0+#,*,,,-,/

# ^K𝐸0+#,*,,,-,/
123

:#

/.!

_

#

 (26) 

where 𝑆0+#
(#)+" is the second-order semi-normalized sensitivity of O3 concentration to NOx emissions. 240 

3 Results and Discussion  

3.1 Evaluation of first-order sensitivities from GEOS-Chem-hyd 

The implementation of GEOS-Chem-hyd was first evaluated by comparing the first-order semi-normalized sensitivities. 

Emissions of select species were perturbed domain-wide in hyperdual or real space for a 24-hour model run, and the influences on 

surface level concentrations of select species were assessed. The sensitivities from the hyperdual approach were compared with 245 

those from the central finite difference (FD) method, which were calculated with 5% multiplicative perturbations.  The first-order 

hyperdual sensitivities  have robust agreement with the FD sensitivities when the relationship of the emissions to the concentration 

is expected to be linear such as for 𝑆8+&
8+&, 𝑆0+#

0+&, 𝑆78+978+9, and 𝑆78+9
+='() (Figure 2, Table 1) as evidenced by the slopes and R2 values of 

the linear regression of the two sets of sensitivities approaching unity. The deviation from unity for some relationships expected 

to exhibit nonlinear behaviour (e.g., secondary aerosol formation) may be attributed to the model state changing with the FD 250 

method in a manner not required in the hyperdual approach.  These results promise robust implementation in the dual components, 

so the second-order sensitivities were next evaluated to assess whether the nonlinear behaviour is captured in the second-order 

sensitivities themselves. This degree of agreement is consistent with the evaluations conducted by Liu et al. (2024) for CMAQ-

hyd. 
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 255 

Figure 2. Comparisons of first-order semi-normalized sensitivities of the time-averaged concentration at the ground layer to the emissions 
throughout the 24-hour episode using the hyperdual step method (Hyd) and the central finite difference method with a 5% perturbation in each 
direction. The sensitivity plots are polychromed by the domain-wide perturbed emissions of SO2, NOx, or isoprene (ISOP) as indicated in the 
subscript. The superscript indicates the concentration. 𝑶𝑨𝒃𝒊𝒐 denotes organic aerosol attributable to biogenic sources. The calculated sensitivities 
are labelled at the bottom right corner of each panel. The left two panels show examples of gas-phase species concentrations with respect to 260 
corresponding emissions, while the right two panels show examples of aerosol-phase products with respect to their gaseous precursors. 

Table 1. The slopes and R2 values from the linear regression of the data in each subplot of Figure 2 in the corresponding order.  

First-order sensitivity: slope, R2  

𝑆8+&
8+&: 0.96, 1.00  𝑆8+&

0>":	1.17, 0.92 𝑆8+&
9?&.+:	1.14, 0.93 𝑆8+&

0>,: 1.17, 0.92 

𝑆0+#
0+&:	1.00, 1.00 𝑆0+#

+" : 1.00, 1.00 𝑆0+#
9?&.+:	1.22, 0.92 𝑆0+#

+='(): 0.95, 0.80 

𝑆78+978+9: 1.00, 1.00 𝑆78+9
+" :	1.01, 1.00 𝑆78+9

9?&.+: 1.01, 1.00 𝑆78+9
+='(): 1.02, 1.00 

 

The HEMCO model as well as some modules within GEOS-Chem were tested and refined incrementally to obtain these 

results. As noted in Section 2.2, only the necessary subroutines in HEMCO were hyperdualized to propagate sensitivities from 265 

concentration-based input to emissions. The first-order sensitivities from the GEOS-Chem external arrays to the HEMCO arrays 

evaluate well against finite difference (Fig. S1).  The aerosol thermodynamics equilibrium module, ISORROPIA, contributed to 

unrealistic sensitivities. These excursions were limited by maintaining the calculations in real space only within the activity 

coefficient calculations. By testing ISORROPIA in a standalone manner, this adjustment was shown not to alter the first- or second-
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order sensitivities substantially in the usual case of a stable result while eliminating the rare cases in which activity coefficient 270 

calculations led to extremely large sensitivities. This approach also improved computational efficiency marginally. Similarly, the 

gas-phase rate constants in the kinetic preprocessor were maintained as real rather than hyperdual to the same effect.  

To illustrate the impact of the model state changing in the FD approach, the spatial difference in sensitivities between the 

FD and hyd of ground-level, time-averaged O& concentrations to the domain-wide emissions of NOx are shown with different FD 

perturbation sizes (Figure 3b-c). The results demonstrate clear consistency between the hyd and FD sensitivities at small 275 

perturbation sizes (105%, 95%) as shown in Fig. 3b. However, as the perturbation size increases substantially (200%, 0%), the FD 

sensitivities increasingly deviate from the hyd benchmark, especially in chemically nonlinear regions such as East China (Fig. 3c). 

This divergence highlights the compounded effects of truncation errors and significant shifts in chemical regimes caused by large 

perturbations. Consequently, choosing an optimal perturbation size for FD calculations requires case-by-case adjustments tailored 

to specific species and chemical environments. On the contrary, the hyperdual method delivers accurate sensitivities without 280 

altering the model state. Because the coarse spatial resolution and linear averaging can dampen apparent nonlinearities in gas-

phase chemistry and mixing, spatial differences (Fig. 3b-c) were used to clearly highlight sensitivity variations resulting from 

different perturbation sizes. 

 

Figure 3. Map of (a) the first-order semi-normalized sensitivities of time-averaged, ground layer ozone concentrations with respect to domain-285 
wide, persistent hyperdual perturbation of NOx emissions. Spatial difference between the central finite difference (FD) and the hyperdual (hyd) 
for (b) FD sensitivities calculated with a 5% perturbation in each direction (105%, 95 %) and (c) FD sensitivities calculated with a 100 % 
perturbation in each direction (200 %, 0%). 

Furthermore, studies commonly employ forward or backward 

finite difference methods (Hammer et al., 2021; Cook et al., 2020), such 290 

as the “zero out” approach, rather than the more accurate central FD 

method. Comparisons of these FD variants against the hyperdual 

sensitivities (Figure 4) reveal pronounced discrepancies, particularly for 

the forward and backward FD, which underscores the challenges posed by 

nonlinear chemical interactions. Large perturbations amplify the 295 

inaccuracies arising from these simpler finite difference methods. 

Additionally, the discrepancies near zero show that subtractive 

cancellation errors are evident (Figure 4, inset). Near zero, some data 

points computed using forward and backward finite differences scatter on 

either side of the unity line, showing that each scheme can over‑ or 300 

under‑predict the hyperdual results depending on the local non‑linearity 

Figure 4. Comparison of first-order semi-normalized 
sensitivities of the time-averaged concentration at the 
ground layer to the emissions throughout the 24-hour 
episode using the hyperdual step method (Hyd) and various 
FD methods with a 100% perturbation in each direction. 
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and subtractive‑cancellation errors. These results emphasize the advantage of the inherent precision provided by the hyperdual 

method. 

3.2 Evaluation of second-order sensitivities from GEOS-Chem-hyd 

Evaluation of the second-order and cross sensitivities from GEOS-Chem-hyd was the final step in the implementation 305 

process. The second-order sensitivities derived from GEOS-Chem-hyd were compared with the hybrid approach described in Sect. 

2.3. Second-order sensitivities were effectively validated through comparisons between GEOS-Chem-hyd and the hybrid methods 

using one-to-one plots (Fig. 5) as was done for CMAQ-hyd (Liu et al., 2024). The hybrid method reduces the sensitivity of the 

second-order sensitivities to perturbation sizes (Berman et al., 2023). 

 310 

Figure 5. Comparisons of second-order semi-normalised sensitivities of the species indicated in the superscript at the ground layer averaged over 
the 24-hour episode to emissions of the species indicated in the subscript using the hyperdual step (Hyd) and the hybrid methods. The sensitivity 
plots are polychromed by the domain-wide perturbed emissions of SO2, NOx, or ISOP as indicated in the subscript. The calculated sensitivities 
are labelled in the bottom right corner of each panel. The left two panels show examples of gas-phase species concentrations with respect to 
corresponding emissions, while the right two panels show examples of aerosol-phase products with respect to their gaseous precursors. 315 
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Table 2. The slopes and R2 values from the linear regression of the data in each subplot in Figure 4 in the corresponding order. 

Second-order sensitivity: slope, R2  

𝑆8+&
(#)8+&: 0.18, 0.79  𝑆8+&

(#)0>,: 0.26, 0.47 𝑆8+&
(#)9?&.+: 0.20, 0.78  𝑆8+&

(#)0>,: 0.25, 0.45 

𝑆0+#
(#)0+&: 1.02, 1.00 𝑆0+#

(#)+": 0.98, 0.97 𝑆0+#
(#)9?&.+: 0.88, 0.96 𝑆0+#

(#)+=-./: 1.00, 0.91 

𝑆78+9
(#)78+9: 1.03, 1.00 𝑆78+9

(#)+": 1.00, 0.99 𝑆78+9
(#)9?&.+: 0.94, 0.99 𝑆78+9

(#)+='(): 1.00, 0.99 

 

The statistics of the linear regression of the data in each subplot of Figure 4 (Table 2) indicate that the agreement between hyperdual 

and hybrid sensitivities with respect to SO2 are poor while those with respect to NOx and ISOP are strong. As noted in Liu et al. 320 

(2024), the disagreement between the hybrid and hyperdual sensitivities for SO2 is attributable to the dependence on FD within the 

hybrid method, which introduce disagreement in the first-order sensitivities with respect to SO2 emissions (Fig. 2a-d). Consistent 

with this reasoning, the disagreement tends to reflect more spread in the hybrid results and less in the hyperdual for the second-

order sensitivity relationships with respect to SO2 emissions (Fig. 5a-d).  

The agreement of the hyperdual and hybrid sensitivities is much stronger for second-order sensitivities with respect to 325 

NOx and ISOP. The self-sensitivities, 𝑆0+#
(#)0+& and 𝑆78+9

(#)78+9, show strong agreement, with slopes of 1.02 to 1.03, respectively, and 

both R2 values being 1.00 (Table 2). Other gas-phase concentrations also show good agreement, consistent with nearly linear 

processes. The degree of agreement for 𝑆0+#
(#)9?&.+ is slightly less than that for 𝑆0+#

(#)0+& and 𝑆0+#
(#)+", indicating more nonlinearity in 

the formation process from NOx emissions to PM2.5 concentrations. The 𝑆0+#
(#)+='() relationship has a slope of 1.00 and an R2 value 

of 0.91, indicating no proportional bias between the hyperdual and hybrid sensitivities but some scatter. To further investigate the 330 

impacts of model state changes and the inaccuracy inherent in the FD method, consistent with the first-order sensitivity 

comparisons presented in Sect 3.1, we analyzed the spatial distribution of ground layer O3 concentrations to domain-wide 

perturbations of NOx emissions (Fig. 6). Panels (b-d) illustrate the spatial differences between central second-order sensitivities 

derived using the central FD method and the hyd approach. Subtractive cancellation errors significantly degrade sensitivity 

estimates for smaller perturbation sizes (105 %, 95 %), resulting in noisy and unreliable outcomes (Fig. 6b). Although larger 335 

perturbation sizes (150 %, 95 %; 200 %, 0 %) mitigate subtractive cancellation errors to some extent, noticeable truncation errors 

and unintended shifts in the model state persist (Fig. 6c-d). Consequently, the second-order central FD method becomes inaccurate 

and unsuitable for calculating derivatives within strongly nonlinear chemical systems. In contrast, the hyperdual method provides 

accurate second-order sensitivities without the susceptibility to subtractive cancellation or truncation errors, preserving the original 

model state throughout the calculation. This comparison demonstrates the value of the independence of the hyperdual sensitivity 340 

from perturbation-induced changes to the model state. 
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Figure 6. Map of the second-order semi-normalized sensitivities of ground layer ozone concentration averaged over the 24-hour episode with 
respect to domain-wide hyperdual perturbation of NOx emissions (a). Spatial difference between the central finite difference (FD) and the 
hyperdual (hyd) for (b) FD sensitivities calculated with a 5% perturbation in each direction (105%, 95%), (c) FD sensitivities calculated with a 345 
50% perturbation in each direction (150%, 50%) and (d) FD sensitivities calculated with a 100 % perturbation in each direction (200%, 0%). 

3.3 Computational cost of GEOS-Chem-hyd 

We assessed the overhead of the augmented GEOS-Chem-hyd model through direct comparison with the standard “base” 

GEOS-Chem on the National Science Foundation-supported Derecho cluster using 128 CPU cores. Both models were compiled 

in optimized “release” mode and executed for a 24 h simulation. Wall‐time for the entire model and each major process were 350 

determined via the built-in GEOS-Chem timers (Fig. 7). Hyperdual function calculations require 4-14 times that of a real function 

calculation (Fike and Alonso, 2011), which depends on the complexity of the function, the compiler behaviour, and the degree of 

optimization.  

The total wall time for GEOS-Chem-hyd was approximately 3.9 times the cost of the base GEOS-Chem run.  The FD 

approach would require three model runs without any tuning of the perturbation size, so this computational cost is competitive. 355 

The average memory usage for the base run was 10.6 GB while that for GEOS-Chem-hyd was 32.7 GB. Selective implementation 

of the hyperdual type provided some efficiency gains over the expected computational and memory increases.  The hyperdualized 

gas phase chemistry and photolysis processes increase the computational cost over the base model the most (Fig. 6). These 

processes include several nested loops, which may induce poor load balancing and extended computational tasks assigned to a 
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single core. The HEMCO model, which is not yet fully hyperdualized, only required 1.4 times the computational cost of the base 360 

HEMCO. Other processes had a computational requirement that would be comparable in cost to running the FD method, with the 

computational cost ranging from 2.3 to 4.2 times the base GEOS-Chem run. 

 
Figure 7. The computational time required for the base GEOS-Chem (left bar) in comparison to GEOS-Chem-hyd (right bar) in release mode. 
The wall time over a 24-hour time-averaged simulation is shown on the y-axis, and relevant processes are shown on the x-axis. The wall time for 365 
each process is shown in (a) while the total wall time for the simulations are shown in (b).  

 

3.4 Application of GEOS-Chem-hyd  

The hyperdual method efficiently provides source-oriented first-, second-, or cross sensitivities, which are complementary 

to the receptor-oriented sensitivities calculated with a model adjoint (Henze et al., 2007). Specifically, the hyperdual method is 370 

practical for simultaneously quantifying the impact of select input parameters on all model outputs. As such, the hyperdual method 

complements the adjoint by easily exploring the influence of a specific source on the entire set of concentrations (Jacobian rows), 

while the adjoint computes the influence on a select set of concentrations of all sources (Jacobian columns). The hyperdual 

approach also provides higher-order sensitivities, which would require differentiating the adjoint model or conducting numerous 

adjoint simulations. In contrast, the hyperdual method yields first- and second-order derivatives in a single model run, which 375 

enables the quantification of the influence of emissions of selected species on concentrations through nonlinear chemical reactions. 

As an example, the influence of NOx on key concentrations was quantified with a single GEOS-Chem-hyd simulation of 

August 1-8, 2019. The first- and second-order semi-normalized sensitivities of ground-layer O3, PM2.5, ammonium (NH4), and 

biogenic organic aerosol (OAbio) concentrations to NOx emissions provide adequate information for assessing how a fractional 

change in domain-wide emissions would impact the concentrations in any ground layer grid cell (Figure 8).   380 
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The first-order sensitivities of O3 

concentrations to NOx emissions are 

predominantly positive across most regions 

(Fig. 8a), indicating that an increase in NOx 385 

emissions will lead to an increase in O3 

concentration, and a reduction in NOx 

emissions will lead to a reduction in O3 

concentration. However, over industrial 

regions in East China (Fig. 8a), the first-order 390 

sensitivities approach zero or become slightly 

negative due to NOx titration effects, wherein 

direct emissions of NO (e.g., urban traffic or 

nighttime combustion) react with O3 to 

temporarily decrease local O3 concentrations. 395 

Therefore, reducing NOx emissions in such 

regions does not necessarily result in lower O3 

concentrations and may inadvertently lead to 

an increase in O3 concentrations due to 

reduced titration. The second-order 400 

sensitivities, 𝑆0+#
(#)+", are predominantly 

negative, indicating a convex nonlinear 

relationship. Accordingly, first-order 

estimates alone would indicate a larger 

influence of NOx emission reductions on O3 405 

concentrations than would occur. For example, 

in the central-west region of Brazil where the 

first-order sensitivity is approximately 15 ppb, 

a 20% reduction in NOx emissions should lead 

to a reduction of O3 concentrations by 3 ppb.  410 

However, including the second-order 

sensitivity of around -20 ppb adjusts this 

estimate for a 20% reduction in NOx emissions to a more realistic O3 concentration reduction of approximately 2.6 ppb. For highly 

nonlinear processes, approximating the influence of emissions controls requires considering these higher-order terms.  

The first-order sensitivity of PM2.5 to NOx emissions, 𝑆0+#
9?&.+,  is also predominantly positive (Fig. 8b). Over eastern China, 415 

the 𝑆0+#
9?&.+ is largely positive, which indicates that an increase in NOx emissions will lead to an increase in PM2.5 concentrations. 

However, for the second-order sensitivities, the 𝑆0+#
(#)9?&.+ (Fig. 8f) is predominantly negative, again implying potential 

overestimation of the contribution of NOx emissions to PM2.5 concentrations if neglecting the second-order term. The 𝑆0+#
9?&.+ (Fig. 

8b) and 𝑆0+#
0>, (Fig. 8c) have similar spatial patterns but a much smaller magnitude for the latter. 𝑆0+#

0>, indicates the extent to which 

Figure 8. First- and second-order semi-normalised sensitivities of time-averaged O3, 
PM2.5, NH4, and biogenic organic aerosol (OAbio) concentrations with respect to NOx 
emissions on the ground layer for a 1-week simulation. Panels (a-d) show the first-order 
sensitivities and (e-h) show the second-order sensitivities. 
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NOx leads to additional ammonium in the aerosol, which is only a portion of the total PM2.5 (Li et al., 2021). Similar to 𝑆0+#
(#)9?&.+ 420 

(Fig. 8f), 𝑆0+#
(#)0>, (Fig. 8g) are predominantly negative, which means a linear approach would overestimate the contribution of NOx 

emissions to NH4 concentrations. 

 The sensitivities of OAbio to NOx emissions exhibit significant regional variability. Biogenic organic aerosols are 

secondary organic aerosols (SOA) formed from isoprene and terpene oxidation and respond to NOx differently depending on the 

region. Over the continental US, Mexico, central Africa, Europe, China, and western Asia, the 𝑆0+#
+='() (Fig. 8d) is primarily 425 

negative, which indicates that increasing NOx would suppress OAbio formation whereas in the boreal eastern Russia, the 𝑆0+#
+='() is 

somewhat positive. This contrast arises from differences in volatile organic compound precursors, oxidant chemistry, meteorology, 

and land cover. Boreal conifer forests emit mainly monoterpenes (e.g., α-pinene), which are oxidized by nitrate radicals (NO₃) and 

OH to produce low-volatility organonitrates. Laboratory and field studies show that NO₃ reacting with monoterpenes yields 

significant aerosol nitrates (23–44%) (Ayres et al., 2015). Thus, in regions like eastern Siberia with abundant monoterpenes and 430 

seasonally strong NO₃, adding NOₓ boosts OAbio via organonitrates. By contrast, in high-NOₓ, isoprene-rich regions (e.g., SE US 

during daytime, urban plumes), NOₓ often suppresses OAbio. High NOₓ shifts isoprene oxidation away from low-NO pathways 

toward volatile nitrates. Studies have shown a net effect of a lower total OAbio when NOₓ is high (Zhang et al., 2017; De Sá et al., 

2017). In summary, NOₓ enhances OAbio formation where organonitrate pathways dominate (typically cooler, NOₓ-

limited/monoterpene areas), but can inhibit SOA where high-NOₓ truncates IEPOX or OH-driven yields (warmer, VOC-rich areas). 435 

These dynamics are evident in the sensitivities from this simulation. The inhibition caused by high-NOₓ can be seen in more 

industrial regions in the Eastern US, where there is a larger negative 𝑆0+#
+='() compared to other regions in the country (Fig. 8d). The 

second-order sensitivities tend to oppose the signal of the first-order sensitivity. Generally, in regions with positive 𝑆0+#
(#)+='() (Fig. 

8h), the 𝑆0+#
+='() is negative and vice versa. In select places like eastern China and central Peru, the negative 𝑆0+#

(#)+='() (Fig. 8h) is 

much greater in magnitude than the positive 𝑆0+#
+='() (Fig. 8d), which indicates significant nonlinearity.   440 

By combining these sensitivities with a selected fractional, domain-wide emissions change in NOx, a Taylor series 

expansion would show the expected change in average concentrations of any of the species under consideration (Wang et al., 

2022).  The addition of accurate second-order sensitivities can help researchers and environmental decision makers develop more 

accurate emission control strategies for pollutants such as O3 and PM2.5 that respond nonlinearly to precursor emissions. 

4 Conclusion  445 

We implemented the hyperdual step method in GEOS-Chem to create GEOS-Chem-hyd. This novel approach allows for 

the computation of numerically exact first- and second-order sensitivities in a single model execution.  GEOS-Chem-hyd provides 

a robust alternative to existing numerical methods, overcoming limitations such as subtractive cancellation and truncation errors 

inherent in the finite difference method. Moreover, it complements adjoint-based methods by efficiently addressing source-oriented 

sensitivities and nonlinear interactions. 450 

The evaluations conducted demonstrated robust agreement between GEOS-Chem-hyd and established methods. First-

order sensitivity comparisons with the central finite difference method showed strong alignment, particularly for linear 

relationships. Second-order sensitivities of nonlinear processes are difficult to evaluate so a hybrid hyperdual-central finite 

difference method (Berman et al., 2023) was employed. GEOS-Chem-hyd tended to show smaller spread where finite difference 

methods demonstrated dependence on the size of the real perturbation and subsequent model state.  455 
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GEOS-Chem-hyd was applied to understand the influence of domain-wide NOx emissions on the concentrations in each 

ground-level grid cell of O₃, PM2.5, NH₄, and OAbio. The second-order sensitivities typically moderate the change expected from 

the first-order sensitivity alone.  For the OAbio, the sensitivities varied regionally. For example, the NOₓ-induced formation of 

biogenic organic aerosols showed contrasting regional responses dependent on precursor chemistry, oxidant availability, and 

meteorological conditions. In short, this application demonstrates that GEOS-Chem-hyd may provide insights for environmental 460 

decisionmaker seeking to optimize emission reduction strategies or scientists estimating the influence of an emission on a pollutant 

of interest. 

The computational cost of GEOS-Chem-hyd is approximately four times that of the base model. Strategic variable 

conversion limited the overhead associated with hyperdual calculations. Accordingly, GEOS-Chem-hyd is competitive with 

existing sensitivity analysis methods. Future work includes fully integrating the hyperdual method within the Harmonized 465 

Emissions Component (HEMCO) for sector-specific applications. 

Overall, GEOS-Chem-hyd represents a substantial advancement for atmospheric sensitivity analysis in a widely used 

global CTM, offering precise insights into pollutant dynamics in a computationally feasible manner. GEOS-Chem developers may 

also find this augmented version useful for debugging the implementation of new code or for assessing the impact of a scientific 

advancement newly implemented in the model. Its accurate second-order sensitivities are valuable for understanding complex 470 

atmospheric chemistry interactions and improving the effectiveness of policy interventions aimed at mitigating air pollution 

impacts. 

 

 

Code and Data Availability. GEOS-Chem version 14.0.0 is available at https://github.com/geoschem/geos-475 

chem/releases/tag/14.0.0, and is archived at https://doi.org/10.5281/zenodo.7254984. GEOS-Chem-hyd is archived at 

https://doi.org/10.5281/zenodo.16575028 (Akinjole and Capps, 2025). Both the GEOS-Chem and the GEOS-Chem-hyd models 

are under MIT licenses. The input data configuration for the simulation experiments is available at 

https://doi.org/10.5281/zenodo.16575028 (Akinjole and Capps, 2025).    
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