
Reviewer 1: 
The paper introduces a Bayesian graphical causal inference framework to investigate solar 
radiation and temperature effects on dissolved gaseous mercury (DGM) concentrations. 
This is an exciting contribution with clear potential to advance environmental data analysis.  

- We thank the reviewer for this kind comment. We agree that it is our intention with 
this technical note to advance environmental data analysis in line with other fields 
that use Causal and Bayesian methods.  

However, major revisions are required to ensure that the method is applied following best 
practices and clearly communicated to a broader audience in environmental sciences who 
may not have a statistical background.  

- We agree with the reviewer that we must ensure that our proposed framework 
follows best practices and is communicated in a way that is applicable, 
understandable, and useful for a broader audience in environmental science, 

Major Comments 

1. Justification for Bayesian Approach 

The study does not explicitly demonstrate that frequentist methods fail or that Bayesian 
inference provides a clear empirical advantage. No comparison is made (e.g., between 
regression or structural equation models and their Bayesian alternatives) to show 
instability or bias under a frequentist framework. Since Bayesian methods are technically 
more complex, the manuscript should clarify when and why they are preferable and under 
what conditions their use provides meaningful benefits. 

- We thank the reviewer for the opportunity to justify our methodological choice of 
using a Bayesian approach. We agree that frequentist methods would not 
necessarily fail. However, we chose a Bayesian Data Analysis approach for three 
specific advantages that align with our framework: 
 Mediation analysis: A core component of our study is estimating indirect 

effects (Section 5). In a frequentist approach, estimating indirect effects, 
which involves the product of regression coefficients typically requires strong 
approximations (Delta method in Sobel test for example), or bootstrapping. 
The Bayesian approach allows the simple multiplication of posterior samples 
of the path coefficients to derive the posterior distribution of the indirect 
effect. We argue that the “up-front” complexity of the Bayesian setup is 
rewarded with a rigorous and straightforward quantifaction of mediation.  

 Formalising expert knowledge: Our framework aims to offer ways to formalise 
the use of expert knowledge. Bayesian approaches provide a mathematically 
consistent mechanism to encode physical constraints and domain 
knowledge for example in the choice of priors.  



 Regularisation: Even where prior knowledge is limited, the use of weakly 
informative priors provide regularization. This ensures stability in parameter 
estimation in situations with strong correlation of predictor variables, such as 
the relationship between solar radiation and temperature.  

- We have added a textbox in Section 4.5 summarising these justifications: 
 
Section 4.5 Textbox at #386: 

 

2. Temporal Novelty and Model Structure (#255) 

The authors claim that previous studies suffered from temporal limitations. While this 
study uses high-frequency data, the model itself does not incorporate time as a structural 
or dynamic dimension—it treats each time step as an independent observation. The 
manuscript should clearly explain how this approach differs from earlier studies and 
whether the higher temporal resolution truly enhances inference or simply provides finer 
data granularity. 

- We thank the reviewer for this observation. We agree that our models treat time 
steps as independent observations and that they do not explicitly model temporal 
dynamics for example through autoregressive terms. We have revised the 
manuscript in Section 4.1 to clarify that with “temporal limitations” of previous 
studies, which deployed discrete sampling strategies, we referred to their low 
sampling frequency rather than any limitations in their modelling strategy.  

- The high temporal resolution of the automated sampling deployed in our study is not 
only aiming for a finer granularity of the data, but it is a prerequisite for being able to 
separate direct and indirect effects for two specific reasons: 
 Solar radiation varies on a timescale of minutes, wheres sea surface 

temperature, as also highlighted by the second reviewer, responds more 
slowly due to the thermal inertia. We need a high time resolution to 
distinguish the immediate photochemical effects of sun radiation from the 
indirect and slower thermal effects. Low-frequency data would collapse the 
distinct timescales which makes the effects inseparable.  



 A second, yet more secondary reason is that large sample sizes lead to a 
more robust converge on posterior distributions, even if the prior 
assumptions are non-informative or weak.  

- We reflect these changes in Section 4.1 #309-319: 

 

3. Distributional Assumption for C_{MW} (#355) 

The assumption of a Normal likelihood for C_{MW}is weakly justified. While the Normal 
distribution is commonly used, its prevalence does not imply appropriateness; the appeal 
to the Central Limit Theorem oversimplifies environmental concentration data, which are 
typically multiplicative and right-skewed -- Figure 11(e) shows a long-tailed distribution. 
The authors could either demonstrate that residuals are approximately normal (supported 
by residual–fitted value plots) or acknowledge this limitation and discuss whether a log-
normal likelihood would be more appropriate. 

- We thank the reviewer for this observation and suggestion regarding the choice of 
likelihood for CMW . We agree that environmental data are often multiplicative and 
that the Normal distribution. To address the alternative of a log-normal likelihood, 
we have added the Appendix “Discussion on the distributional assumption for CMW.  
In this appendix, we plotted, as suggested, the residuals of the Normal model 
against fitted values (Figure G1) and concluded that the plot suggests an increasing 
variance with the mean of CMW.  

As a consequence, we implemented a modified model 𝑚𝑚4
𝑙𝑙𝑙𝑙𝑙𝑙 that uses a log-normal 

likelihood. We then compared the parameter estimates of the Normal and Log-
Normal models by calculating the implied effects on CMW , listed in Table G1.  
The results of this comparison show that all effect sizes differ by less than 1%, which 
is why we decided to accept the original Normal likelihood assumption. However, 
we have updated the main text at Section 4.5 to acknowledge the limitation of the 
Normal assumption, and we refer to the Appendix for the detailed analysis.  
Section 4.5 #429-430: 



 

- New Appendix G #932-962: 

 



 

4. Indirect Effects and DAG Interpretation (#520) 

For model m4, the paper discusses indirect effects through Sol → T_S → C_{MW} and Sol → 
W → C_{MW} but omits the valid multi-step path Sol → T_S → r_W → C_{MW}. The authors 
should clarify whether such compound mediation effects are included in the total indirect 
effect and provide clearer guidance on interpreting direct, indirect, and total effects from 
the DAG. 

- We thank the reviewer for pointing to the compound mediation path Sol → T_S → r_W 
→ C_{MW}. We have revised Section 5.2 (just before Table 4) and added a note in the 
table to acknowledge this additional path. We clarify that the multi-step path 
contributes only weakly to the total indirect effect due to the small estimated effect 
of sea surface temperature on pump speed b_{r,t}, and which, unlike the estimated 
effect of sol on pump speed b_{r,s}, contains zero in its 90% credible interval (Table 
F1). Consequently, we do not interpret the compound path Sol → T_S → r_W → 
C_{MW} as a substantively important mediation mechanism in model m_4.  



 
- Changes in Section 5.2 #626-633: 

 

- Change in Table 4: 

 

5. Limitation of dependence on DAG specification (#665) 

The causal conclusions rely on the correctness of the assumed DAG structure in many 
aspects, in addition to independence, mis-specified relationships or omitted variables - 
such as unmodeled nonlinear effects or unobserved confounders - could lead to 
misleading causal inferences. The authors should discuss the potential impact of those 
DAG misspecification. 

- We thank the reviewer for suggestion to include a discussion on the potential 
misspecification of causal models. We agree that the causal conclusion derived 
from observational data depends on the assumed causal structure and that DAGs, 
as representation for assumed causal structures, can be misspecified through 
omitted variables, incorrect directions of cause-and-effect, or inadequate functional 
assumptions which can affect the causal interpretation of the results. We have 
therefore revised the manuscript to explicitly reflect and discuss these limitations. 



In Section 3, when introducing the framework for causal inference, we clarify that a 
key function of graphical causal models is to make the researchers’ prior causal 
assumptions explicit which opens these assumptions to criticism and possible 
refinement. Furthermore, as part of the discussion in Section 6, we explicitly state 
that the causal conclusions are conditional on the assumed causal models and that 
DAGs are not immune to misspecification. We introduced Table 5, which 
summarises a set of possible DAG misspecifications such as omitted confounders, 
unmodelled nonlinearities and missing or misdirected edges, discusses their 
potential impact on the results, and provides general mitigation strategies.  
 

- Changes in Section 3 #239-249: 

 

- Section 6.1 #684-688 and Table 5: 

 

 

 

 



Minor Comments 

1. #330 
 
The priors (e.g., Normal(0.5, 1), Normal(0.5, 0.5)) appear somewhat arbitrary and 
not elicited from domain experts. The study would be strengthened by (a) 
justifying these priors through expert input or empirical reasoning, or (b) using 
uninformative priors. 

- We thank the reviewer for raising the point regarding the justification for the choice 
of priors. We have revised the paragraph that provides the rationale and the role of 
the used priors in Section 4.5.  
Specifically, we now explicitly state that the priors are weakly informative rather than 
expert-elicted or non-informative, and we explain why this choice is appropriate for 
our analysis. We further added a clarification that uninformative priors are not 
generally preferable in applied regression models, and we refer to recent 
methodological work that recommends weakly informative prior as a principled 
default in BDA (Lemoine, 2019). Finally, we also emphasise that the plausibility of 
the priors was asses using prior predictive simulations. 
 

- Section 4.5 #4481-454: 

 

 

 

 



2. #445 
 
Please clarify how model convergence was assessed under the Bayesian MCMC 
framework. Including trace plots or diagnostics is important for verifying 
convergence. A useful reference is: Reich, Brian J., and Sujit K. Ghosh. Bayesian 
Statistical Methods. Chapman and Hall/CRC, 2019. 

- We thank the reviewer for suggesting to improve the documentation of the model 
convergence under the Bayesian MCMC framework in the manuscript. We have 
revised the manuscript accordingly to explicitly describe how we assessed 
convergence, including visual trace plots. In Section 4.9 (Paragraph Workability) we 
refer to a new appendix section (Appendix H) that presents trace plots and provides 
a detailed discussion of the convergence assessment.  

- Section 4.9 #503-504: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



- New Appendix H #964-975: 

 

 

 

 

 

 

 

 

 



3. #445 
 
Both R2 and WAIC are reported and appear consistent. However, if they diverged, 
how should this be interpreted? A short explanation of their conceptual difference 
would improve clarity. 

- We thank the reviewer for this suggestion. We added in Section 4.9 a brief 
clarification on the difference between R^2 (in-sample explanatory fit) and WAIC 
(expected out-of-sample predictive accuracy estimate). We also discuss how a 
potential divergence can be interpreted.  
 

- Addition made to Section 4.9 #518-521: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4. #605 
 
Figure 13(b) seems to show narrower confidence intervals than (a), but this is hard 
to discern. The figure could be redesigned for better contrast. Also, revise the 
phrasing “noisier but also more reliable,” as “noisier” typically suggests lower 
precision. 

- We thank the reviewer for suggesting to improve Figure 13 (b). We have revised the 
Figure to improve contrast and interpretability by plotting now the posterior mean 
regression functions and their associated 95% posterior credible intervals instead of 
the earlier posterior predictive simulations which included observational noise.  
This change allows for a better direct visual comparison of the effect sizes. We have 
also revised the corresponding Section 6.1 to remove the “noiser” term and to 
clarify why model m4  provides a less biased and more causally interpretable 
estimate by accounting for mediating and confounding processes.  
 

- Revised Figure 13:  

 

 
 
 
 
 
 



- Section 6.2 (former 6.1) #711-721: 

 

5. #615 
 
The rationale for preferring graphical causal models over alternatives (e.g., Granger 
causality, potential outcomes) is generally sound. Graphical models do enhance 
transparency and facilitate the integration of mechanistic knowledge. However, they 
do not eliminate assumptions or guarantee correctness. Traditional causal 
frameworks are not inherently “non-transparent” but rely on different theoretical 
foundations. Acknowledging this nuance would make the argument more balanced. 

- We thank the reviewer for suggesting a more balanced comparison between 
graphical causal models and other causal frameworks. We have therefore revised 
Section 6.2 to clarify that alternative causal frameworks are not inherently non-
transparent but instead formalise assumptions using different constructs such as 
exchangeability assumptions. We further emphasise that the primary contribution of 
graphical causal models lies in making prior causal assumptions explicit and 
inspectable rather than removing prior assumptions altogether. 
 

- Section 6.3 (former 6.2) #731-737: 

 

 



6. #805 
 
Appendix E Figure E1, used to validate statistical independence, could be clearer. 
Adding fitted lines with distinct colors for different temperature levels would 
improve readability and interpretation. 

- We thank the reviewer for suggesting adding fitted lines with distinct colours to the 
scatter plots. We have revised Figure E1 accordingly.  

 


	Reviewer 1:

