Response to Review #2

We thank the reviewer for taking the time to read the manuscript and provide feedback. The
clarity of the manuscript has been improved by incorporating the reviewer’s suggestion. The
reviewer’s comments are in plain text. Our response is in blue, and modifications to the text are
indented, with line numbers provided. Please note that when we refer to a figure, we use the
figure number from the revised manuscript.

Review 2:

This manuscript explores the effect of differential stress on reaction hydration dynamics. The
results show that the patterns of fractures and fluid pathways depends on the differential stress: 1)
in tension (sigmal < sigma 2 where sigmal is normal to the side boundaries of the model domain
in a pure shear sense), the branching fracture patterns are dominant, which helps with fluid
reactions in the interior of the domain, thus further fracturing the interior, and 2) in compression,
(sigmal > sigma 2), spalling patterns are dominant, which limits fluid reactions from happening
in the interior of the domain that can further fracture the domain. The paper discusses the
implications for a few relevant tectonic settings. Overall, the paper is very good and would be a
useful contribution with minor revisions.

Major comments (and questions):

1. Methodology: It would be useful for readers to have a system of equations being solved
here so that it is clear how the equations presented in the main text fit into the larger
system of equations. The method can be clearer, i.e. the circular disks seem to not overlap
but it would be helpful to explicitly state this. What are the boundary effects if there is no
layer of unreactive disks and how was the thickness of this layer chosen? Why are the
three other boundaries impermeable? It is unclear what the imaginary pipes between
disks are (each disk pair has a pipe between them? how is the length of the pipe chosen?
is this the full length of the two disk in the direction normal to both disks or perhaps just
the overlap?) and are these already scaled to be 1% of the actual pore space (is the
aperture is already 1%)? How are these imaginary pipes connected or how do they
become connected? I assume these pipes are constant in aperture through its length. How
do the water filled cracks become connected? When there is an isolated crack, does it
ever increase in volume more than the amount of water that is already there since no fluid
is coming in to fill in?

To address all the questions in this comment, we have expanded the methods of the manuscript,
explicitly describing the methodology of Okamoto and Shimizu, 2015 and Shimizu and Okamoto,
2016, and have added a cartoon of the pore network setup to Figure 2. However, for clarity we
directly answer specific questions here as well:



It would be useful for readers to have a system of equations being solved here so that it is clear
how the equations presented in the main text fit into the larger system of equations.

We have added equations describing the contact laws and explicit integration of particle
displacement to the manuscript in Lines 100-1585, as well as equations describing the fluid flow
(Lines 237-249).

“the circular disks seem to not overlap but it would be helpful to explicitly state this.”

Overlap of disks is used to calculate the contact force and displacement; the remaining overlap
upon disk displacement represents the elastic strain on the bond. However, the degree of overlap
is small because the stiffness of the disk contacts is high. We add to Line 141:

Compression results when disks overlap and tension results when bonded disks are
displaced further from each other.

“What are the boundary effects if there is no layer of unreactive disks and how was the thickness
of this layer chosen?”

We add the following text to the manuscript, addressing the question (Line 377):

“...to minimize the effects of forced alignment of disks along the boundary (Fig. 1).
Exclusion of this layer results in artificially high apparent strengths of the bonds between
the first disks to react.”

The boundary layer was chosen to be just thick enough that there is some irregularity at the
initial reaction front, but thin enough so that the unreactive layer does not impact the bulk
strength of the model.

“Why are the three other boundaries impermeable?”

The sides are impermeable (free fluid boundaries) to mimic standard experimental setup. When
the top boundary is permeable, large flow rates develop across the model that significantly
increase the computation time, and therefore we made it impermeable for computational
efficiency. We add the following to the text (Line 253):

...mimicking standard experimental setup (i.e. Uno et al., 2022), and they also prevent
long computation times that arise from continuous, rapid flow within fractures between
the fluid supply and draining boundaries

It is unclear what the imaginary pipes between disks are (each disk pair has a pipe between
them? how is the length of the pipe chosen? is this the full length of the two disk in the direction
normal to both disks or perhaps just the overlap?) and are these already scaled to be 1% of the
actual pore space (is the aperture is already 1%)?

The flow algorithm follows the pore network method (Fatt, 1956). As written in Lines 138—140,
“In both cases [bonded disk contacts and cracks], imaginary pipes are placed between disks to
represent flow channels, and the volumetric flow (Q) through the channel is calculated using the
laminar flow equation.” These pipes do not store fluids. The length of the pipe is the geometric



mean of the radii of the disks defining the contact. The unstressed apertures of the pipes are not
explicitly related to the porosity of the model, but are chosen relative to the reaction rate based
on the desired inverse Damkohler number (phi_m). Therefore, while the pore spaces are scaled
by 1%, the pipes are not. We have added additional discussion of the fluid flow algorithm to
Lines 235-249, and added a cartoon to Figure 2.

How are these imaginary pipes connected or how do they become connected?

Pipes channel fluids between pores. Therefore, they are connected if they share a pore.

I assume these pipes are constant in aperture through its length.
The pipes are constant in aperture.
How do the water filled cracks become connected?

We clarify that all pores are water filled, but it is their fluid pressure that changes throughout the
simulation. They become connected when they are part of a chain of pipes and pores that connect
to the pores at the base of the model where the pore pressure is prescribed as a boundary
condition. Note that in Figure 3 we called the red and black features “cracks.” We have changed
this to “fractures” because these features are chains of cracks and pores, and apologize for
confusion that this could have caused.

When there is an isolated crack, does it ever increase in volume more than the amount of water
that is already there since no fluid is coming in to fill in?

The volume of pores and the aperture of cracks can all change due to elastic deformation. When
the volume of a pore increases, and there is insufficient fluid supply to compensate, the fluid
pressure decreases. We have added Eq. 7 and Eq. 8, which shows this, to the text.

2. Methodology: It is unclear how the volume increase is taken into account for the
chemical reactions. Is it an isotropic volume increase (the disk increases in sizes and can
overlap)? These models are in two dimensions, are there expected differences if you were
to increase to a third dimension (spheres instead of disk)? How does the total solid + fluid
volume imposed? Is it some local volume defined by a region surrounding the reacting
disk? It is hard to understand how mass is conserved with all these parameterizations.

As with comment 1, we expand the methods section significantly. This should answer most of
the questions in comment 2. However, for clarity we directly answer specific questions here as
well:

It is unclear how the volume increase is taken into account for the chemical reactions. Is it an
isotropic volume increase (the disk increases in sizes and can overlap)?

The volume increase is isotropic across each disk. The disk radius increases. We have added Eq.
10 to the manuscript.



These models are in two dimensions, are there expected differences if you were to increase to a
third dimension (spheres instead of disk)?

One possible impact is on the connectivity of fracture networks, which should be sensitive to the
number of dimensions. However, this is beyond the scope of the current study.

How does the total solid + fluid volume imposed? Is it some local volume defined by a region
surrounding the reacting disk? It is hard to understand how mass is conserved with all these
parameterizations.

Fluids are consumed from pores. The solid volume increase upon 100% hydration is 50%, and
the fluid volume decrease (consumption) is 70%. The net volume change of —20%.

The solid volume increases uniformly over a disk once it acquires a reacting surface, but the
fluid volume decreases within pore space in a given hydraulic sub-domain based on the reaction
rate, Z, which is uniform for all disks that sound the pore space, and the total volume of the
surrounding disks within the hydraulic sub-domain (Figure 2¢). We have added discussion to
Lines 328 — 333.

The disks are randomly placed initially. If these models were to be repeated 1000 times, is there
a spread of the model results? In particular, would you get the same answers from every model
as shown in Figure 5?

Studies indicate that the variance in model behavior in uniaxial compression, uniaxial tension,
and brazil tests depends on the disk count. We use ~3,150 disks, which is intermediate compared
to similar studies that use around 400-10,000 disks. Based on our disk count, we expect a 7-15%
coefficient of variation in the uniaxial tensile strength if we run strength tests on many models.
While this could result in small changes to fracture patterns and to the stress at which distinct
shifts between spalling and branching fracture occur, the overall trend should not be affected. We
have included an additional set of simulations with different random initial disk configurations in
a new section of the supplement (Fig S2) that show similar behaviors to those in Figure 3—6, and
have added the following text to the main text (Line 208):

Although the packing of disks in the model domain is random, previous work indicates
that the variance of model behavior due to differences in the initial disk packing is small
(Shimizu et al., 2010). An additional set of simulations with a different initial disk
packing (Fig. S2) displays similar behavior to those in Fig. 3—6.

3. Why is it that the authors chose to run simulations at IMPa which is not reflective of the
environments that they are trying to capture? Why not run simulations at larger confining
pressures?

Stability issues arise in the current formulation of the model at higher effective confining
pressures (Line 393). Current work is in progress to investigate the impact of the effective
confining pressure on reaction-induced fracture. The effective confining pressure in the mantle
wedge corner is not well-constrained because the fluid pressure might vary from low to



lithostatic. Keeping the effective confining pressure constant in this study allows us to isolate the
impact of differential stress. 1D stress profiles (e.g. Ulven et al., 2014, Dargi et al., 2025) seem
to imply that the trend in the fracture evolution with differential stress identified in this study is
likely to still hold at elevated effective confining pressure although the transition from branching
to spalling patterns likely occurs at higher differential stress than predicted at 1 MPa effective
confining pressure.

Minor comments

1. The figures are good at illustrating what is written in the main text but they can be
improved. The figures themselves could be larger along with the labels. It would be
clearer if there are labels for the models, i.e. T1,H1,C1 etc or
tension/hydrostatic/compression like in figure 4. Typo in Figure 5 legend: there is a
missing minus sign for the 5.

Thank you for pointing out the typo. We have added run labels to Figures 3—6. We have also
increased the size of the figures which results in an increase in label fonts..

2. Line 159: How much faster are reaction rates here compared to nature? References for
this? The ratios of fluid flow rates to reaction rates are a nice way to explore this but it is
unclear how they fit into the system of equations and how realistic they are as compared
to nature.

The rate of serpentinization observed in the lab depends on the temperature and grain scale
(Malvoisin et al., 2012). However, the reported rate for 50-63um diameter powders at 300C is

equivalent to Zmax = 10_85_1 in our model (Shimizu and Okamoto, 2016, Malvoisin et al.,

2012). We add the following to the methods section (Line 361):

The chosen Z - is roughly 8 orders of magnitude larger than observed in lab

experiments on olivine powders at 300C (Shimizu and Okamoto, 2016, Malvoisin et al.,
2012).

3. What is Delta? This is not explained anywhere until stated as ‘bulk reaction completion'
in Figure 5 caption. This needs to be explained much earlier since it appears in Figure
2,3.,4. It is also confusing that there is a Delta in the supplementary material that is
‘average reaction degree' in section S2 and Figure S2. Please fix this.

We apologize for the error in the supplement. These Deltas represent the same quantity. Delta has
been changed to bulk reaction completion in section S3 and Figure S3. We add a definition for
delta to Line 383:

Models were run to a bulk reaction completion, Delta, of 1.5-3.0% depending on the
computation time.



4. A recent paper, Olive et al 2025, showed possible compression at the mid-ocean ridges
that would be interesting to discuss.

This paper is relevant, especially considering the wide occurrence of mesh textures at mid-ocean
ridges. We add the following discussion to Line 674:

Recent studies have reported that normal faults that form in the mid-ocean ridge
environment may be reactivated as thrust faults as the oceanic plate moves away from the
ridge (Olive et al., 2024), indicating that o , can become subnormal to faults. Therefore,

one additional possibility is that mesh-texture serpentinites formed under this condition,
although it is not clear how much fluid can migrate down such faults that are being
compressed.

5. It might be useful to the community to have a discussion in relation to what the results
mean in the context of the fluid flow modeling at subduction zone that one of the authors
is part of [Wilson et al 2014, Cerpa et al 2017,2019, 2025].

We have added the paragraph below, discussing the implication of our modeling results to fluid
flow modeling results listed above by the reviewer (Line 805):

The results here are applied to the stagnant mantle wedge corner, which is at relatively
low temperatures and likely undergoes brittle deformation. Modeling studies by Wilson et
al. (2014) and Cerpa et al. (2017, 2019, 2025)on fluid flow in a viscously deforming
solid, indicate compaction pressure gradients generated by deformation of the solid
matrix may impact fluid migration (McKenzie, 1984; Spiegelman, 1993). While they
apply the model to regions in subduction zones that are generally at higher temperatures
and pressures (higher Maxwell number) where brittle deformation is discouraged, as
discussed in Cerpa et al. (2025), brittle deformation, such as reaction-induced fracturing,
may occur within their model domain of the subducting slab where the temperature is
relatively low. Within the slab, both dehydration and hydration reactions can occur,
potentially inducing reaction-induced fracturing. As shown in our study, the pattern of
such fractures depends on the state of stress, impacting fluid migration. The slab tends to
experience downdip tension at intermediate depths due likely to the slab pull, a key
driving force of subduction (e.g., Isacks and Molnar, 1971; Vassiliou and Hager, 1988),
but the details of stress distribution are impacted by various factors, such as the elastic
bending of the slab at the trench and subsequent unbending downdip (e.g., Hasegawa et
al., 1987), lateral bending due to margin curvature (Wada et al., 2010), and interaction of
the slab with the transition zone and the lower mantle (Goes et al., 2017), and the age and
the strength of the slab (Chen et al., 2004). Therefore, the style of reaction-induced
fracture is likely to spatially vary with the stress orientations within the slab, and the
combined effects of the permeability structure due to reaction-induced fractures and
compaction pressure gradients due to viscous deformation may generate a complex
pattern of fluid migration.



Synthesis of the two approaches would be valuable but is beyond the scope of the current
modeling study.

6. In the supplementary section 1, when the authors talked about fully reacted case, do you
mean to 3\% completion or everything is reacted?

These models are 100% reacted because their purpose is to calibrate the properties of 100%
reacted disks. We have adjusted the wording from fully reacted to 100% reacted, and unreacted
to 0% reacted.

7. Do the horizontal dimensions change the model results like the vertical extent does?

Because the fluid supply is roughly symmetric along the horizontal dimension, the horizontal
dimension affects the decay of stress away from the reaction front (Saint Venant’s Principle;
Timoshenko and Goodier, 1970). Therefore, the effect of the horizontal dimension should
become significant only when it is small. In the endmember where the horizontal dimension is
very small, the tensile stress due to the volume expansion would be large and concentrated near
the reaction front (e.g. Dargi et al., 2025), making branching fracture easier. As the horizontal
dimension increases, the tensile stress depends on the height of the model as discussed in Text
S4.
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