Response to Review 2 of egusphere-2025-444

We are thankfull to the referee for their time reviewing our manuscript and for their helpful
remarks. Please find below our point by point response to the review. The comment of the
referee are shown in blue and our response in black below. Proposed modifications of the
manuscript are shown in green with page and line numbering corresponding to the preprint
version of the article.

This paper is of high quality, discussing various implementation strategies for Richards
equation in snow cover models. It focusses on an improved treatment of the dry limit of the
equation, as well as on a tight coupling with phase changes. This indeed addresses one of
the outstanding questions in the field of snow modeling. Some simple test cases are run,
to demonstrate the various approaches and setups. The writing is mostly of high quality. |
generally think that the paper can be published, after taking my minor considerations into
account.

I have a few issues with somewhat more important feedback.

1. I would like to see the discussion of existing literature improved. It is too focused on the
recent studies, and too focused on the SNOWPACK and CROCUS models. Examples:

* L31: "it has been proposed in the last decade": | think the earliest implementation of
Richards equation in a snow model | am aware of is Jordan 1983
(https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/WR019i004p00979), but
there is also work by Colbeck, lllangasekare et al., 1990. | think Daanen and Nieber
(2009) were also using Richards equation in their model, before SNOWPACK. |
think the paper should provide a bit more historical context, even though there is not
a need to do an extensive literature review. It's more that | think it's important to
provide a proper historical perspective and context.

* The sentence in L61 "Rather, snowpack models rely on a ... 1D framework" is too
generalized and not acknowledging the work that has been done extending
modeling to 2D and 3D. For example the work by researchers Webb, Leroux,
Hirashima. | would like to see the work of those researchers, and maybe others |
overlooked, included in the discussion.

Following the remarks of the two referees we propose to modify the introduction to better
discuss articles using Richards’ equation (with or without a matric potential gradient)
before their implementation into SNOWPACK or Crocus. We will also mention the
simulations performed in multi-dimensions aimed at explicitly representing preferential flow
in snow. We propose to rewrite the paragraph starting L27 to

“A simple and largely employed way of representing liquid water percolation in 1D
snowpack models is the so-called bucket-scheme. In this picture, snow layers are
expected to retain liquid water until a certain threshold, after which all liquid water is
instantaneously transferred downward (Bartelt and Lehning, 2002, Vionnet et al., 2012,
Sauter et al., 2020). While this implementation is numerically efficient, it cannot capture
certain effects, such as capillary barriers, capillary rise, or the finite dynamics of the
percolation process. On the other hand, a more detailed description of liquid water flow in
snowpacks can be achieved by explicitly solving the liquid water budget under gravitational
and capillary forces, i.e. Richards' equation (Richards, 1931capillary, Colbeck, 1974,
lllangasekare et al., 1990, Daanen and Nieber, 2009). Richards' equation has notably
been implemented in the detailed 1D models SNOWPACK (Wever et al., 2014) and
Crocus (d’Amboise et al., 2017). This more advanced description has notably been shown
to better capture the timing associated with the wetting of the snowpack (Wever et al.,
2015). In the case of significantly wet snow, capillary forces become negligible and the
driving force of liquid water flow reduces to gravity only (Colbeck, 1972). This offers a



simplified version of Richards' equation, for instance implemented in the SNTHERM 1D
model(Jordan, 1991). However, note that implementations based on the standard 1D
Richards' equation cannot represent preferential flow, which is crucial to fully capture the
complexity of liquid water percolation in snowpacks (Marsh and Woo, 1985, Schneebeli,
1995, Waldner et al., 2004). Explicit representations of preferential flow in snow have been
proposed in the literature. A first broad class of strategies is based on modelling the
snowpack in multi-dimensions, allowing the formation of fingering flows in response to
snow heterogeneities (Hirashima et al., 2014, Leroux et al., 2017, Leroux et al., 2020)
and/or instabilities in the wetting front (Moure et al., 2023). These studies offer valuable
insights on the physical mechanisms responsible for the formation of preferential flow in
snow. A second strategy, which is compatible with a 1D framework, is the use of a dual-
domain percolation model (Wever te al., 2016, Queno et al., 2020).”

2. Section 2.2.1: | think it is critical to discuss that this discrepancy in the dry limit is partly
because drying water retention curves are being used (i.e., water retention curves derived
from drying snow samples). In a wetting snow sample, the water retention curve may
actually nicely approach 0 residual water content. Hysteresis has been used in snow
modeling in other studies: Leroux and Pomeroy (2017):
https://www.sciencedirect.com/science/article/pii/S0309170817300040.

To the best of our understanding, it is true that WRCs that has been obtained under
draining condition tend to diverge at a finite LWC while imbibition curves can be better-
behaved and reach a vanishing LWC. This is notably visible in recent numerical
experiments of Bouvet et al. (preprint; EGUsphere). If we are not wrong this comes from
the fact when draining, the liquid phase can become isolated and suction applied at the
boundary of the sample therefore cannot moved the water inside. We will mention this
point in the manuscript. However, we think that the use of hysteresis does not fully solve
the problem. First, some hysteresis model predicts a divergence of the WRC at a finite
LWC both for the drying and wetting curves (for instance in Leroux and Pomeroy, 2017).
Secondly, the divergence of the draining WRC remains a problem, as it would suggest that
once wet snow cannot be dried again. We propose to add L159:

“The use of a WRC with a hysteresis distinguishing the drying and wetting curves (for
instance as in Leroux and Pomeroy, 2017) could partially mitigate this problem, as wetting
curves can reach a vanishing LWC (Bouvet et al., preprint). However, even in this case,
the issue of a diverging WRC at a finite LWC remains a problem for drying snow.”

3. | think that the paper currently insufficiently discusses that implicit methods can be
numerically stable, but still that doesn't mean that they are accurate. | think this is
important to convey to the reader. So for example, | would not write in the conclusions:
"which can run with timesteps of 15 min and above", without immediately making a remark
about the accuracy of the solution. The reason I'm saying this, is because in Fig. 4, it looks
like that the most advanced models perform worse at the largest time steps. That is just
something to be very careful about. | also wonder if it is not better to show two Figures for
Fig. 4: one where each numerical approach is tested for time step sensitivity, by taking 1s
simulations for each of the approaches as a benchmark. And the other the current Fig. 4,
showing the estimated accuracy under the assumption that Model 1 at 1s timesteps can
serve as a benchmark. That would also more clearly deal with the fact that if model 1 run
at 1 second time step is considered the reference for determining error-statistics, like
RMSE, it is quite obvious that model 1 performs best and creeps closer and closer to the
reference simulation when the time step reduces. | wonder if Models 3-5 actually just have
another solution, and that for that reason, their performance is relatively constant,
compared to the benchmark.



Indeed, the robustness and accuracy of model are two relatively independent metrics.
What we wanted to mean by “which can run with timesteps of 15 min and above” and that
some models are actually able to solve Richards’ equation with such a timestep, without
the need to internally drop the timestep. Of course, increasing the timestep results in a
degradation of the accuracy. This will be mentioned in the manuscript L539:

“which can run with timesteps of 15 min and above without the need for a shorter internal
timestep (although using large timesteps naturally results in a degradation of the
simulations' accuracy), while the non-regularized models require shorter timesteps to
handle liquid water percolation.”

We will also specify L426 that while choosing model 1 is not neutral. That being said it can
still be motivated, notably because operator-splitting is known to introduce errors (Connors
et al., 2014):

“Finally, we note that using model 1 as a benchmark is not neutral, as it places this model
in a specific position compared to the others. This choice was made as we expect its
physics to be the most cleanly defined (without diverging WRC and artificial displacement
of the residual LWC to circumvent this divergence) and that the use of operator-splitting is
known to introduce errors (Keyes et al. 2013, Connors et al., 2014).”

For figure 4, we think it is important to keep in mind that models 4 and 5 (and 3 to some
degrees) require the use of an adaptative timestep that drops below 15min. So while the
default timestep size is large, the resolution of the liquid water percolation actually occurs
at a short timestep. This gives them an advantage compared to the models that stick to the
default timestep size. We will mention this point in the manuscript L465:

“Note that because of the presence of an adaptive timestep for solving liquid water
percolation, the value of the default timestep size should be interpreted with caution in
Figure 4. Indeed, as models 4 and 5 (and 3 to some degree) require small adaptive
timesteps, their solving of liquid water percolation actually occurs with a timestep much
lower than the default value. This gives them an advantage in terms of RMSD, as errors
stemming from the temporal discretization of Richards’ equation are reduced in the
process.”

Finally, we have run the other models at 1s to see their behavior with vanishing timesteps.
What we found is that:

- Models 1 and 2 converge to the same solution (and model 1 converges a bit faster as
illustrated in Figure 4).

- Models 4 and 5 do not converge to this solution.

- Model 3 does not converge to this solution neither.

While it could be expected that models 4 and 5 do not converge to the same solution as 1
and 2 since they have a slightly different physics for their WRC, the fact that model 3 do
not agree with 1 and 2 is more surprising as they in principle share the same physics. Also
it is unclear that model 3, 4, and 5 actually converge when the timestep is reduced. Below
are the output of model 3 in test case 3 have performed simulation with timesteps 112s,
1s, and 0.25s. While the solution at 112s is very close to that of the benchmark with model
1, model 3 gets further away from it every time the timestep is reduced. Notably a drop of
0.75s between the 1s and 0.25s produces a significantly different results. Unfortunately,
the numerical cost of running the models at even smaller timestep is to high to see if the
model eventually converges to a solution with smaller timesteps.
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After investigation it seems that this behavior is related to the presence of phase changes.
We performed simulations with phase changes (either by having the snowpack at the
fusion point with rain input, or by having a cold snowpack with radiation input), and model
3 because equivalent to model 1 in this case (as expected as they now represent the
same physics). But we were not able to further pin-point the origin of this behavior.

This will be mentioned in the manuscript L468:

“As expected, the overall trend is a decrease of the RMSDs with small timesteps.
However, while the unregularized models 4 and 5 perform similarly as the other models
with large default timesteps, they do not show a clear decrease of error at smaller
timesteps. Our understanding is that the strategy of modifying the residual LWC based at
the start of each timestep impacts the physics and changes the solution to which the
models converge with small timesteps. This results in a plateau or even an increase of the
associated RMSDs in Fig.4. However, it further appears that model 3 does not show a
clear convergence for vanishing timesteps as well, despite having in principle the same
physics as model 2 and 3. This is visible in the tendency of the RMSD model 3 to plateau
for timesteps below 225s. After investigation, we found that model 3 actually diverges
away from the benchmark solution for very small timesteps (of the order of the second).
The same behavior for very small timesteps was seen for models 4 and 5 as well. This is
puzzling as it suggests that either (i) models 3, 4, and 5 require timesteps well below 1s to
reach convergence, or that (ii) they do not have a converging solution with vanishing
timesteps. Unfortunately, due to high numerical cost, we were not able to run the models
well below the 1s timestep to further explore this behavior.”

We will also mention this point in Section 5.3 L490 :

“However, as explained in Sect. 5.2, it appears that the models with phase changes
decoupled from heat conduction and liquid percolation (i.e. models 3, 4, and 5) do not yield
well-converged solution with timesteps of 1 s. While we were not able to precisely explain
this behavior, the fact that it appears in models 3, 4 and, 5 might suggest that it is linked
with the use of operator-splitting for phase changes. However, this point needs to be
further investigated. Therefore, the standard practice of operator-splitting seems to be
overall well-justified, at least with timesteps of the order of 900 s and when representing
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the interaction of matric flow with heat conduction and phase changes in snowpack
models.”

| also have a few minor comments:

L68: "effective”" may require a definition in this context.
We will specify why macroscopic properties in porous medium are called effective L68:

“In this framework, snow is characterized by macroscopic material properties (sometimes
referred to as effective properties, as they characterize the behavior of the porous medium
treated as an equivalent homogeneous material; Auriault et al., 2009)”

L79: "neglecting the influence of water vapor": isn't the effect of water vapour included in
lambda, as is common for snowcover models?

Taking into account the effect of water vapor in the snow requires to modify both the
energy conservation and mass conservation equations. In the case of energy, this can
indeed be done by increasing the thermal conductivity under the assumption that water
vapor is highly reactive with the ice matrix, but this approach does not directly work in the
case of a less reactive vapor (Calonne et al., 2014). Also taking into water vapor
movement in the presence of liquid water remains an open question. Thus, we have
decided to neglect water vapor transport all together in this article. This should have been
mentioned as an overall simplifying assumption at the start of Section 2 rather than
mentioned in the case of the energy equation only. In line with a comment from Referee 1,
we propose to remove the mention to water vapor L79 and to mention it with other
simplifying assumptions L72:

“As we focus this article on liquid water percolation, we neglect several processes at play
in snowpacks, such as metamorphism or water vapor transport, in order to simplify our
analysis.”

Section 2.1: | found this section somewhat overly complex. | don't fully understand why the
possibility of phase changes is not directly included in Eqg. 1. Now, Eq. 5 is basically
incompatible with Eq. 1, because melt is introduced at a later stage. | think this section
could be simplified in this regard.

Our idea was to start from the homogenized equation that has been derived in Calonne et
al., (2014) and to add the missing ingredient of melt/refreeze. In retrospect, we agree that
this overly complexified the presentation. Following this comment, we will reshape the
section to directly present Eq.(5) with a source term due to phase change.

“As a first equation governing the evolution of a snowpack, we consider the energy
conservation of snow, understood here as the combination of the ice matrix and the air
within (and excluding potential liquid water). The temporal evolution of the snow energy is
given by a classical conservation equation, i.e.

[ENERGY BUDGET OF SNOW WITH PHASE CHANGE TERM]

where hs is the energy content of snow (expressed in J m3, Fcona the heat conduction flux
(in W m?), Qabs a volumetric energy source (in W m) due to shortwave absorption within
the snowpack (Van Dalum et al., 2019, Picard et al., 2024), and Qr<eze the energy
absorbed/released during freezing/melting (in W m=).”



Also to streamline the presentation of the equation, the discussion on the thermodynamic
equilibrium condition between the ice and liquid water phase has been entirely moved to
Section 2.4.

“In order to close the system of equations, it is necessary to provide an expression for the
freezing rate Mfreeze. This is done by defining both the thermodynamical equilibrium
between ice and liquid water and the dynamics with which this equilibrium is restored.
However, to the best of our knowledge, there is no broadly accepted theoretical or
experimental work providing the dynamics of melting or freezing of water in snow (Moure
et al., 2023). As most snowpack models (e.g., Jordan, 1991, Bartelt and Lehning, 2002,
Vionnet et al., 2012, Sauter et al. 2020) we assume (i) that liquid water and the snow are
in thermodynamical equilibrium (which means that the melting/freezing dynamics can be
assumed as infinitely fast) and (i) that this equilibrium occurs at the single temperature To.
However, we note that these assumptions are not systematic in snowpack models. First,
the recent article of Moure et al. (2023) proposes to relax the assumption of local thermal
equilibrium and to introduce a finite rate of phase change, derived from the upscaling of
the Frenkel-Wilson equation. This implies that the ice and liquid water temperatures in a
snow sample are in general different and can be above or below the fusion point To. This
modeling framework, composed of four partial differential equations, is briefly presented in
Appendix A. However, as observed in the Appendix, the timescale of relaxation towards
local thermodynamical equilibrium appears to be much smaller than the timescale of
matric water movement and heat diffusion considered in this manuscript, which supports
the standard assumption of local equilibrium in snowpack models. Also, due to capillary
effects, the thermal equilibrium between the ice and liquid water phases technically occurs
on a temperature range rather than at a single temperature. This effect is commonly taken
into account in soil models through a so-called soil Freezing Characteristic Curve (soill
FCC; Devoie et al. 2022). Some snowpack models have proposed to introduce a similar
FCC for snow (Daanen and Nieber 2009, Dutra et al., 2010, Clark et al., 2017). While the
FCC of snow could in principle be computed from the WRC of Sect. 2.2 (as done for
instance in Daanen and Nieber, 2009model, Li et al., 2023), this would represent a
significant increase in the complexity of the snow representation. Indeed, the simple
equilibrium condition that ice and liquid water can only coexist at TO would have to be
replaced by an implicit equation relating the temperature to the matric potential. However,
we note that the computation of a FCC from a diverging WRC implies that
thermodynamical equilibrium cannot be reached with a LWC below the divergence point
(Daanen and Nieber, 2009), and thus that regularizing the WRC is a necessary step to
model a dry material.

Under our assumptions, the total energy content of both the snow and liquid water h=hs +
Pw Lius Bw = Cp (T-To) + pw Lius Bw, the temperature T, and the LWC 6,, become directly
related: in the case where h is below the fusion value, 8., vanishes and T<Ty; in the case
where h is above the fusion value, 6y is proportional to the excess of energy and T=To.
Specifically, the liquid water content and the temperature can be expressed as a function
of the total energy

[EQS FOR T AND 6w]

Thus, the snowpack becomes governed by solely two PDEs: the total energy budget and
the total mass budget. These equations can be obtained by combing Egs. (1), (6), and
(11), which yields

[TOTAL ENERGY AND TOTAL MASS EQS]



Note that the rate of freezing/melting Mreeze has been eliminated from the system of
equations. It can still be derived as a diagnostic from the closure of Richards' equation. It
physically corresponds to the amount of frozen and melted water required to maintain the
local thermodynamic equilibrium.”

L162: "as snow below the fusion is considered dry". In fact, an argument that is sometimes
used is that snow contains a thin water film, even below zero. And that for that reason, it
can be assumed that theta is never truly O in snow. I'm not sure what the authors think
about this argument.

As far as we understand, there are two main ways to justify the presence of liquid water
below 0°C (neglecting the role of salts/impurities that can also change the fusion point of
ice).

The drop of liquid water’s pressure due to capillarity forces changes the fusion
temperature. Just like in soil, snow thus technically does not melt at a single temperature,
but rather over a temperature range following a Freezing Characteristic Curve (FCC), a
point that we neglect in our study. This FCC is directly related to the WRC (Daanen and
Nieber, 2009, Li al., 2023). The asymptotic divergence of the van Genuchten law at 0.02
that is usually chosen in snow models implies that snow with less 0.02 of liquid water
cannot exist (or that if it exists it is out of equilibrium and that the ice would melt to restore
at least 0.02 of water), which seems in contradiction with observations. Thus, while it is
true that a more realistic representation of snow should include a FCC, diverging WRCs at
finite LWC lead to rather unrealistic FCC.

A second argument for the presence of liquid water below 0°C could also be the notion of
the so-called quasi liquid layer (QLL) or pre-melting layer. From our point of view (which
might be wrong), the existence of a QLL does not really corresponds to the existence of
the liquid water phase as predicted by the diverging van Genuchten law. First, the QLL
usually spans a few molecular layers. Doing some back of the envelop computations with
a 10 molecular layers QLL, a surface density of 12 molecules/nm2 (Wei et al., 2001) and a
specific surface of 1000 m?*m3, the resulting LWC is of about 10° m?*m?3, which is far less
than the 0.02 usually found in snow sciences.

Following our response to the comment on Section 2.1 (and a comment by Richard
Essery’s review) we propose to specify in Section 2.4 that liquid water can technically exist
below 0°C due to capillary effects:

“Also, due to capillary effects, the thermal equilibrium between the ice and liquid water
phases technically occurs on a temperature range rather than at a single temperature.
This effect is commonly taken into account in soil models through a so-called soil Freezing
Characteristic Curve (soil FCC; Devoie et al. 2022). Some snowpack models have
proposed to introduce a similar FCC for snow (Daanen and Nieber 2009, Dutra et al.,
2010, Clark et al., 2017). While the FCC of snow could in principle be computed from the
WRC of Sect. 2.2 (as done for instance in Daanen and Nieber, 2009model, Li et al., 2023),
this would represent a significant increase in the complexity of the snow representation.
However, we note that the computation of a FCC from a diverging WRC implies that
thermodynamical equilibrium cannot be reached with a LWC below the divergence point
(Daanen and Nieber, 2009), and thus that regularizing the WRC is a necessary step to
model a dry material.”



L165: If one would set the hydraulic conductivity to 0, it would be possible to suppress any
liquid water flow and tiny liquid water amounts. So it is not a given that there is a tendency
for percolation, | think.

It is indeed true that the percolation could be stopped by only applying the reduction of the
residual LWC to the WRC and not the hydraulic conductivity. This way, the hydraulic
conductivity will reach zero when the LWC drops below the residual LWC. We will rephrase
L165 the manuscript to precise this point:

“Furthermore, this technique requires the residual LWC to be artificially modified, in order
to remain strictly below the liquid water content at all times. If this modified residual LWC is
applied to both the WRC and the hydraulic conductivity, snow containing very little liquid
water will tend to percolate, even though the unmodified WRC would rather imply that the
liquid water should be held still under capillary forces. Percolation could be stopped by
keeping a hydraulic conductivity that vanishes at the residual point, but the physical link
between the WRC and the hydraulic conductivity (Mualem, 1976) would then be partially
lost.”

L204: "for melting refreezing event in" is a somewhat broken phrasing
Indeed, there are some missing words L204:

“There are two potential ways to account for a melting or refreezing event in the ice budget

L.]

L205-206: This is actually not the case in SNOWPACK. Maybe it was removed at some
point, since Bartelt and Lehning 2002 is cited. But I'm quite sure that phase changes
translate volumetric contents between the ice and water phase. If models refreeze by
increasing volumetric ice content, and melt by reducing element length, repeated melt-
freeze cycles basically generate artificial ice layers, because it is an inconsistent approach.
The current approach and reasoning in SNOWPACK is exactly what is described in L209-
L212.

We are very sorry to have misreported the strategy used in SNOWPACK to treat melting.
Our confusion came from reading the SNOWPACK source code, that we have obviously
badly interpreted. It is indeed clearly written in Eqgs. (46) and (47) of Bartelt and Lehning
(2002) that melt and refreezing are treated symmetrically. We will rephrase L205 to
indicate that we follow the same strategy as in SNOWPACK, which we also think makes
more physical sense:

“There are two potential ways to account for a melting or refreezing event in the ice budget
while respecting mass balance: it can be either viewed as a decrease or increase in
density at constant volume, or as a loss or gain of volume at constant density. Depending
on the snowpack model, these two possibilities have been employed to represent melt. For
instance, melt is treated as a decrease of thickness at constant density in the Crocus
model (Vionnet et al., 2012) and a decrease of density at constant thickness in
SNOWPACK (Bartelt and Lehning, 2002). The justification for the former choice follows the
observation that melting snow is usually of a high density, and thus that the melting
process should not act as a de-densification mechanism. Yet, as phase changes occur
directly within the snow microstructure, at the surface of the porous ice matrix, we rather
believe that both melting and refreezing impact the snow density, without direct impact on
the thickness, as done in the SNOWPACK model.”

L219: "Replacing Eq. 5 ..." is somewhat broken phrasing.
Following the rewriting of Section 2.4 we propose to write:



“Thus, the snowpack becomes governed by solely two PDESs: the total energy budget and
the total mass budget. These equations can be obtained by combing Egs. (1), (6), and
(11), which yields

[TOTAL ENERGY AND TOTAL MASS EQUATIONS]”

L328: "we discretize as well" not sure this is proper phrasing
We will rephrase to

“For the computation of the liquid water flux, the gradient of the matric potential is also
computed based on the average values in the cells and the center-to-center distance.”

L333: "when on the of the cell" needs rephrasing
Here “on” should have been “one”:

“the liquid water flux vanishes when one of the cell is impermeable”

L346-347: "get stuck in cycles". | would say instead of the algorithm diverges, the solution
diverges. And instead of get stuck in cycles, | would say that the solution oscillates.

If the referee agrees, we prefer not to use the word solution (which for us corresponds to
the final result that satisfies the discretized equations once the algorithm converged) but
iterations instead. We propose to rephrase the sentence to:

“In other words, it is possible for the algorithm to produce diverging iterations or even to
produce iterations that oscillate without converging to the solution.”

L361-362: This sentence is a bit unclear. | assume that this is not shown in the paper, so |
would write: "This did not modify the results (not shown)." To signal to the readers that this
is not further discussed.

Yes, the results are mentioned but not shown neither further discussed in the paper. We
will follow the proposition of the referee:

“As this did not modify the results of the article (not shown), it will not be further
discussed.”

L372: "evolution of density". When there is melt, the density can change very rapidly. |
suggest to write "the timescales for snow compaction”.

The decoupling introduced here is between the density evolution due to phase changes
and the evolution of the heat and liquid water contents. So the timescale involved in this
decoupling is the evolution of the density due to phase change and not only compaction.
We propose to rephrase the sentence L372 to specify that this assumption might be
invalid in case of strong melting.

“The motivation behind it is that the timescale for the evolution of the density is usually
longer (of the order of a day, unless in case of abrupt melting) than that of the energy and
LWC evolution (of the order of an hour or less).”

L397-398: "To better capture the generally steep gradients of density, temperature, ..., near
the surface" is more accurate phrasing I think.
We will rephrase L397 the sentence according the referee proposition:



“This yields a realistic stratigraphy, with thinner cells near the surface in order to better
capture the generally steep gradients of density, temperature, and liquid water content
near the surface.”

L405: "radiation"
This will be corrected.

L426: | think a brief explanation of what can be seen needs to be added. For example that
the daily cycles can be seen in panel a, that ponding can be observed, etc. In this light, |
was wondering if the liquid water that can be seen at the snow/soil transition is coming
from above, or generated from below due to the soil heat flux? Or is it a suction from the
soil that is somehow considered?

We will provide a brief description of the main phenomena observed in Figure 2. We
propose to add L426:

“As seen in the figure, the first test case shows diurnal surface melt with liquid water
infiltrating deeper in the snowpack day after day. Note that a significant amount of liquid
water is retained around the 20 cm horizon. This coincides with an abrupt drop in the snow
SSA, which acts as a capillary barrier. In the second test case, surface melt is less
pronounced due to the lower input radiative fluxes. The constant rain input produces a
steady percolation of the liquid water that reaches about the middle of the snowpack after
a day. In the last test case, the abrupt rain input results in a fast movement of the
percolation front through almost the whole snowpack. As in the first test case, a significant
amount of liquid water is retained around the 20 cm horizon. In these three cases, liquid
water is produced directly at the bottom of the snowpack in response to the 10 W m? heat
flux from the warm ground. In the absence of such heat flux, the bottom of the snowpack
would remain dry until liquid water percolates through the whole snowpack.”

Fig. 2b: To me, it looks like the pattern of meltwater infiltration is inconsistent with what
was written on L416: “a constant rain flux ...lasting the whole simulation”. Because around
0.5 day into the simulation, the downward percolation stops. | think with continued rain,
this should also continue to percolate further. Maybe this is something the authors can
double check, or explain in the manuscript what exactly happens in the simulation.

You are right that rain was missing in the simulation. After checking the input forcing we
realized that the rain flux was actually turned to zero for this simulation set up. We are
sorry for this mistake, and re-ran the simulations with rain this time.

The results now show water percolating during the whole simulation, in accordance with
the constant rain input. The differences between the models remain overall the same, and
thus this does not change the results and discussion of the article.

L457: "can be efficiently cheapen” not sure about this phrasing.
Following the remark of Richard Essery, we will rewrite the end of the sentence to “can be
made more efficient”.

Fig. 3: There is no need for colors in fact, since each panel shows one line. | think it might
be easier to interpret the figure when it is black and white, but | leave it up to the authors.
It is true that the color are unnecessary in this figure, as the models are already separated
by panels. Our idea was to the use the same color scheme as in Figure 4 to ease the
comparison of the figures. We done two new version of the Figure, with and without
colored line in the panels (the text on the left have been changed to black to ease
reading).
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We have a preference for the colored line version, as it seems less cluttered, but we do
not have any problem changing it if required.
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