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Abstract.

Trustworthy estimates of snow water equivalent and snow depth are essential for water resource management in snow-
dominated regions. While ensemble-based data assimilation techniques, such as the Ensemble Kalman Filter (EnKF), are
commonly used in this context to combine model predictions with observations therefore to improve model performance, these
ensemble methods are computationally demanding and thus face significant challenges when integrated into time-sensitive
operational workflows. To address this challenge, we present a novel approach for data assimilation in snow hydrology by
utilizing Long Short-Term Memory (LSTM) networks. By leveraging data from 7 diverse study sites across the world to train
the algorithm on the output of an EnKF, the proposed framework aims to further unlock the use of data assimilation in snow
hydrology by balancing computational efficiency and complexity.

We found that a LSTM-based data assimilation framework achieves comparable performance to state estimation based on
an EnKF in improving open-loop estimates with only a small performance drop in terms of RMSE for snow water equivalent
(+ 6 mm on average) and snow depth (+ 6 cm ), respectively. All but 2 out of 14 ESTM-site-speeifie-site-specific-LSTM config-
urations improved on the Open Loop estimates. The inclusion of a memory component further enhanced LSTM stability and
performance, particularly in situations of data sparsity. When trained on long datasets (25 years), this LSTM data assimilation
approach also showed promising spatial transferability, with less than a 20% reduction in accuracy for snow water equivalent
and snow depth estimation.

Once trained, the framework is computationally efficient, achieving a 70% reduction in computational time compared to
a parallelized EnKF. Training this new data assimilation approach on data from multiple sites showed that its performance
is robust across various climate regimes, during dry and average water-year types, with only a limited drop in performance
compared to the EnKF ( +6 mm RMSE for SWE and +18 cm RMSE for snow depth). This work paves the way for the
use of deep learning for data assimilation in snow hydrology and provides novel insights into efficient, scalable, and less

computationally demanding modeling framework for operational applications.
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1 Introduction

When studying the hydrological cycle in mountain regions, one cannot underestimate the key role played by snow (Bales et al.,
2006); indeed, for snow-dominated catchments, today’s snow is tomorrow’s water. In these regions, the snowpack functions
as a natural freshwater reservoir and is a primary source of streamflow, particularly during spring and summer (Fayad et al.,
2017). Information on the state and distribution of snow cover, therefore, provides helpful information to characterize seasonal
water storage (Zakeri et al., 2024), seasonal to annual water availability (Metref et al., 2023), and several cascading socio-
hydrologic implications (Avanzi et al., 2024). In other words, reliable estimates of Snow Water Equivalent (SWE) and snow
depth in snow-dominated environments are essential for effective and timely management of water resources (Hartman et al.,
1995).

However, the models used in operational snow hydrology are hampered by uncertainties (Beven, 2012). Uncertainties arise
from the accuracy and reliability of the equations and their discretization used to numerically represent physical processes
on a computer (structural uncertainty), as well as from model inputs (e.g., meteorological uncertainty) and model parameters
(parametric uncertainty, see Girotto et al., 2020). To constrain this uncertainty, independent snow-related data sources such as
ground-based measurements or remotely sensed measurements can be used (Tsai et al., 2019), but all observations are also sub-
ject to inherent uncertainty in the form of unknown observation and representation errors (Gascoin et al., 2024; Van Leeuwen,
2015). Ground-based snow measurements, for example, are limited to environmental conditions at the point-scale, which are

often influenced by instrumental noise as well as local distortions by wind, topography, and vegetation, which pose challenges

at the scale of a model grid cell (Malek et al., 2017). It is also worth mentioning that their representativeness is expected to

degrade in the future due to evolving climate and land surface conditions, further limiting their utility for large-scale modellin
efforts (Cowherd et al., 2024b). In contrast, remote sensing provides spatially explicit information, but its measurements are

frequently constrained by a coarse spatial resolution and additional uncertainties in retrieval algorithms (Aalstad et al., 2020).
Given the uncertainties inherent in both models and measurements, data assimilation presents a promising framework to
optimally combine them (Evensen et al., 2022), so as to provide a statistically optimal estimate of the snowpack state. In the
recent decade, snow data assimilation has progressed from a limited number of case studies to more established and widely used
techniques (Largeron et al., 2020; Girotto et al., 2020; Alonso-Gonzdlez et al., 2022), largely driven by advancements in satellite
data products and computational resources (Houser et al., 2012; Aalstad et al., 2018; Deschamps-Berger et al., 2023; Lievens
et al., 2022; Mazzolini et al., 2024). Commonly assimilated variables include snow-covered area (SCA) (Margulis et al., 2016),
snow depth (Girotto et al., 2024) and SWE (Magnusson et al., 2014). Recent research has also begun to explore the potential
of thermal infrared sensors and radar data (Alonso-Gonzélez et al., 2023; Cluzet et al., 2024). From a methodological point of
view, while traditional methods such as direct insertion or nudging (Boni et al., 2010) are still widely used, research interest in
this field is increasingly shifting towards Bayesian data assimilation techniques such as the Ensemble Kalman Filter (EnKF)

and the Particle Filter (PF) (Evensen et al., 2022). These Bayesian methods, which account for uncertainties both in the model
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and the observations, have demonstrated significant improvements in predictions of snow and streamflow variables (Huang
et al., 2017; Alonso-Gonzdlez et al., 2022; Metref et al., 2023). On the other hand, they typically incur high computational
costs (Girotto et al., 2020), which are often incompatible with operational procedures (Pagano et al., 2014).

The high computational cost of ensemble-based (Monte Carlo) data-assimilation techniques such as the EnKF and the PF
arises from the need to perform a large ensemble (collection) of model predictions, which can strain computational capacity
and extend processing times (Evensen et al., 2022). Consequently, the deployment of these ensemble-based techniques in
real-time applications can be challenging, necessitating efficient algorithms and robust computing infrastructure to ensure
timely and accurate results. Decreasing such computational requirements would allow one to obtain estimates with a shorter
turnaround and/or to increase model complexity with the same computational burden. In this context, it is worth mentioning
the work of Oberrauch et al. (2024), one of the few studies that addresses the challenge of implementing a particle-based
data assimilation scheme for large-scale, fully distributed, near real-time snow medeling-modelling applications, effectively
balancing computational feasibility with operational efficiency.

Recently, Deep Learning (DL) has gained attention for its ability to model complex system dynamics without requiring
detailed knowledge of physical processes or relying on strict structural assumptions (Sit et al., 2020). Based on interconnected
neural networks, these model architectures excel at learning system dynamics from large datasets, and may overcome the
structural limitations that challenge traditional physically-based models (LeCun et al., 2015; Murphy, 2023). Among the most
commonly used Deep Learning architectures, Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber,
1997), a type of recurrent neural networks, can memorize internal system states and capture long-term dependencies between
inputs and outputs. LSTM networks have demonstrated significant success in predicting time-series data, particularly in hydro-
logical applications, where they have shown comparable performance to traditional physically-based models (Fan et al., 2020;
Chen et al., 2023; Kratzert et al., 2018, 2019). Due to the strong temporal autocorrelation and memory of the snowpack (Fiddes
et al., 2019), these networks appear to be especially well suited for snow analysis.

In the broader field of operational hydrology, Boucher et al. (2020) pioneered a novel ensemble-based data assimilation
approach leveraging neural networks. However, the use of Deep Learning for data assimilation remains largely underexplored
in the field of snow hydrology. One exception is the recent study by Guidicelli et al. (2024), who combined ensemble-based
data assimilation with Deep Learning to improve spatio-temporal estimates of SWE using sparse ground track data in the
eastern Swiss Alps. This approach utilized an Iterative Ensemble Smoother, an iterative batch-smoother variant of the EnKF,

in conjunction with a degree-day model to reconstruct SWE temporal evolution, while a feedforward neural network (FNN)
facilitated spatial propagation based on topographic features. As a more recent exception of combining Deep Learning and
snow data assimilation, Song et al. (2024) developed an LSTM-based framework to assimilate lagged observations of SWE or

satellite-derived snow cover fraction (SCF) over the western U.S., aiming to improve seasonal snow predictions. While their

approach further consolidates the potential of Deep Learning for data assimilation in snow hydrology, it relied on a relativel

simple assimilation setup, dealing with long lagged time step rather than a consequential and quasi real time approach. Other
than these initial attempts, and the body of work on stand-alone Deep Learning for snow medeling-modelling (Cui et al.,
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2023; Daudt et al., 2023), the potential of combining advanced Deep Learning and data assimilation algorithms for predicting
snowpack dynamics remains largely unexplored.

Building on the concept of Deep Data Assimilation introduced by Casas et al. (2020) and Arcucci et al. (2021) as well as
a growing literature of related methods (Cheng et al., 2023), this research aims to enhance data assimilation methods in snow
hydrology by proposing an alternative approach for assimilating snow-related quantities, specifically SWE and snow depth,
through the use of LSTM networks. These networks will be trained on the output from an EnKF, with the goal of improving
snowpack estimations while minimizing computational efforts. Here we utilize S3M, a hybrid temperature-radiation-driven
cryospheric model (Avanzi et al., 2022), as our dynamical model combined with the state analysis (updates) of an EnKF to
train an LSTM to assimilate SWE and snow depth data in S3M for 7 disparate study sites across the northern hemisphere. The
study will focus on investigating four main research questions: (i) What is the performance of a LSTM network in filtering,
especially in comparison with an EnKF? (ii)) How does the performance of the network respond to data sparsity? (iii) Is it
feasible to transfer an LSTM algorithm trained on one site to other sites without a significant loss in performance? (iv) How

does the performance of the model vary between different types of water years?

2 Materials and Method
2.1 Data

When working with Deep Learning algorithms, the quality of the dataset is crucial, as the performance of the trained net-
work will highly depend on it (He et al., 2019). Hence, in this study we employed high-quality, pre-processed datasets from
long-term, internationally acknowledged snow research stations across the northern hemisphere (Figure 1). The datasets used
where those of precipitation (nm /h), solar radiation (W / mz), relative humidity (%), air temperature (°C), and daily average
temperature (°C) along with SWE (mm /h) and snow depth (cm) ground measurements.

Here is a list of the station locations, along with their associated reference papers and abbreviations:

» Torgnon, Aosta Valley, Italy — TRG (Filippa et al., 2015).

* Col De Porte, Isere, France — CDP (Lejeune et al., 2019).

* Weissfluhjoch, Davos, Switzerland — WFJ (Wever, 2017).

* Kiihtai, Tirol, Austria — KHT (Krajci et al., 2017).

* FMI-ARC Sodankyld Geophysical Observatory, Finnish Lapland — FMI-ARC (Essery et al., 2016).
* Nagaoka, Japan — NGK (Avanzi et al., 2019).

* Reynolds Mountain East, [daho, USA — RME (Reba et al., 2011).
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The sites were selected to ensure geographic and climatic diversity, spanning various regions that are exposed to a variety of
snow climates (Sturm and Liston, 2021), (see Table 1 and Table 2). The characteristics of the site vary widely, with elevations
ranging from lowland areas such as Sodankyld (179 m) to high alpine environments such as Weissfluhjoch (2540 m). Annual
and winter precipitation varies significantly across different locations, ranging from relatively dry areas like Torgnon, with an
annual average of 794 mm, to much wetter regions such as Nagaoka, which receives 2773 mm per year. For this comparative
analysis, winter is defined as the meteorological winter in the northern Hemisphere, spanning the months of December through
February. Air temperature ranges reflect this environmental diversity, encompassing cold alpine regions, temperate meadows,

and wetlands.

Site Description Altitude (m a.s.l) | MAP (mm) | MWP (mm) | MAAT [min,max] (°C)

TRG Subalpine grassland 2160 794 161 3 [—15,20]

CDP Grassy meadow 1325 1896 550 6 [—13,17]

WFJ Almost flat area 2540 1631 391 —1[-21,17]

KHT Steep alpine valley 1920 1131 186 3[—18,22]
FMI-ARC Large wetland area 179 551 125 0 [—35,27]

NGK Flat meadow 97 2773 1104 12 [-5,36]

RME Unsheltered mountain area 2137 817 350 5 [—20,30]

Table 1. Geographic and climatic characteristics (annual precipitation and air temperature statistics) at the selected study sites. MAP=mean

annual precipitation (mm), MWP= mean winter precipitation (mm), MAAT = mean annual average temperature (°C)

Site Peak SWE (mm) | Peak Snow depth (cm) Snow cover duration Snow Type
TRG 312 11 From October to May Tundra
CDP 414 14 From November to May Maritime
WEFJ 802 23 From October/November to August Tundra
KHT 347 15 From October/November to mid June Tundra
FMI-ARC 197 8 From October to May Boreal Forest
NGK 381 14 From Novemeber to April Maritime
RME 529 17 From October to May Montane Forest

Table 2. Summary of snow characteristics at the selected study sites. Snow classification by Sturm and Liston (2021).

The record period for each dataset varied depending on the timeframes available at each site. To ensure uniform application
of the algorithm, all datasets were resampled to a 1-hour frequency using linear interpolation. This hourly resolution resolves
day-night cycles of melting and refreezing, revealing air temperature fluctuations and their relationship with snowpack outflow.
In addition, it enables the evaluation of the precipitation dynamics, the primary mass input to the seasonal snowpack (Avanzi
etal., 2014).



Measurement errors used in the data assimilation process (see Section 2.3) were assigned according to the specific instru-
mentation utilized at each site, drawing from a combination of expert knowledge and relevant literature ( see Tab. Al in the
Appendix).

Based on data sparsity—defined as the presence of 80% or more of the record period containing missing data—or a low

135 temporal data granularity (i.e., temporal frequency coarser than 1 hour), the datasets were categorized into two groups:

* Low data sparsity: NGK, KTH, FMI-ARC, and RME datasets.

 High data sparsity: CDP, TRG, and WFJ datasets.

STUDY SITES

60.0

60.0

300 = 300

-120.0 150.0

Figure 1. Geographical distribution of study sites used for snow modeling and data assimilation: (left) Reynolds Mountain East (RME) in
the United States, (center) European sites including Col De Porte, Isere, France , Weissfluhjoch, Davos, Switzerland (WFJ), Torgnon, Aosta
Valley, Italy (TRG), Kiihtai, Tirol, Austria (KHT) FMI-ARC Sodankyld Geophysical Observatory, Finnish Lapland (FMI-ARC) in Finland,
and (right) Nagaoka (NGK) Japan. Map created using the Free and Open Source QGIS.
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2.2 The Model: S3M 1D

"Snow Multidata Mapping and Modelling (S3M)" is a spatially distributed cryospheric model developed to compute the snow
mass balance and estimate snowmelt using a combined temperature index and radiation-driven melt approach (Avanzi et al.,
2022). S3M also includes processes such as snow settling, liquid water outflow, changes in snow albedo, and the partitioning
of precipitation phases. S3M is the cornerstone of several operational chains managed by CIMA Research Foundation, which
provide real-time, spatially explicit estimates of snow cover patterns (Avanzi et al., 2023).

For this pilot application of a new deep data assimilation scheme, a point-scale version of S3M has been employed. This
version retains all the features of the original S3M model, such as precipitation-phase partitioning, snow mass balance, snow
metamorphism, and hydraulics, but it models snow dynamics at one point rather than in grid cells distributed across the

landscape.
2.3 Ensemble Kalman Filter assimilation-sehemeAssimilation Scheme

Aiming at mimicking an established ensemble-based data assimilation algorithm with a Deep-learning-Deep-Learning -based
approach, we chose a supervised learning approach to our problem (Murphy, 2022). Hence, the training data had to be derived
from the state analysis output by such data assimilation scheme. The assimilation algorithm used as training was designed to
focus on retrieving an accurate analysis of the state vector (x € R™ with n the number of states), including both the wet and
dry components of SWE, the density of dry snow (kg/m?), and the snow albedo (-). Given the nonlinear nature of S3M , it
was decided to use an ensemble method that approximates the posterior probability density function of the analysis using the
mean and covariance matrix (Carrassi et al., 2018; Evensen et al., 2022). Given the high robustness even with a relatively small
ensemble (Aalstad et al., 2018), an EnKF scheme was developed in S3M.

Kalman Filters, which are sequential data assimilation techniques, optimally combine linear model simulations and obser-
vations based on their respective Gaussian error covariances (Sirkkd and Svensson, 2023). The analysis state is obtained by
applying a correction to the model forecast (or prior) state, weighted by the Kalman Gain, which incorporates information from
both model and observation error covariance.

Mathematically, the Kalman filter cycles between a prediction step, known as the forecast or the prior in DA, propagating
the state from the pervious time ¢x_; to the current time ¢; using a dynamical model and a subsequent update step, known
as the analysis or the posterior in DA, where the state is updated by assimilating observations through (Evensen et al., 2022;
Sarkka and Svensson, 2023):

2} = 2f + K (y —Hiaf) | M
where :

. w£ € R™ is the forecast (prior, background) mean model state vector at time ¢j.

* xf € R" is the analysis (posterior, updated) mean model state vector at time ¢y.
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* y, € R™ is the vector of the observations at time ¢, where the number of observations m > 0 may vary in time.

* H; € R™*™ is a linear observation operator, that maps from the model state space to the observation space. The time

index of this operator is a reminder that the number of observations m may vary over time.

* K, is the Kalman gain at time tj, defined as :
-1
K, = P{H] (HP{H] + R) 2)

* In the dynamic Kalman gain (2), P£ € R™*™ is the forecast error covariance matrix and Ry € R™*™ is the observation

error covariance matrix while T denotes the matrix transpose.

The Kalman gain K}, in Equation (2) acts as a weighting factor, balancing the correction term (the innovation) by accounting
for the relative uncertainties in the forecasted model state through the forecast error covariance matrix P£ and the-observations
in the observations through the observation covariance matrix Ry.

Although classical Kalman filters are still widely used in signal processing and related fields (Séarkki and Svensson, 2023),
they require both linear and Gaussian models. Despite being based on the same linear Gaussian assumptions as the Kalman
filter, many nonlinear extensions of the Kalman filter are able to overcome the strict requirement of a linear model. Among
these extensions, the EnKF is particularly well suited for high-dimensional nonlinear geoscientific models by relying on an
ensemble of simulations to estimate the prior mean and covariance in the update step (1) (Carrassi et al., 2018; Evensen et al.,
2022). In particular, together with particle methods, ensemble Kalman methods make up the ensemble-based methods that are
among the current state-of-the art methods for snow data assimilation (Aalstad et al., 2018; Alonso-Gonzilez et al., 2022).

In the present study, a joint data assimilation scheme was developed to update the system state by jointly assimilating
ground-based measurements of snow depth and SWE. Despite albedo being another potential data stream to assimilate (Navari
et al., 2018), due to the lack of measurements across the 7 sites, assimilation of albedo measurements was not considered
herein. Nonetheless, albedo was updated indirectly, based on the assimilation of SWE and snow depth. Moreover, as the model
is a point-based simulation, we could not pursue fractional snow-covered area assimilation and since the EnKF can not handle
binary observations binary snow cover was not an option either. Finally, since S3M does not solve the full energy balance or
simulate snow-temperature profiles, no surface temperature proxy was assimilated.

Ensemble generation was performed by perturbing meteorological model forcing, which included total precipitation (mm/h),
solar radiation (W/ m2), relative humidity (%), air temperature (°C), and daily average temperature (°C).

To each meteorological forcing data point, an ensemble of multivariate errors was added. These errors were generated as
realizations of a multivariate stochastic process designed to have a specified covariance matrix derived from the Gaussianized
historical meteorological series. The objective was to produce a multivariate time series of meteorological values in a Gaussian
space, ensuring that the imposed covariance matrix matched C, the temporal covariance matrix of the historical observations.

The procedure for constructing the stochastic process is base on similar approaches implemented by Reichle et al. (2007),Lan-

noy et al. (2010) and Durand and Margulis (2006) and is described below:



1. Generation of a random covariance matrix:

A random covariance matrix, C,, was generated.
2. Construction of a Gaussian stochastic process:

(a) A Cholesky decomposition was performed on C,, yielding:
205 L, = Cholesky(C,).
(b) The multivariate stochastic process was defined as:
Ugt1 = Ui + Loe,
where € ~ N(0,0.1) represents independent standard normal variables.

3. Calculation of the covariance matrix: A realization of the stochastic process was generated, and its covariance matrix,

210 C, was computed.
4. Tmposition of the target covariance matrix:

(a) The Cholesky decomposition of the target covariance matrix, C, was computed:

L = Cholesky(C).

(b) The stochastic process was constructed to impose the covariance matrix C as follows:
215 gy =+ L, - €

Initially, this process was characterized by the covariance matrix C. To transform it into a process with the covariance

matrix C, the following steps were taken:

(a) The transformation:

L-wgyr

220 where L = Cholesky((]), was applied, normalizing the covariance matrix C to the identity matrix I.

(b) A second transformation was applied:
Upt1 =L+ (f, : ﬁkﬂ)

which transformed the identity matrix I into the target covariance matrix C.
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5. Perturbation Calculation: Finally, to compute the perturbations to be added to the meteorological values, the following

expression was used:

A = ty1 —mean(ty41)
where mean(4 1) represents the ensemble mean.

The use of a stochastic process to generate the ensemble of errors was pivotal to ensure temporal coherence in meteorolog-
ical perturbations. This procedure was location-specific, tailored to the 7 study sites. The ensemble size was defined as 100
members. It was determined to be suitable for an EnKF, based on literature (Aalstad et al., 2018) and testing.

To improve filter performance and stability, the forecast model state vector a:£ at each time step t; was also perturbed.
To obtain the perturbation, a series of multivariate Gaussian random error with imposed process noise covariance matrix Q
was added to each forecast model state vector point. The matrix was retrieved from S3M open loop forecast over the entire
historical period for each site. Different versions of the observation operator Hj, were constructed to allow assimilation with
only one observed variable when necessary. Post-processing was applied to the filter outputs to ensure physical consistency,

adjusting corrections to the filter output while maintaining the physical relationships between the elements of the state vector.

This included constraining the values within a physical range and modulating them accordingly.
2.4 Long-short term memory neural network

The development of data assimilation using neural networks was framed as a time series forecasting task, leading to the use
of Recurrent Neural Networks (RNNs). RNNs leverage internal memory to process sequences of data, making them useful
for time-dependent analysis. However, they often struggle with long-term dependencies due to vanishing or exploding gradi-
ents (Tsantekidis et al., 2022). To address this, LSTM networks introduce gate mechanisms (input, forget, output) to control

information flow, effectively managing long-term dependencies (Hochreiter and Schmidhuber, 1997).
2.4.1 Data pre-processing

Effective data pre-processing is critical for the successful application of LSTM networks, as it improves prediction accuracy,
reduces computational costs, and enhances model robustness and repeatability (Isik et al., 2012). Proper pre-processing not only
accelerates network convergence, but also helps the model capture essential patterns in the data. For LSTM networks, which
are sensitive to the distribution and scale of the inputs, pre-processing plays a key role in mitigating issues like exploding or
vanishing gradients and managing differences in feature magnitudes.

Data pre-processing in this study involved two key steps:

* Distribution adjustment: Snow related variables frequently hit the lower physical boundary of 0 mm of SWE or 0 cm
of snow depth, posing challenges for the LSTM, which struggled to handle this behavior. To overcome this, the data

range was extended by redefining the lower limit to a value below zero. Furthermore—any ESTM-prediction-thatfell

OW o-was-torced-ba O 5 vely-managing ature-of-snow-data-




255 * Scaling with historical data: After adjusting the distribution, the input values were also standardized using the mean
and standard deviation calculated from historical records at each site. This standardization ensured that all input features

were on a consistent scale.
2.4.2 Custom loss function

To ensure compliancy of the LSTM predictions to specific problem domain constraints, a custom loss function was developed.

260 This loss function comprises two main components:

* Root Mean Square Error (RMSE): This measures the difference between the LSTM predictions «* and the the
analysis state vectors generated by the EnKF, . By minimizing RMSE, the model was trained to closely follow the

reference trajectory provided by the EnKF.

* Physics-based Regularization Term: An additional U-shaped penalty function was introduced to enforce adherence
265 to physical constraints and guide the model towards specific physical behaviors. This term penalizes the network for

making predictions that violate predefined physical boundaries. The function is expressed as:

Loss(z*) = ! 3)

n ax __ . ax __ .
[T Lri — Q| | T bi

where x* is the analysis mean state predicted by the LSTM, n is the number of state vector components z*; and a; and b;
are the minimum and maximum physical bounds, respectively, of the i-th element of the state vector, defined as the minimum
270 historical and maximum historical records.
Furthermore, any LSTM prediction that fell below zero was forced back to zero, effectively managing the intermittent nature
of snow data.
This combined loss function is inspired by Physics-Informed Deep Learning (Cheng and Zhang, 2021), where domain-

specific physical constraints guide the learning process.
275 2.4.3 Algorithm development and test configurations

The LSTM algorithm was trained using the analysis state vectors generated by the EnKF -z ¢ - to predict the corrected analysis

mean state vector, 27", As a supervised learning task, the training process utilized both input features and target outputs.

The input features included meteorological forcing variables, the model’s forecast mean state vector :ci, and the observation

vector, while the target outputs consisted of the analysis mean state vectors x¢ from the EnKF. To evaluate its effectiveness,
280 the LSTM predietFions-predictions were compared to the analysis state vectors generated by the EnKF.

To assess the LSTM robustness and transferability, four experimental setups were tested:

1 Site-Specific LSTMs for State Correction

Seven LSTMs were independently trained and tested on each site to optimize hyperparameters. For the site with > 95%

11
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missing SWE data (WFJ), the LSTM was trained using an observation vector containing only snow depth, which instead

were not missing. Site-specific limits, derived from historical data, were applied to constrain the training process.Since

the training process relies on a cost function that combines the RMSE with a penalty term enforcing physical bounds, the
site-specific limits for each state component — namely, the dry and wet components of SWE, snow density, and albedo
— were derived from historical data records. These records were pre-processed following the distribution adjustment
and scaling procedures described in Section 2.4.1. Since direct historical observations of wet SWE were not available,
we assumed this variable to be proportional to the ratio between LWC and total SWE, with dry SWE estimated as the
complementary term.

The available data were split into-training;testing;-and-operational-setsby continuous time spans, using the hydrological

ear (from the 1st of October to the 30th of September) as the reference unit. Specifically, first 80% of the data, in terms
of hydrological years, was allocated for training and testing {with-an-using a 4:1 ratio), while the remaining 20% was

reserved for operational testing. In the operational setup, the framework combined S3M model prediction and state up-
dating with the LSTM (see figure 2). At each time step ¢, the prior state vector = S3M{a* o] = S3M (2* ).
from the S3M model’s forward simulation was provided as input to the LSTM, along with meteorological forcing and
the observation vector y. The LSTM outputs the updated analysis state vector x{\*, which served as the initial con-
dition for the subsequent S3M prediction step %M%W%Land so on cycling between S3M
prediction and LSTM updating. The framework was validated using root mean square error (RMSE) metrics for snow
depth and SWE between ground observations and model predictions. The metrics were computed for both the test and
the operational set; while the first was used to set hyperparameters, the second was used to analyze the performance of

the model.

Incorporating Memory to the Site-Specific LSTMs

The second test configuration introduced a memory component to the first LSTM configuration as an additional feature;

the memory component includes the forecast from the previous timestep wi%&’z};ﬁx as well as the meteorological

forcing from the previous time step k£ — 1 (relative to the current step k).The input vector I at time step &, is constructed

as follows:

I, = [mk , My ,X,Jz,l 4

where:

— my, € R%: the vector of meteorological forcing variables at time step k where d = 6 is the number of forcin
variables.

- my_; € R% the meteorological forcing at the previous time step k — 1 (see fig (2) memory component element
- x/ | € R™: the model forecast at the previous time step k — 1 (see fig (2) memory component element
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3 Testing Transferability of Site-Specific LSTMs

on each site using only site-specific ESFMs-was-assessed-by-testing-each-of data, in Configuration 3, we assessed the
spatial transferability of these site-specific models by applying each LSTM trained on the low data sparsity £ESFissites
(NGK, KHT, RME, FMI-ARC) en-to new data from (i) the remaining 20% ata-sparsity-datasets— S

the-holdout portion of the low-sparsity sites not used during training, and (ii) high data sparsity datasets (CBP—WE)
this test we chose to use the LSTM setup with betterperformances-among-the-prior-tests—the best performances among

Multisite LSTM with Global Limits

A multisite LSTM was trained using data from the four low data sparsity sites (NGK, KHT, RME, FMI-ARC), with
global scaling derived from the combined datasets. The training dataset comprised 80% of the data from these four sites,
while the remaining 20% alongside all data from the high data sparsity datasets (CDP, WFJ, TRG) were used to test
the model generalization capacity over water year type, using the operational setup. Data split was made by randomly
sampling whole hydrological years. The water year types were classified based on the total snow depth and include wet

years, dry years, and average conditions.

Site-specific EnKF results were always used as input for training the LSTM, even in the case of multisite LSTM testing the

EnKFs used to generate the training data were always site-specific.

LSTM structure and hyperparameters

In this study, we manually tuned the hyperparameters of the model, selecting the optimal configuration for each LSTM network.
Below are the hyperparameters we fine-tuned:

The batch size determines the number of training samples processed in a single forward and backward pass. A critical
consideration when choosing the batch size is balancing computational efficiency with the quality of model outputs. To
match the size of the observation datasets for each site, we used a standard batch size of 128 for the sites of KHT and NG
and we reduced it each time selecting the most suitable value for optimal training performance on all the other datasets
(Bishop and Bishop, 2023).

~ Epochs:

The number of epochs refers to the total number of complete passes through the training dataset. While a higher number
of epochs allows the model to better capture complex patterns in the data, it also increases the risk of overfitting and
computational cost. After experimenting with various configurations, we set the number of epochs to 500, allowing for
sufficient learning while balancing efficiency .
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Figure 2. Operational Setup for deep data assimilation. This diagram illustrates the operational workflow for integrating observational data

with the S3M (CIMA’s Cryospheric Model) framework, through data assimilation via a Long-Short-Term-Memory neural network.

— Early Stopping:
Early stopping is a technique used to prevent overfitting by halting training when the validation performance fails to

improve for a specified number of epochs. In our case, we set the patience to 100, meaning that training would terminate
350 if no improvement was observed in the validation performance for 100 consecutive epochs (Prechelt, 2002).

— Initial Learning Rate:
The learning rate controls the step size during the optimization process. A higher learning rate accelerates convergence
but may lead to instability, while a lower learning rate can slow down the learning process. Given the relatively small size
of our datasets, we chose an initial learning rate of 0.01 to ensure rapid convergence during the early stages of training
355 (Smith, 2015).

— Learning Rate Decay:
To enhance convergence stability and prevent overshooting, we applied a learning rate decay factor of 1.5 periodicall
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throughout training. This decay reduces the learning rate over time, allowing the model to fine-tune its parameters more
effectively in the later stages of training.

— Dense Layers:
Each LSTM network used a single dense layer as the output layer. This dense layer was used to map the LSTM outputs
to a fixed-size state vector. The number of neurons in this layer was set to 4, corresponding to the required output
dimensions for each network (Murphy, 2023).

— Hidden LSTM Layers:_
We employed two distinct LSTM architectures based on the data sparsity at different sites. For data-dense sites, we used
a single LSTM layer followed by a dense output layer, resulting in a simple 2-layer architecture. This configuration
was chosen under the assumption that the data contained enough patterns for the model to learn effectively without
requiring excessive model depth. In contrast, for sparse sites, a deeper 3-layer LSTM architecture was implemented,
which included two LSTM layers and a dense output layer. This approach aimed to capture more complex dependencies
within the data, thereby improving the model’s ability to learn from sparser temporal patterns (LeCun et al., 2015).

— Hidden units per LSTM Layer:
The number of hidden units in each LSTM layer determines the memory capacity of the model. For dense sites, the
number was set to 500, allowing the model to learn from more intricate temporal dependencies. For sparse sites, the
number was reduced to 100 to prevent overfitting, given the smaller and sparser datasets (Murphy, 2023).

A note to the reader: In the following section, the term LSTM refers to the computation of the analysis mean model state
vector, denoted as =¢* € R”, using the LSTM approach. On the other hand, the term EnKF refers to the computation of the

analysis mean model state vector, denoted denoted as § € R™, using ensemble-based data assimilation via the EnKF scheme.

3 Results

This section presents the results from the four configuration tests, based on the operational testing setup (see Fig. 2). Our
objective was to replicate the actual algorithm coupling mechanism required in a real-time setup, where the LSTM is used at
each time step k to perform filtering,

3.1 Performance with varying data sparsity

At sites where data is plentiful (that is, available data cover more than 80% of the period of record: NGK, KTH, FMI-ARC,
RME), the LSTM demonstrated robust performances, meaning that they were generally comparable to the original EnKF (Fig-
ure 3). This, however, came with a considerable nearly 70% decrease in computing time. For instance, one year of simulation

using the parallelized EnKF took on average 20 minutes, while while using the trained LSTM took only 6 minutes. Atmeost
of-thesesitesINGIK—-Only in the case of NGK site, the LSTM-DA was able to outperform both the open loop simulation and
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the EnKF-DA; At all the other dense sites ( KTH, RME, FMI-ARC), the mean RMSE increase relative to the EnKF for SWE

estimation made by site specific LSTMs was 6-mm—-only-in-the-case-of FMI-ARC-the RMSE-inerease-was-higher-equa

+5-mm-within 10 mm (Figure 3, panel e). Similarly, the mean RMSE increase- averaged across sites- compared to the EnKF
for snow depth estimation made by site specific LSTMs was _equal to 6 cm (Figure 3, panel f). The only exception is the site

of FMI-ARC were the LSTM-DA still underperformed compared to the EnKF, although the absolute values of RMSE are 1
order of magnitude lower than the ones on the other sites. The bias analysis (Figure 3, panel g and h) showed that snow depth
exhibited a near zero bias, while the LSTM tended to overestimate SWE compared to the EnKF. However, both patterns were

consistent in the EnKF and in the S3M open loop.

In the case of datasets with high data sparsity (CDP, WFJ, TRG), the performance of the LSTM was markedly worse than
the EnKF estimation of both SWE and snow depth (+50 mm RMSE for SWE and +19 cm RMSE for snow depth, Figure 4
panel e and f). On the other hand, the timing of SWE and snow depth peaks, as well as the magnitude of snow depth peaks,
are generally captured correctly, even in these challenging data sparse scenarios (see fig.4 panels a,b,c,d). However, minor
discrepancies were noted, even in the case of low data sparsity, including an underestimation of peak snow depth (Figures 3,
panels ¢ and d) and a slight temporal shift in the SWE peak (Figure 3, panel a).

Both the EnKF and LSTM networks improved SWE and snow depth predictions over the Open Loop model, at least in the
case of low data sparsity; indeed the LSTM reduced-resulted in a reduction of 25 mm in RMSE for SWEby—25-mm, while
the EnKF achieved a better reduction of -3+-31 mm. On the other hand, in case of high data sparsity, the LSTM increased the
RMSE by 15 mm, while the EnKF reduced the RMSE by -38-38 mm. For snow depth, the LSTM reduced RMSE by —4 c¢m in
low sparsity, while the EnKF showed a greater reduction of -9-9 cm. Under high sparsity, the LSTM reduced RMSE by —8 cm,
with the EnKF providing a larger reduction of —27 cm.

When it comes to evaluating the Kling-Gupta Efficiency (KGE) (Gupta et al., 2009), for sites with denser measurements (on
average 0.72cm for both SWE and snow depth), the values are comparable to those obtained with the EnKF-DA (on average
0.75 for SWE and 0.85 for snow depth), supporting the observed improvement trend over the open loop simulation(on average
0.75 for SWE and 0.68 for snow depth). Conversely, in the case of sparse datasets, the lower KGE values( on average -0.4 for
SWE and 0.25 for snow depth) highlight the limitations of the LSTM in achieving performances comparable to the EnKF-DA
(on average -0.5 for SWE and 0.35 for snow depth).Nevertheless, the LSTM still outperformed the open loop, which recorded
even lower KGE scores of -0.50 for SWE and -0.06 for snow depth.

Overall, the LSTM demonstrates a reduction in bias compared to the Open Loop under low data sparsity conditions, with
a bias reduction of -7-7 mm in SWE and -3-3 cm in snow depth (Figure 3, panel h). This improvement becomes even more
pronounced in high data sparsity scenarios, where the bias decreases by -—+5:96-15.96 mm in SWE and -5-5 cm in snow depth

(Figure 4, panel h). However, despite these improvements, the LSTM still exhibits a higher bias compared to the EnKF.
3.2 The role of the memory component

For datasets with-characterized by low data sparsity (NGK, KTH, FMI-ARC, RME), the-inclusion-of-incorporating a memory

component enhaneed-the M-performanece-(see-Figure-5)—With-this-memory-component;—the M-assimilationscheme
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net-only-captared-theseasenal-patterns—in-into the LSTM improved its ability to capture the seasonal dynamics of SWE and
snow depth, but-also-aceurately-represented-particularly in accurately representing the timing and magnitude of peak SWE (see
Figure 5, panels a and b). However, in some instances (see Figure 5, panels ¢ and d)—In-terms-of-average-performanee;-the

/

Spanel-a3)—-Meanwhile, the memory component did not lead to a significant performance gain. Instead, it primarily acted as a

smoother, dampening short-term fluctuations without substantially enhancing predictive accuracy. Additionally, no significant
changes were observed in the snow depth estimation, with a mean RMSE increase of enty-6 cm compared to the EnKF (Figure

5, panel f).

When considering sites with high data sparsity (CDP, WFJ, TRG), a LSTM with the addition of a memory component
improved both quantitative and timing estimations of peak SWE and peak snow depth, compared to the LSTM estimates
without memory. In fact, we found a mean reduction in RMSE equal to 10 mm for SWE estimates and equal to 0.5 s-cm for

snow depth estimates. However, for datasets with extremely high levels of missing data (e.g., > 95%, WFJ and TRG —due-to

a— where the assimilated observations consist of manuall
measured SWE data, as detailed in the corresponding site references), improvements were still insufficient to obtain scores

comparable to the EnKF (see Figure 56, panels e and f). Nevertheless, the introduction of the memory component reduced
model instability and improved snowmelt timing, particularly at sites with sparse observations.

Overall, considering both scenarios, biases (Figure 56, panel g ) were not affected by the introduction of a memory compo-
nent.

The inclusion of a memory component narrowed the performance gap between the EnKF and LSTM compared to the Open
Loop. For low sparsity, the LSTM reduced RMSE for SWE by -29-29 mm, while in high sparsity, it limited the increase in SWE
RMSE to just 3 mm. In terms of snow depth, the LSTM reduced RMSE by -13-13 cm in low sparsity and -7by 7 cm in high
sparsity. However, the EnKF still outperformed this LSTM configuration in both cases, highlighting its superior performance
despite the added memory and runtime cost.

The KGE values, for both dense and sparse datasets, confirm that the memory component primarily acts as a smoother and

3.3 Spatial transferability

The LSTM trained on KHT emerged as the only one transferable across sites (Figure 7). For SWE estimation this LSTM
showed small drops in performances across other sites below 20% and, in some cases, even a performances boost (see LSTM
on FMI-ARC, RMSE AND TRG on Tab. 3). On the other hand, performance drops for snow depth estimation varied consid-
erably, from 60% to -1 % (Tab. 3). Other LSTMs, such as those trained in NGK and FMI-ARC, performed less consistently,

showing notable increases in RMSE when transferred to several sites. While recent studies (Kratzert et al., 2024) have strongl
advocated for multi-basin training to achieve robust and generalizable LSTM streamflow models, we intentionally present the
single-point case here for snow hydrology to establish a performance lower bound for snow spatial transferability—highlightin
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whether even such a constrained model can outperform the open loop and compare with traditional data assimilation approaches.

SWE RMSE [mm] Snow Depth RMSE [cm]

Site RMSErocar | Ay KTH | Ay, NGK | Ay, FMI-ARC | Ay, RME | RMSE ocar. [em] | Ay KTH | Ay NGK | Ay, FMI-ARC | Ay, RME

NGK 14.09 +8 - +125 +199 8 +34 - +90 +126

KHT 14.10 - +271 +329 +155 22 - -13 +34 +2
FMI-ARC 9.06 -45 +119 - +32 11 +47 +25 - +78

RME 39.92 -51 +35 +59 - 17 -54 +14 +7

CDP 67.61 +18 +68 +74 +66 12 +60 +62 +253 +128

TRG 73.70 -76 -58 -37 -68 22 -1 +2 +19 +11

Average - -29 +87 +110 +77 +17 +18 +81 +69

Table 3. Percentage change in Snow-Water Equivatent-snow water equivalent and Snew-Bepth-snow depth RMSE when using a transferred

LSTM assimilation scheme compared to a locally trained LSTM. Positive and negative values indicate improvements or degradation in

performance, respectively. A values are obtained as the difference between the RMSE of a locally trained LSTM and that of a transferred

LSTM, respectively for SWE and SnewDepthsnow depth.

Tests on correlations between LSTMs performances and biases with various climatological variables showed no statistically

significant correlation (see fig. Al and A2 in the appendix).
3.4 Multi-site Long-Short Term Memory

To guarantee a meaningful and practical evaluation of the multi-site LSTM performances, the analysis was performed by
comparing RMSE distributions for SWE and snow depth across water year types. Figure 8 presents the RMSE distribution for
SWE and snow depth under varying water year types, comparing the performance of the S3M open-loop run, the estimates
retrieved from the analysis of EnKF, and the LSTM estimates.

A multi-site LSTM generally demonstrated improvements in performance compared to the S3M open-loop run, particularly
for SWE. For dry and average years ( Figure 8, panels e-and-eb and ¢), the SWE estimates from the LSTM showed competitive
performance over EnKF, with a performance drop of less than 6 mm on average. On the other hand, the LSTM SWE estimation

RMSE values were higher in-ease-of-during wet years ( +15 mm ). Reduced performances of the Multi-site LSTM simulation

on SWE over wet years may be because in wet years, an increased number of snowfall events may introduce additional
complexity and uncertainty, both due to the cascading effects of uncertainties in initial conditions and precipitation phase
artitioning (Harder and Pomeroy, 2014). Moreover, the formation of several snow layers may not be fully captured by S3M.

For snow depth, the improvements were less clear across all water year types. The RMSE reduction remained modest, with

an average loss of 1.8 cm.

18



475

480

485

490

495

500

505

4 Discussion

In snow-dominated regions, accurate snow estimations are crucial for water resources managing, floods forecasting (Andreadis
and Lettenmaier, 2006), and for assessing the impact of climate change on the hydrological cycle (Siirila-Woodburn et al.,
2021). Nonetheless, significant uncertainties in model predictions and observational data make accurate snow estimates chal-
lenging (Bloschl, 1999). Data assimilation, which integrates both sources, is arguably one of the most effective methods for
improving snowpack-model reliability. However, state-of-the-art ensemble-based techniques like the EnKF are computationally
intensive, potentially limiting their use in operational contexts. Furthermore, one can argue that it is not just the computational
expense but also the time and effort required for parameter tuning, setup, and execution that pose significant challenges to their
widespread adoption in such applications.

This paper suggests an alternative assimilation framework for snow, which relies on having a LSTM neural network (Adnan
et al., 2024; Song et al., 2024) to learn how to perform the filtering updates performed by an EnKF.

The key hypothesis underlying this research was that, leveraging Deep Learning, it is possible to preserve the skill of an
EnKEF, while significantly reducing computational efforts. This paper outlined four key findings in this regard.

First, site-specific LSTMs achieved comparable performances to an EnKEF, both in predicting SWE and snow depth, as well
as their seasonal patterns, with also a significant reduction in computational time. Besides this temporal efficiency, the LSTM
enabled leveraging a complex tool like the EnKF only for initial training, then replicating its capabilities in operational settings
using a faster, simpler data assimilation framework.

To evaluate the computational efficiency of the proposed framework, thisframewerk-it was benchmarked against a parellized
EnKF. Even though the EnKF already benefits from parallelization during the ensemble prediction step using 15 CPU cores,
once trained the LSTM-based approach provided a further 70% reduction in computational time. This result underscores the
potential of the framework to significantly lower computational overhead, particularly in scenarios with limited resources or
parallelization capabilities.

In line with the work of Guidicelli et al. (2024), this finding reinforces the potential of Deep Learning for data assimilation in
snow hydrology. Yet, the LSTM performance turned-out-was found to be highly sensitive to the temporal resolution of the input
data, which is consistent with findings from other machine learning studies (Xu and Liang, 2021; Gong et al., 2023). These
results thus-emphasize the importance of acquiring high-frequency snow data to ensure optimal performance and accuracy of
modern data-assimilation approaches (Dedieu et al., 2016), highlighting the need for investments in this direction (Cui et al.,
2023).

Second, the introduction of memory into the algorithm improved both stability and performance, particularly when working
with the inherently noisy outputs of the EnKF and in locations where data sparsity was a major issue. Future efforts could
explore additional pre-processing of input data to reduce noise (e.g., smoothing or moving averages), though care must be
taken to preserve snow intermittency, which is critical in certain hydrological contexts.

Third, the LSTM trained on a long dataset (KHT) demonstrated some potential for spatial transferability with minimal

performance loss, opening avenues for distributed applications of deep data assimilation provided that such long datasets
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are used in training. Fhe-Although using limited datasets in both temporal and spatial coverage compared to recent studies
Song et al., 2024), our a
comparable performance. Additionally, our framework, designed to test the operational viability of a quasi-real-time pilot point
method, still proved the feasibility of an alternative use of LSTM algorithm without loosing in performances. The encouraging
results provide a foundation for extending this framework to broader, more diverse networks in future research. The lack of sta-

tistically significant correlations between performance and specific climatological variables further supports transferability. Ac-

roach proved to be effective in speeding up traditional data assimilation techniques while maintainin

cording to Karniadakis et al. (2021), Deep Learning, which usually requires a large amount of data to optimally generalize over

samples, has a stronger generalization capability, even in small data regimes, if such algorithms are developed with a physics-

tde-we introduced soft physical constraints

informed learning approach. In light of this,

into the cost function

ityas a way to incorporate an
inductive bias. Although this particular approach did not prove effective in significantly enhancing generalization, considerable
potential remains in enforcing snow physical constraints in LSTMs (Charbonneau et al., 2024). Further research is needed in
this direction to better understand how such constraints can support model generalization and physical consistency. This find-
ing could add-fuetto-a-discussion-around-the-stilt- open-question-of the-transferability-of deeptearning-medels-contribute to the
ongoing debate around the unresolved question of Deep Learning models transferability (Pakdehi et al., 2024).

With few exceptions, the comparison of RMSE reductions from the Open Loop to the analysis of the LSTM demonstrated
substantial improvements. All but 2 out of the 14 site-specific LSTM-framework-site-specific LSTM frameworks significantly
outperformed the Open Loop, although none outperformed the EnKF. Nevertheless, the LSTM ability to deliver marked im-
provements over the Open Loop underscores its promise as a computationally efficient and effective alternative, even under
challenging conditions.

Regularization in particular, and uncertainty-quantification more generally, could be improved by using Bayesian Deep
Learning (Murphy, 2023). For example, a recent cryospheric study used an ensemble Kalman method (rather than stochastic
gradient descent) to train Bayesian neural network with an architecture that was tailored to the problem at hand (Pirk et al.,
2024). The contrast between our study, where a neural network learns to mimic the EnKF update, and Pirk et al. (2024) where
an EnKF method trains an uncertainty-aware neural network, are just some recent examples of the synergies that exist between
Bayesian data assimilation and deep learning. The aforementioned study of Guidicelli et al. (2024) also explored how DA and
Deep Learning could be combined for better uncertainty quantification, not only by having a neural network learn the posterior
spread from an EnKF method but also by adopting a simple dropout technique for approximate uncertainty quantification in the
neural network outputs. The links between deep-learning-Deep Learning and Bayesian data assimilation are well established
in the literature (Arcucci et al., 2021; Cheng et al., 2023; Murphy, 2023), but we emphasize them once more in this discussion
because they are perhaps less known to the snow science community.

The fourth and last key aspect that this study highlighted was no dependency of the performance of this algorithm on dry and
average water years, despite a diminished robustness in wet years. Nonetheless, this limitation is shared with both the EnKF

and S3M in open-loop, as shown by the distributions in these scenarios. Given the predicted decline in snow cover over the

20



545

550

555

560

565

coming decades and the emergence of more frequent snow droughts (Larsson Ivanov et al., 2022), the reduced performance of
the algorithm in wet years may have a relatively minor overall impact. Under such a fast-paced changing climate, a climatically
robust LSTM could account for physical processes changing faster than scientists change their models (Cowherd et al., 2024a).

The algorithm showed a significant drop in performance when handling missing or sparse data, contrary to an Ensemble
Kalman Filter. Future work in this regard should focus on improving performance under circumstances of high data sparsity,

exploring advanced smoothing techniques, and extending transferability even to ungauged catchments.

5 Conclusions

We proposed a data assimilation framework based on Deep Learning, leveraging a Eeng-Shert-Term-Memery-neural-network

E5FM—-LSTM to perform data assimilation for state estimation in a hybrid temperature-and-radiation driven hydrology-
oriented cryosphere model. The LSTM framework showed performances in snow depth and Snew—Water-Equivalent-SWE
estimation that were comparable to an EnKF, while significantly reducing computational time. Furthermore, a LSTM trained
on a long dataset, proved to be spatially transferable, with only a ~20% reduction in SWE estimation performance when
applied to regions outside the training domain. LSTM robustness during dry and average water years further underscores
the generalization capacity of such a framework. The LSTM, however, showed limitations when dealing with sparse data
scenarios. Addressing these limitations could involve exploring advanced smoothing techniques to be applied to input data or
evaluate the benefit from merging different kinds of data sources (e.g., remotely sensed data). These results open a window of
opportunity for spatially distributed deep data assimilation; hence future work should focus on testing such a spatio-temporal
configuration. Moreover, it would be valuable to assess the impact of Deep Learning in the assimilation of snow data for water
resources applications, such as streamflow estimation. This study contributes to the relatively under-explored literature on
Deep-Learning-based data assimilation by suggesting Deep-Learning algorithms as efficient and computationally less intensive

data assimilation frameworks for operational snow hydrology.

Code availability. The S3M snow model is available at the CIMA Foundation’s Hydrology and Hydraulics repository at https://github.com/c-
hydro/s3m-dev (last access: 21 January 2025). S3M is also available on Zenodo at https://doi.org/10.5281/zenodo0.4663899 (Avanzi and
Delogu,2021).

Data availability. Sources of data used in this paper are reported in Section 2.1. Data from the site of Nagaoka were provided by the Snow

and Ice Research Center, National Research Institute for Earth Science and Disaster Resilience, Nagaoka, Japan.
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Figure 3. Results for sites with low data sparsity, site spefic LSTM. Panels a,b,c,d: comparison between ground observation (red) of Snow
Water Equivalent (top) and snow depth (bottom) and model estimates by S3M in the open loop (black), using an Ensemble Kalman filter
(grey), and using a Long Short Term Memory neural network (blue) in Kuhtai (row 1) and Nagaoka (row 2). Panels e,f,g,h,i,j: box plots of
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Figure 4. Results for sites with high data sparsity, site spefic LSTM. Panel a,b,c,d: comparison between ground observation (red) of Snow
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Figure 5. Results for sites with low data sparsity. Panel a,b,c,d: comparison between ground observation (red) of Snow Water Equivalent
(top) and snow depth (bottom) and model estimates by S3M in open loop (black), using an Ensemble Kalman filter (grey), using a Long
Short Term Memory neural network (blue) and using a Long Short Term Memory neural network with memory (light blue) in Kuhtai(row 1)
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Figure 6. Results for sites with high data sparsity. Panel a,b,c,d: comparison between ground observation (red) of Snow Water Equivalent
(top) and snow depth (bottom) and model estimates by S3M in open loop (black), using an Ensemble Kalman filter (grey), using a Long
Short Term Memory neural network (blue) and using a Long Short Term Memory neural network with memory (light blue) in Col de Porte
(row 1) and Weissfluhjoch (row 2). Panels e,f,g,h.i,j: box plots of RMSEand-, bias and KGE for SWE (pan.e for RMSEand-, pan. f for bias
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validation data.
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Figure 7. Spatial transferability of site-specific LSTMs for SWE and snow depth estimation. Panel (a) shows a comparison between the

RMSE for SWE obtained by using each LSTM at the training site (x-axis) and the RMSE obtained when transferring the same LSTM to

other sites (y-axis). Panel (b) shows the same information, but for snow depth. The bisectors in the two panels represent the one-to-one lines

comparing the RMSE values for SWE and between the site-specific LSTM and the LSTM trained on a different site. The dotted lines in both

panels serve as benchmarks, indicating the RMSE values achieved by the site-specific LSTM models. Colors represent training sites, while

shapes correspond to the to sites where each LSTM was applied. The lowest granularity site, WFJ, is excluded.
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Appendix A: Coordinates information of the 7 study sites

TRG (Torgnon, Aosta Valley, Italy): 45°50’'N, 7°34'E

CDP (Col De Porte, Isére, France): 45°3'N, 5°77'E

580

WEFJ (Weissfluhjoch, Davos, Switzerland): 46°82'N, 9°8'E

KHT (Kiihtai, Tirol, Austria): 47°20’71” N, 11°00’6"” E

FMI-ARC (FMI-ARC Sodankylid Geophysical Observatory, Finnish Lapland): 67°36'8" N, 26°63'3"” E

NGK (Nagaoka, Japan): 37°25'N, 138°53'E

RME (Reynolds Mountain East, Idaho, USA): 43°11'9.36” N, 116°46’58.9" W
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Site SWE Obs. (mm) HS Obs. (cm) | Frequency | Error (SWE/HS) [mm/cm] Time Range
TRG 6h, missing (2012-2013, 2014-2015) v 30 +15/£10 Oct 2012-Mar 2023
CDP From 2002 v 1h +5/+1 Oct 1993—-Sep 2022
WEFJ Manual, sporadic v 60’ +10/£20 Oct 1999-Sep 2018
KHT v v 15’ +1/£10 Oct 1990-Sep 2015
FMI-ARC Manual, sporadic v 60’ +15/£10 Oct 2007-Jul 2014
NGK v v 60’ +10/£10 Oct 2006-Aug 2023
RME v From 1999 60’ +10/£10 Oct 1984-Sep 2008

Table Al. Measurement Characteristics Across Sites. TRG = Torgnon, Aosta Valley, Italy. CDP = Col de Porte, Isere, France. WFEJ =
Weissfluhjoch, Davos, Switzerland. KHT = Kiihtai, Tirol, Austria. FMI-ARC = FMI-ARC Sodankyld Geophysical Observatory, Finnish
Lapland. NGK = Nagaoka, Japan. RME = Reynolds Mountain East, Idaho, USA.
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Figure Al. Analysis of RMSE dependency on site characteristics for SWE and snow depth across different parameters. Subplots (a-b)
show RMSE vs. peak SWE, (c-d) vs. altitude, (e-f) vs. annual precipitation, (g-h) vs. latitude, and (i-1) vs. longitude. Blue and cyan markers
represent estimations from LSTM with and without memory, respectively. Correlation coefficients, confidence intervals, and p-values indicate

weak or negligible dependence of RMSE on these site characteristics, suggesting general independence of model performance from these
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Figure A2. Bias analysis of SWE and snow depth with respect to site characteristics. Subplots (a-b) illustrate bias vs. peak SWE, (c-d) vs.
altitude, (e-f) vs. annual precipitation, (g-h) vs. latitude, and (i-1) vs. longitude. Blue and cyan markers represent estimations from LSTM
without and with memory, respectively. Correlation coefficients and p-values suggest minimal or no significant bias dependency on these site

characteristics, except for a moderate correlation in specific cases, such as SWE bias with annual precipitation in (e).

32



585

590

595

600

605

610

615

620

References

Aalstad, K., Westermann, S., Schuler, T. V., Boike, J., and Bertino, L.: Ensemble-based assimilation of fractional snow-covered area satellite
retrievals to estimate the snow distribution at Arctic sites, The Cryosphere, 12, 247-270, https://doi.org/10.5194/tc-12-247-2018, 2018.
Aalstad, K., Westermann, S., and Bertino, L.: Evaluating satellite retrieved fractional snow-covered area at a high-Arctic site using terrestrial

photography, Remote Sensing of Environment, 239, 111 618, 2020.

Adnan, R. M., Mo, W., Kisi, O., Heddam, S., Al-Janabi, A. M. S., and Zounemat-Kermani, M.: Harnessing Deep Learning and Snow Cover
Data for Enhanced Runoff Prediction in Snow-Dominated Watersheds, Atmosphere, 15, 1407, 2024.

Alonso-Gonzilez, E., Aalstad, K., Baba, M. W., Revuelto, J., Lépez-Moreno, J. L., Fiddes, J., Essery, R., and Gascoin, S.: The multiple snow
data assimilation system (MuSA v1. 0), Geoscientific Model Development, 15, 9127-9155, 2022.

Alonso-Gonzilez, E., Gascoin, S., Arioli, S., and Picard, G.: Exploring the potential of thermal infrared remote sensing to improve a snow-
pack model through an observing system simulation experiment, The Cryosphere, 17, 3329-3342, https://doi.org/10.5194/tc-17-3329-
2023, 2023.

Andreadis, K. M. and Lettenmaier, D. P.: Assimilating remotely sensed snow observations into a macroscale hydrology model, Advances in
Water Resources, 29, 872886, https://doi.org/https://doi.org/10.1016/j.advwatres.2005.08.004, 2006.

Arcucci, R., Zhu, J., Hu, S., and Guo, Y.-K.: Deep data assimilation: integrating deep learning with data assimilation, Applied Sciences, 11,
1114, 2021.

Avanzi, F., De Michele, C., Ghezzi, A., Jommi, C., and Pepe, M.: A processing—modeling routine to use SNOTEL hourly data in snowpack
dynamic models, Advances in Water Resources, 73, 16-29, 2014.

Avanzi, E,, Johnson, R. C., Oroza, C. A., Hirashima, H., Maurer, T., and Yamaguchi, S.: Insights into preferential flow snowpack runoff using
random forest, Water Resources Research, 55, 10727-10 746, 2019.

Avanzi, F., Gabellani, S., Delogu, F., Silvestro, F., Cremonese, E., Morra di Cella, U., Ratto, S., and Stevenin, H.: Snow Multidata Mapping
and Modeling (S3M) 5.1: a distributed cryospheric model with dry and wet snow, data assimilation, glacier mass balance, and debris-driven
melt, Geoscientific Model Development, 15, 4853—4879, https://doi.org/10.5194/gmd-15-4853-2022, 2022.

Avanzi, F., Gabellani, S., Delogu, E, Silvestro, F., Pignone, F., Bruno, G., Pulvirenti, L., Squicciarino, G., Fiori, E., Rossi, L., Puca, S.,
Toniazzo, A., Giordano, P., Falzacappa, M., Ratto, S., Stevenin, H., Cardillo, A., Fioletti, M., Cazzuli, O., Cremonese, E., Morra di Cella,
U., and Ferraris, L.: IT-SNOW: a snow reanalysis for Italy blending modeling, in situ data, and satellite observations (2010-2021), Earth
System Science Data, 15, 639-660, https://doi.org/10.5194/essd-15-639-2023, 2023.

Avanzi, F., Munerol, F., Milelli, M., Gabellani, S., Massari, C., Girotto, M., Cremonese, E., Galvagno, M., Bruno, G., Morra di Cella, U.,
et al.: Winter snow deficit was a harbinger of summer 2022 socio-hydrologic drought in the Po Basin, Italy, Communications Earth &
Environment, 5, 64, 2024.

Bales, R. C., Molotch, N. P., Painter, T. H., Dettinger, M. D., Rice, R., and Dozier, J.: Mountain hydrology of the western United States,
‘Water Resources Research, 42, 2006.

Beven, K.: Causal models as multiple working hypotheses about environmental processes, Comptes rendus geoscience, 344, 77-88, 2012.

Bishop, C. M. and Bishop, H.: Deep learning: Foundations and concepts, Springer Nature, 2023.

Bloschl, G.: Scaling issues in snow hydrology, Hydrological processes, 13, 2149-2175, 1999.

Boni, G., Castelli, F., Gabellani, S., Machiavello, G., and Rudari, R.: Assimilation of MODIS snow cover and real time snow depth point
data in a snow dynamic model, in: 2010 IEEE International Geoscience and Remote Sensing Symposium, pp. 1788-1791, IEEE, 2010.

33


https://doi.org/10.5194/tc-12-247-2018
https://doi.org/10.5194/tc-17-3329-2023
https://doi.org/10.5194/tc-17-3329-2023
https://doi.org/10.5194/tc-17-3329-2023
https://doi.org/https://doi.org/10.1016/j.advwatres.2005.08.004
https://doi.org/10.5194/gmd-15-4853-2022
https://doi.org/10.5194/essd-15-639-2023

625

630

635

640

645

650

655

Boucher, M.-A., Quilty, J., and Adamowski, J.: Data Assimilation for Streamflow Forecasting Using Extreme Learning Machines and Mul-
tilayer Perceptrons, Water Resources Research, 56, e2019WR026 226, https://doi.org/10.1029/2019WR026226, 2020.

Carrassi, A., Bocquet, M., Bertino, L., and Evensen, G.: Data assimilation in the geosciences: An overview of methods, issues, and perspec-
tives, Wiley Interdisciplinary Reviews: Climate Change, 9, €535, 2018.

Casas, C. Q., Arcucci, R., Wu, P, Pain, C., and Guo, Y.-K.: A Reduced Order Deep Data Assimilation model, Physica D: Nonlinear Phe-
nomena, 412, 132 615, https://doi.org/https://doi.org/10.1016/j.physd.2020.132615, 2020.

Charbonneau, A., Deck, K., and Schneider, T.: A Physics-Constrained Neural Differential Equation Framework for Data-Driven Snowpack
Simulation, arXiv preprint arXiv:2412.06819, 2024.

Chen, S., Huang, J., and Huang, J.-C.: Improving daily streamflow simulations for data-scarce watersheds using the coupled SWAT-LSTM
approach, Journal of Hydrology, 622, 129 734, 2023.

Cheng, C. and Zhang, G.-T.: Deep Learning Method Based on Physics Informed Neural Network with Resnet Block for Solving Fluid Flow
Problems, Water, 13, https://doi.org/10.3390/w13040423, 2021.

Cheng, S., Quilodran-Casas, C., Ouala, S., Farchi, A., Liu, C., Tandeo, P., Fablet, R., Lucor, D., Iooss, B., Brajard, J., et al.: Machine learning
with data assimilation and uncertainty quantification for dynamical systems: a review, IEEE/CAA Journal of Automatica Sinica, 10,
1361-1387, 2023.

Cluzet, B., Magnusson, J., Quéno, L., Mazzotti, G., Mott, R., and Jonas, T.: Exploring how Sentinel-1 wet-snow maps can inform fully
distributed physically based snowpack models, The Cryosphere, 18, 5753-5767, https://doi.org/10.5194/tc-18-5753-2024, 2024.

Cowherd, M., Mital, U., Rahimi, S., Girotto, M., Schwartz, A., and Feldman, D.: Climate change-resilient snowpack estimation in the
Western United States, Commun Earth Environ, 5, https://doi.org/10.1038/s43247-024-01496-3, 2024a.

Cowherd, M., Mital, U., Rahimi, S., Girotto, M., Schwartz, A., and Feldman, D.: Climate change-resilient snowpack estimation in the
Western United States, Communications Earth & Environment, 5, 337, 2024b.

Cui, G., Anderson, M., and Bales, R.: Mapping of snow water equivalent by a deep-learning model assimilating snow observations, Journal
of Hydrology, 616, 128 835, https://doi.org/https://doi.org/10.1016/j.jhydrol.2022.128835, 2023.

Daudt, R. C., Wulf, H., Hafner, E. D., Biihler, Y., Schindler, K., and Wegner, J. D.: Snow depth estimation at country-
scale with high spatial and temporal resolution, ISPRS Journal of Photogrammetry and Remote Sensing, 197, 105-121,
https://doi.org/https://doi.org/10.1016/j.isprsjprs.2023.01.017, 2023.

Dedieu, J.-P.,, Carlson, B. Z., Bigot, S., Sirguey, P., Vionnet, V., and Choler, P.: On the Importance of High-Resolution Time Se-
ries of Optical Imagery for Quantifying the Effects of Snow Cover Duration on Alpine Plant Habitat, Remote Sensing, 8,
https://doi.org/10.3390/rs8060481, 2016.

Deschamps-Berger, C., Gascoin, S., Shean, D., Besso, H., Guiot, A., and Lépez-Moreno, J. I.: Evaluation of snow depth retrievals from
ICESat-2 using airborne laser-scanning data, The Cryosphere, 17, 2779-2792, https://doi.org/10.5194/tc-17-2779-2023, 2023.

Durand, M. and Margulis, S. A.: Feasibility test of multifrequency radiometric data assimilation to estimate snow water equivalent, Journal
of Hydrometeorology, 7, 443-457, 2006.

Essery, R., Kontu, A., Lemmetyinen, J., Dumont, M., and Ménard, C. B.: A 7-year dataset for driving and evaluating snow models at an
Arctic site (Sodankyld, Finland), Geoscientific Instrumentation, Methods and Data Systems, 5, 219-227, 2016.

Evensen, G., Vossepoel, F. C., and Van Leeuwen, P. J.: Data assimilation fundamentals: A unified formulation of the state and parameter

estimation problem, Springer Nature, 2022.

34


https://doi.org/10.1029/2019WR026226
https://doi.org/https://doi.org/10.1016/j.physd.2020.132615
https://doi.org/10.3390/w13040423
https://doi.org/10.5194/tc-18-5753-2024
https://doi.org/10.1038/s43247-024-01496-3
https://doi.org/https://doi.org/10.1016/j.jhydrol.2022.128835
https://doi.org/https://doi.org/10.1016/j.isprsjprs.2023.01.017
https://doi.org/10.3390/rs8060481
https://doi.org/10.5194/tc-17-2779-2023

660

665

670

675

680

685

690

695

Fan, H., Jiang, M., Xu, L., Zhu, H., Cheng, J., and Jiang, J.: Comparison of long short term memory networks and the hydrological model in
runoff simulation, Water, 12, 175, 2020.

Fayad, A., Gascoin, S., Faour, G., Lépez-Moreno, J. L., Drapeau, L., Le Page, M., and Escadafal, R.: Snow hydrology in Mediterranean
mountain regions: A review, Journal of Hydrology, 551, 374-396, 2017.

Fiddes, J., Aalstad, K., and Westermann, S.: Hyper-resolution ensemble-based snow reanalysis in mountain regions using clustering, Hydrol-
ogy and Earth System Sciences, 23, 4717-4736, 2019.

Filippa, G., Cremonese, E., Galvagno, M., Migliavacca, M., Morra di Cella, U., Petey, M., and Siniscalco, C.: Five years of phenological
monitoring in a mountain grassland: inter-annual patterns and evaluation of the sampling protocol, International journal of biometeorology,
59, 1927-1937, 2015.

Gascoin, S., Luojus, K., Nagler, T., Lievens, H., Masiokas, M., Jonas, T., Zheng, Z., and De Rosnay, P.: Remote sensing of mountain snow
from space: status and recommendations, Frontiers in Earth Science, 12, 1381 323, 2024.

Girotto, M., Musselman, K. N., and Essery, R. L.: Data assimilation improves estimates of climate-sensitive seasonal snow, Current Climate
Change Reports, 6, 81-94, 2020.

Girotto, M., Formetta, G., Azimi, S., Bachand, C., Cowherd, M., De Lannoy, G., Lievens, H., Modanesi, S., Raleigh, M. S., Rigon, R., and
Massari, C.: Identifying snowfall elevation patterns by assimilating satellite-based snow depth retrievals, Science of The Total Environ-
ment, 906, 167 312, https://doi.org/https://doi.org/10.1016/j.scitotenv.2023.167312, 2024.

Gong, Y., Liu, G, Xue, Y., Li, R., and Meng, L.: A survey on dataset quality in machine learning, Information and Software Technology,
162, 107 268, https://doi.org/https://doi.org/10.1016/j.infsof.2023.107268, 2023.

Guidicelli, M., Aalstad, K., Treichler, D., and Salzmann, N.. A combined data assimilation and deep learning approach
for continuous spatio-temporal SWE reconstruction from sparse ground tracks, Journal of Hydrology X, 25, 100190,
https://doi.org/https://doi.org/10.1016/j.hydroa.2024.100190, 2024.

Gupta, H. V,, Kling, H., Yilmaz, K. K., and Martinez, G. F.: Decomposition of the mean squared error and NSE performance criteria:
Implications for improving hydrological modelling, Journal of hydrology, 377, 80-91, 2009.

Harder, P. and Pomeroy, J. W.: Hydrological model uncertainty due to precipitation-phase partitioning methods, Hydrological Processes, 28,
4311-4327,2014.

Hartman, R. K., Rost, A. A., and Anderson, D. M.: Operational processing of multi-source snow data, Proceedings of the Western Snow
Conference, 147, 151, 1995.

He, T, Yu, S., Wang, Z., Li, J., and Chen, Z.: From Data Quality to Model Quality: An Exploratory Study on Deep Learning, in: Proceedings
of the 11th Asia-Pacific Symposium on Internetware, Internetware *19, Association for Computing Machinery, New York, NY, USA,
ISBN 9781450377010, https://doi.org/10.1145/3361242.3361260, 2019.

Hochreiter, S. and Schmidhuber, J.: Long short-term memory, Neural computation, 9, 1735-1780, 1997.

Houser, P. R., De Lannoy, G. J., and Walker, J. P.: Hydrologic data assimilation, Approaches to Managing Disaster-Assessing Hazards,
Emergencies and Disaster Impacts, pp. 41-64, 2012.

Huang, C., Newman, A. J., Clark, M. P., Wood, A. W., and Zheng, X.: Evaluation of snow data assimilation using the ensemble Kalman filter
for seasonal streamflow prediction in the western United States, Hydrology and Earth System Sciences, 21, 635-650, 2017.

Isik, F., Ozden, G., and Kuntalp, M.: Importance of data preprocessing for neural networks modeling: The case of estimating the compaction

parameters of soils, Energy Educ Sci Technol Part A: Energy Sci Res, 29, 463-74, 2012.

35


https://doi.org/https://doi.org/10.1016/j.scitotenv.2023.167312
https://doi.org/https://doi.org/10.1016/j.infsof.2023.107268
https://doi.org/https://doi.org/10.1016/j.hydroa.2024.100190
https://doi.org/10.1145/3361242.3361260

700

705

710

715

720

725

730

Karniadakis, G. E., Kevrekidis, I. G., Lu, L., Perdikaris, P., Wang, S., and Yang, L.: Physics-informed machine learning, Nature Reviews
Physics, 3, 422440, 2021.

Kraj¢i, P., Kirnbauer, R., Parajka, J., Schober, J., and Bloschl, G.: The Kiihtai data set: 25 years of lysimetric, snow pillow, and meteorological
measurements, Water resources research, 53, 5158-5165, 2017.

Kratzert, F., Klotz, D., Brenner, C., Schulz, K., and Herrnegger, M.: Rainfall-runoff modelling using Long Short-Term Memory (LSTM)
networks, Hydrology and Earth System Sciences, 22, 6005-6022, https://doi.org/10.5194/hess-22-6005-2018, 2018.

Kratzert, F., Klotz, D., Shalev, G., Klambauer, G., Hochreiter, S., and Nearing, G.: Towards learning universal, regional, and local hy-
drological behaviors via machine learning applied to large-sample datasets, Hydrology and Earth System Sciences, 23, 5089-5110,
https://doi.org/10.5194/hess-23-5089-2019, 2019.

Kratzert, F., Gauch, M., Klotz, D., and Nearing, G.: HESS Opinions: Never train a Long Short-Term Memory (LSTM) network on a single
basin, Hydrology and Earth System Sciences, 28, 4187—4201, 2024.

Lannoy, G. J. M. D., Reichle, R. H., Houser, P. R., Arsenault, K. R., Verhoest, N. E. C., and Pauwels, V. R. N.: Satellite-Scale
Snow Water Equivalent Assimilation into a High-Resolution Land Surface Model, Journal of Hydrometeorology, 11, 352 — 369,
https://doi.org/10.1175/2009JHM1192.1, 2010.

Largeron, C., Dumont, M., Morin, S., Boone, A., Lafaysse, M., Metref, S., Cosme, E., Jonas, T., Winstral, A., and Margulis, S. A.: Toward
snow cover estimation in mountainous areas using modern data assimilation methods: A review, Frontiers in Earth Science, 8, 325, 2020.

Larsson Ivanov, O., Bérring, L., and Wilcke, R. A.: Climate change impact on snow loads in northern Europe, Structural Safety, 97, 102 231,
https://doi.org/https://doi.org/10.1016/j.strusafe.2022.102231, 2022.

LeCun, Y., Bengio, Y., and Hinton, G.: Deep learning, nature, 521, 436444, 2015.

Lejeune, Y., Dumont, M., Panel, J.-M., Lafaysse, M., Lapalus, P., Le Gac, E., Lesaffre, B., and Morin, S.: 57 years (1960-2017) of snow and
meteorological observations from a mid-altitude mountain site (Col de Porte, France, 1325 m of altitude), Earth System Science Data, 11,
71-88, 2019.

Lievens, H., Brangers, 1., Marshall, H.-P., Jonas, T., Olefs, M., and De Lannoy, G.: Sentinel-1 snow depth retrieval at sub-kilometer resolution
over the European Alps, The Cryosphere, 16, 159-177, 2022.

Magnusson, J., Gustafsson, D., Hiisler, F., and Jonas, T.: Assimilation of point SWE data into a distributed snow cover model comparing two
contrasting methods, Water resources research, 50, 7816-7835, 2014.

Malek, S. A., Avanzi, F.,, Brun-Laguna, K., Maurer, T., Oroza, C. A., Hartsough, P. C., Watteyne, T., and Glaser, S. D.: Real-Time Alpine
Measurement System Using Wireless Sensor Networks, Sensors, 17, https://doi.org/10.3390/s17112583, 2017.

Margulis, S. A., Cortés, G., Girotto, M., and Durand, M.: A Landsat-era Sierra Nevada snow reanalysis (1985-2015), Journal of Hydrome-
teorology, 17, 1203-1221, 2016.

Mazzolini, M., Aalstad, K., Alonso-Gonzdlez, E., Westermann, S., and Treichler, D.: Spatio-temporal snow data assimilation with the ICESat-
2 laser altimeter, EGUsphere, 2024, 1-29, https://doi.org/10.5194/egusphere-2024-1404, 2024.

Metref, S., Cosme, E., Le Lay, M., and Gailhard, J.: Snow data assimilation for seasonal streamflow supply prediction in mountainous basins,
Hydrology and Earth System Sciences, 27, 2283-2299, https://doi.org/10.5194/hess-27-2283-2023, 2023.

Murphy, K. P.: Probabilistic Machine Learning: An introduction, MIT Press, http://probml.github.io/book1, 2022.

Murphy, K. P.: Probabilistic Machine Learning: Advanced Topics, MIT Press, http://probml.github.io/book2, 2023.

Navari, M., Margulis, S. A., Tedesco, M., Fettweis, X., and Alexander, P. M.: Improving Greenland Surface Mass Balance Estimates Through
the Assimilation of MODIS Albedo: A Case Study Along the K-Transect, Geophysical Research Letters, 45, 6549-6556, 2018.

36


https://doi.org/10.5194/hess-22-6005-2018
https://doi.org/10.5194/hess-23-5089-2019
https://doi.org/10.1175/2009JHM1192.1
https://doi.org/https://doi.org/10.1016/j.strusafe.2022.102231
https://doi.org/10.3390/s17112583
https://doi.org/10.5194/egusphere-2024-1404
https://doi.org/10.5194/hess-27-2283-2023
http://probml.github.io/book1
http://probml.github.io/book2

735

740

745

750

755

760

765

770

Oberrauch, M., Cluzet, B., Magnusson, J., and Jonas, T.: Improving Fully Distributed Snowpack Simulations by Mapping Perturba-
tions of Meteorological Forcings Inferred From Particle Filter Assimilation of Snow Monitoring Data, Water Resources Research, 60,
€2023WRO036 994, https://doi.org/https://doi.org/10.1029/2023WR036994, €2023WR036994 2023WR036994, 2024.

Pagano, T. C., Wood, A. W., Ramos, M.-H., Cloke, H. L., Pappenberger, F., Clark, M. P., Cranston, M., Kavetski, D., Mathevet, T., Sorooshian,
S., et al.: Challenges of operational river forecasting, Journal of Hydrometeorology, 15, 1692-1707, 2014.

Pakdehi, M., Ahmadisharaf, E., Nazari, B., and Cho, E.: Transferability of machine-learning-based modeling frameworks across flood
events for hindcasting maximum river water depths in coastal watersheds, Natural Hazards and Earth System Sciences, 24, 3537-3559,
https://doi.org/10.5194/nhess-24-3537-2024, 2024.

Pirk, N., Aalstad, K., Mannerfelt, E. S., Clayer, F., de Wit, H., Christiansen, C. T., Althuizen, 1., Lee, H., and Westermann, S.: Disag-
gregating the Carbon Exchange of Degrading Permafrost Peatlands Using Bayesian Deep Learning, Geophysical Research Letters, 51,
€2024GL109 283, https://doi.org/https://doi.org/10.1029/2024GL109283, 2024.

Prechelt, L.: Early stopping-but when?, in: Neural Networks: Tricks of the trade, pp. 55-69, Springer, 2002.

Reba, M. L., Marks, D., Winstral, A., Link, T. E., and Kumar, M.: Sensitivity of the snowcover energetics in a mountain basin to variations
in climate, Hydrological Processes, 25, 3312-3321, 2011.

Reichle, R. H., Koster, R. D., Liu, P., Mahanama, S. P., Njoku, E. G., and Owe, M.: Comparison and assimilation of global soil moisture
retrievals from the Advanced Microwave Scanning Radiometer for the Earth Observing System (AMSR-E) and the Scanning Multichannel
Microwave Radiometer (SMMR), Journal of Geophysical Research: Atmospheres, 112, 2007.

Siarkkd, S. and Svensson, L.: Bayesian Filtering and Smoothing, Cambridge University Press, 2 edn., https://doi.org/10.1017/9781108917407,
2023.

Siirila-Woodburn, E. R., Rhoades, A. M., Hatchett, B. J., Huning, L. S., Szinai, J., Tague, C., Nico, P. S., Feldman, D. R., Jones, A. D.,
Collins, W. D., et al.: A low-to-no snow future and its impacts on water resources in the western United States, Nature Reviews Earth &
Environment, 2, 800-819, 2021.

Sit, M., Demiray, B. Z., Xiang, Z., Ewing, G. J., Sermet, Y., and Demir, I.: A comprehensive review of deep learning applications in hydrology
and water resources, Water Science and Technology, 82, 2635-2670, 2020.

Smith, L. N.: Cyclical learning rates for training neural networks. arXiv, Preprint at https://arxiv. org/abs/1506.01186, 2015.

Song, Y., Tsai, W.-P., Gluck, J., Rhoades, A., Zarzycki, C., McCrary, R., Lawson, K., and Shen, C.: LSTM-based data integration to improve
snow water equivalent prediction and diagnose error sources, Journal of Hydrometeorology, 25, 223-237, 2024.

Sturm, M. and Liston, G. E.: Revisiting the global seasonal snow classification: An updated dataset for earth system applications, Journal of
Hydrometeorology, 22, 2917-2938, 2021.

Tsai, Y.-L. S., Dietz, A., Oppelt, N., and Kuenzer, C.: Remote Sensing of Snow Cover Using Spaceborne SAR: A Review, Remote Sensing,
11, https://doi.org/10.3390/rs11121456, 2019.

Tsantekidis, A., Passalis, N., and Tefas, A.: Chapter 5 - Recurrent neural networks, in: Deep Learning for Robot Per-
ception and Cognition, edited by Iosifidis, A. and Tefas, A., pp. 101-115, Academic Press, ISBN 978-0-323-85787-1,
https://doi.org/https://doi.org/10.1016/B978-0-32-385787-1.00010-5, 2022.

Van Leeuwen, P. J.: Representation errors and retrievals in linear and nonlinear data assimilation, Quarterly Journal of the Royal Meteoro-
logical Society, 141, 1612-1623, 2015.

Wever, N.: Weissfluhjoch dataset for ESM-SnowMIP, https://doi.org/10.16904/16, 2017.

37


https://doi.org/https://doi.org/10.1029/2023WR036994
https://doi.org/10.5194/nhess-24-3537-2024
https://doi.org/https://doi.org/10.1029/2024GL109283
https://doi.org/10.1017/9781108917407
https://doi.org/10.3390/rs11121456
https://doi.org/https://doi.org/10.1016/B978-0-32-385787-1.00010-5
https://doi.org/10.16904/16

Xu, T. and Liang, F.: Machine learning for hydrologic sciences: An introductory overview, Wiley Interdisciplinary Reviews: Water, 8, 1533,
2021.

Zakeri, F., Mariethoz, G., and Girotto, M.: High-Resolution Snow Water Equivalent Estimation: A Data-Driven Method for Localized Down-
scaling of Climate Data, EGUsphere, 2024, 1-30, 2024.

38



