Reply to reviewers

We would like to thank the reviewers for their constructive and valuable feedbacks, which we believe
has greatly improved the paper. Our answers to the reviewers are written in blue.

Reviewer 1

This manuscript introduces a microwave scattering properties database of oriented ice crystal and aggre-
gate particles focusing on radar applications. The main feature of this database is that it considers more
than 3000 shapes to account for habit variations in ice microphysical schemes. The database will be very
useful for radar remote sensing and data assimilation, and the manuscript is well-written. I have several
suggestions as follows.

1. The current database covers four frequencies. Do you have plans to extend it to cover more higher
frequencies and make it available to passive microwave remote sensing?
Currently, we do not plan to include more frequencies although this would be technically possible
(it is more a question of personal and computational resources). Recent developments of McSnow
have rather pushed our focus to extend the range of aggregate shapes represented, aiming to better
cover the natural variability of snow properties. We will publish an updated version of the database
including approximately 7,000,000 aggregates. We also provide the shapefiles together with the
scripts used to calculate the scattering properties to allow other scientists to extend the database
to their own application of interest.

2. In the introduction section, only the DDA-based databases are mentioned. There are also microwave

scattering property databases developed not based on the DDA method, such as: Ding, J., L. Bi, P.
Yang, G. W. Kattawar, F. Weng, Q. Liu, and T. Greenwald, 2017: Single-scattering properties of ice
particles in the microwave regime: temperature eSect on the ice refractive index with implications
in remote sensing, J. Quant. Spectrosc. Radiat. Transfer, 190, 26-27. The authors may consider
also mention these studies.
We thank the reviewer for pointing out these other studies. We have intentionally only included
studies based on DDA or equivalent methods, as other methods such as the T-Matrix method have
been proven in recent years to misrepresent especially the polarimetric scattering properties of ice
crystals and aggregates (Kneifel et al., 2020), and are thus not well suited for our application. We
did not want to discuss all the difficulties of other methods that arise when looking at ice particles,
thus we chose not to mention them. We also chose not to mention any studies that do not allow to
forward simulate polarimetric variables (such as Ori et al. (2021), or databases based on particles
with totally random orientation such as Kuo et al. (2016)), as they are again not well suited for our
application.

3. In Eq. (1), the formulation of amplitude scattering matrix usually have two common forms is less
common. The authors may consider modify the formulation.
Yes, the reviewer is correct, there are other common forms, however, we have made the convention
here consistent with the one used by ADDA, therefore we would prefer to keep it as is, so that it is
easier for the users of the database and for the further extension of the database by other scientists
who could leverage on the codes and scripts we provided.



Reviewer 2

Overall comments In this paper, titled “A Microwave Scattering Database of Oriented Ice and Snow
Particles: Supporting Habit-Dependent Growth Models and Radar Applications (McRadar 1.0.0),” the
authors presented a database of microwave scattering from ice and snow particles, which are computed
using the discrete dipole approximation (DDA). The database contains scattering matrices of 2627 in-
dividual ice crystals and 450 aggregates for four microwave frequencies in C-, X-, Ka- and W-bands.
The database developed by the authors would become a new option to perform forward radar simulation
with ice particles. The larger number of particle samples might be an advantage compared with past
databases. However, I think the quality of the manuscript is not sufficiently high for a journal paper, and
major revision would be required.

Major comments
Comment 1

Lagrangian super-particle models and habit-prediction schemes should be introduced in the introduction,
probably in the fourth paragraph. These models and schemes seem to be important for the authors’
motivation, according to the abstract.

Indeed we use a Lagrangian Super-particle model (McSnow) in this paper but it is not the only model
that applies habit prediction schemes. Other studies have also used habit prediction schemes in bin-
models (Hashino and Tripoli, 2007) or even bulk models (Jensen et al., 2017). We do not want to give the
(wrong) impression that habit prediction is exclusively a method used in Lagrangian super-particle mod-
els. In fact, our database might be relevant to any other model that employs complex ice microphysics.
We have changed the paragraph in the introduction to include more details about habit prediction and
Lagrangian particle models, while also including the other models that use habit prediction schemes.

Comment 2

In Section 2, the explanation of the methods is not sufficient. Particularly, explanations of the Reiter
algorithm and the aggregation model are necessary. If a brief explanation is difficult, the authors can add
an appendix for the explanation. References to the original papers would not be sufficient to explain the
methods for the present study. In the present manuscript, it is impossible to understand the meanings of
the key parameters «, 5, and -, and thus the parameter values tell nothing. It is also difficult to under-
stand why the Reiter algorithm is not enough to cover the variety of habits because there is no explicit
explanation of the detail and the limitation of the algorithm. The aggregation model seems to be used
for generating columnar crystals, while there is no explanation of the aggregation model in Subsection
2.2. What is the aggregation model and how did the authors use it?

We have added a detailed description of the Reiter algorithm to section 2.1, and a brief explanation
of the aggregation model to section 2. We believe that a more in-depth description of the aggregation
model is out of the scope of this paper because we did not produce any new aggregates, they have been
generated and described in Ori et al. (2021); Karrer et al. (2020). Also, the aggregation model itself
has been used and described in various previous studies (Leinonen and Moisseev, 2015; Leinonen and
Szyrmer, 2015; Leinonen et al., 2018; Ori et al., 2021; Maherndl et al., 2023, 2025; Leinonen et al., 2021;
Kébschall et al., 2023; Seifert et al., 2019), and we think it can therefore be considered to be sufficiently
well established. We have changed Section 2 and Section 2.1 to include the description of the Reiter
algorithm and discretization of the particles.

Comment 3

In figures 1 and 3, it is not easy to understand the three-dimensional structure of particles only from the
silhouettes. I think the authors can add the edge lines or differentiate the face colour depending on the
directions. Such visualization would be possible by using e.g. ParaView. Figure 3 is not referred to in
the main text. Add the reference to figure 3 in the main text or remove figure 3.

Thanks for the suggestion. Finding a way to best show the complex shapes of snow crystals and aggre-
gates is difficult. Paraview and its capability to project light and cast shadows of 3D object is indeed a nice
feature, but works best if the 3D objects represented are in a limited number of individual solid shapes.
Our shapes are described by the 3D locations of hundreds of thousands or millions of individual, tiny, cubic



voxels. The overall shape of individual monomers is lost in the process of voxelization. Other scattering
databases such as ARTS (see Figl and 2 of https://essd.copernicus.org/articles/10/1301/2018 /essd-10-
1301-2018.pdf) used Paraview or similar software to show the particles shape including the details of
the monomers, but this approach, although visually pleasing, does not present the actual particle shape
that is used for the scattering simulations (see blue images in those ARTS figures). Moreover, for fractal
shapes like dendrites they also inevitably had to fallback to a per-voxel visualization (see grey images
in the ARTS figures) which gives equivalent image quality to our visualization technique. We tried to
plot the voxel edges as well, but the result was rather unsatisfactory due to the immense amount of
overlapping colors. We preferred than to keep the current version of the figure as our best attempt.

Comment 4

In figure 5, the authors copied and modified an image from Wikipedia, “Euler angles” (https://en.
wikipedia.org/wiki/Euler_angles). The license of this image file is CC BY 3.0. Therefore, the authors
must give appropriate credit, provide a link to the license, and indicate if changes were made. This image
in Wikipedia explains a rotation of z-x-z sequence. However, in line 153, the authors wrote that they
use 3 Euler rotations “that follow the commonly used zyz-conversion (Fig. 5b).” This description is not
consistent with the figure 5: The rotation sequence is different, and the image of the rotation sequence
is used in figure 5a. The notations for the three rotation angles are the same as the key parameters for
Reiter algorithm. The notations for different quantities should be differentiated to avoid any confusion.

Thanks for spotting this we substituted the portion of the figure with the appropriate image that as
been adapted from the ADDA User Manual. Authorship has been mentioned in the Figure caption and
we also added a Copyright statement.

Comment 5

In Section 3, there is no explanation about the discrete dipole approximation (DDA) whereas the simu-
lation method is essentially important to consider the reliability of the simulated results. It would also
be important to explain why the approximation is considered so accurate. The representation method of
particle shapes and the discretization method for the dipoles should also be explained. The equations to
compute Z;; from S; should also be shown to complete the explanations.

We have added section 3.1 (see answer to comment 10) which explains the DDA. We have added a more
thorough description of how the particles are obtained and discretized in Section 2 (see answer to com-
ment 2). Providing all equations to convert Zj; from S; is not feasible in the context of this paper, as it is
a large set of equations. For convenience we have added the conversion of the four elements relevant for
radar applications to the manuscript (equations 3 to 6). If the reader is interested in the full conversion,
all code, including the conversion from S; to Zj; is published on github.

Comment 6

At line 193, it is assumed that snowflakes fall by aligning the longest axis of inertia horizontally, but this
assumption would not be appropriate. In a recent letter by Bhowmick et al. (Phys. Rev. Lett., 132,
034101,2024), existence of strong orientation fluctuations of nonspherical solid particles in the atmosphere
is reported experimentally and theoretically. It is also stated that this orientation fluctuation occurs for
typical atmospheric particles, and the fluctuation may be enhanced by turbulence. Equation (7), below
the sentence at line 193, does not consider the assumption, and then it seems that the authors consider
the assumption to obtain Eq. (8). This relationship should be clarified.

We agree on the fact that snowflakes do not always fall with their longest axis aligned horizontally.
However we think that we we sufficiently mentioned this aspect in the first two paragraphs of section
3.3 (now section 3.4). As suggested by the reviewer, we mention the presence of strong fluctuation and
its enhancement due to turbulence. We also believe that Eq.7 (now Eq.11) does precisely the job of
considering the assumption that distributions of orientations exist and we provide the general method
to obtain orientation averaged scattering properties. Eq.8 (now Eq.12) performs a simplification by
imposing that there is no preferential direction on the horizontal plane, hence the distributions of o and
~ are uniform and equivalent to 1/27, thus these 2 variables can be readily integrated over their assumed
distribution, reducing the dimensionality of the problem of 2 free parameters. The distribution of 5 and
the radar elevation angle remain free parameters of the ARO scheme (note also that the radar azimuth
was never taken into account because it is equivalent to the « angle).

We have moved the definition of the “default orientation” of the snowflakes to better clarify that its



purpose is only to define the axis around which the Euler rotations of the particles are performed and we
tried to clarify our meaning in the revised text

Comment 7

The scattering properties are computed by the DDA for incident microwave directions (6g, ¢o ) in the
particle reference frame (PRF), where the azimuth angle ¢q is selected from 0° to 360° with interval of
22.5°. The interval 22.5° would be too coarse for dendritic ice particles to obtain sufficient statistics of
scattering for arbitrary incident direction. Since the dendritic particles have six branches, only three
azimuth angles are considered in the present setting. It is necessary to show the evidence that the
computation is sufficiently accurate even in the present setting, if the authors think it is sufficiently
accurate.

Because we consider azimuthally randomly oriented particles, only a limited number of azimuth angles
is required, as the scattering properties are averaged over all azimuths. To verify this, we performed
additional calculations for a randomly selected dendrite using twice the original number of azimuth
angles (32 angles with 11.25° spacing). We also subsampled the dataset to half (8 angles, 45° spacing)
and one quarter (4 angles, 90° spacing) of the original azimuthal resolution. We then examined the
dependence of the backscattering cross section, ZDR, and KDP on the angle 3 (see Figure 1).

The results show that even substantially fewer azimuth angles would have been sufficient to obtain stable
azimuthally averaged scattering properties. Minor deviations appear when only 8 azimuth angles are used,
particularly for 8 < 30°, and these deviations become more pronounced when the number is reduced to
4. Nonetheless, the overall impact on the azimuthally averaged quantities remains small.
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Figure 1: Backscattering cross section (first panel), ZDR (second panel) and KDP (third panel) in
dependency of 8 assuming azimuthally random orientations.



Comment 8

For the case of spherical water droplet, the normalized scattering cross section k2o is given by a function
of kD, where o is the scattering cross section, k is the microwave wavenumber, and D is the particle
diameter. This is because the electric field around the sphere is determined by the ratio of the wavelength
of the electric field and the particle diameter. I imagine that the same normalization would also work
for ice particles, i.e., normalized scattering properties are the same for the same value of kD,,,,, with the
same shape. If it is true, the results computed by the DDA is applicable to arbitrary frequency. Why do
the authors need to limit the number of frequencies for the computation?

This is an interesting idea! What you are proposing is essentially that the scattering only varies with
the size parameter X. However, this would only be true if the refractive index does not change between
wavelengths. Although the refractive index does not change by large amounts for ice in the microwave
region it cannot be considered constant (especially the imaginary part). Moreover, it is definitely more
convenient for a user to queue the database using physical quantities such as particle size and mass rather
than using dimensionless parameters. In fact, scaling the dimensions would make the range of represented
sizes also too depend on frequency which would make the use of the database quite inconvenient especially
for multi-frequency radar applications. Finally, the biggest issue comes from the fact that snowflakes
do not retain the same overall shape at different sizes. Large snowflakes whose growth is driven by
aggregation and individual dendritic crystals are known to exhibit a fractal behaviour (Westbrook et al.,
2004); even simpler pristine shapes such as solid plates, columns and needle are found to have a size-
dependent aspect-ratio (Jensen et al., 2017) which makes their mass to scale with size with a power-
law with an exponent smaller than 3. The frequency-scaling approach is physically reasonable only on
scattering targets that retain their overall shape at any size (which is the case for spherical water drops)

Comment 9

In figure 6, the authors plotted the radar reflectivity factor, but the number density is necessary to
determine the factor if I am correct. The discussion up to Subsection 3.4 is only about single scattering
properties. I think the authors should explain how they assumed the number density of particles. I have
the same question also to Figure 8.

The reviewer is technically correct. We have changed the figures andshow the backscattering cross sections
multiplied by wi*/(7® x |K|?). A note was also added to the caption.

Comment 10

The verification of the authors” DDA computation should be provided. I think that Rayleigh scattering
from spherical and spheroid particles would be good examples and should be compared with theoretical
solutions.

The DDA is widely regarded as an accurate method for computing electromagnetic scattering, provided
that the dipole spacing d is sufficiently small. A commonly applied accuracy criterion is |m|kd < 0.05
(Tyyneld et al., 2009; Leinonen and Moisseev, 2015; Zubko et al., 2010), where m is the refractive index
and k the wavenumber. At X-band (9.4 GHz), this corresponds to a maximum dipole spacing of ap-
proximately 0.14 mm. The largest spacing used in our study is 0.01 mm, and the criterion is therefore
comfortably satisfied.

A second source of uncertainty concerns the discretization of particle geometry, which is particularly
critical for strongly asymmetric shapes, such as thin plates, whose thickness may span only a single layer
of dipoles. To address this, we adopted a variable dipole spacing that depends on the particle maximum
dimension. To assess whether this spacing is sufficiently small, we selected two random dendritic parti-
cles from our database and reduced the dipole spacing by factors of two and four. The resulting changes
in the computed scattering properties were only 0.12-0.2% (see Fig. 4), depending on polarization and
wavelength, indicating that the discretization is more than adequate.

Previous studies have compared DDA calculations with those from the T-matrix method, which pro-
vides exact solutions for homogeneous particles (Tyyneld et al., 2009). These comparisons show that
DDA backscattering cross sections for pure-ice particles typically differ from T-matrix results by only
1.7-2.6%. However, similar validation cannot be performed for our dataset, as the complex, highly ir-
regular particle shapes considered here cannot be represented within the T-matrix framework. Large
discrepancies would be expected particularly for low-density structures such as dendrites.

We emphasize that the dominant source of uncertainty in this study does not arise from the DDA com-
putations themselves but rather from the choice of particle shapes. As illustrated in Fig. 6 in the



manuscript, the scattering properties vary substantially across different particle geometries. Because the
true shapes of atmospheric ice particles are unknown, this introduces a significant yet currently unquan-
tifiable uncertainty. The lack of suitable in-situ observations prevents a systematic assessment of this
error. Section 3.1 of the revised manuscript now provides additional discussion of the DDA methodology
and its potential limitations. We have added the subsection 3.1 to the manuscript which describes the
DDA as well as its uncertainties.

Comment 11

In Section 4.1.1, the error in scattering properties caused by the regression based on the nearest-neighbour
method is verified, and the authors accepted the small deviations in individual particle properties. How-
ever, there is no quantitative discussion. The authors should explain quantitatively why the error level
shown in Table 1 is sufficiently small in forward radar simulations. In addition, the discussion in this
section is only verification, it is not validation. The subsection title should be corrected.

In our opinion, Figure 7 in the manuscript illustrates well that the selected values scatter randomly
around the expected values, and no clear bias is visible. Because the reconstruction errors are random
and unbiased, they do not accumulate in forward simulations where radar variables (Ze, ZDR, KDP, or
others) are obtained by considering over hundreds to thousands of particles. We have added the last
sentence to section 4.1.1 to better explain our reasoning. We have also changed the title of the subsection
to “Evaluation of the Nearest Neighbour Lookup”.

Comment 12

In Subsection 5.2, the authors stated that the advantage of the present database is larger number of par-
ticle samples. As the authors state, a dense database could be better than a sparse database. However,
in that subsection, the authors do not discuss the advantage of their dense database. The authors should
compare the databases with different numbers of samples. I think it is possible to create such database
by randomly subsampling particles from the original database.

We thank the reviewer for this interesting idea! We performed an experiment where we randomly down-
sampled our database to contain 1/3 of the original LUT, and performed the forward simulations of the
McSnow simulation formerly presented in Figure 9. We did this 100 times in total. We need to account
for the smaller number of particles in the downsampled LUT. Assuming that the LUT is populated evenly,
the smaller number of particles can be considered by adjusting the number of particles used to calculate
the scattering properties of each McSnow particle. 10 was chosen for the full LUT, 3 was chosen for the
downsampled LUT. The results are shown in Figure 2. This experiment nicely shows the advantage of
our database: the large number of particles, which allows the particle properties space to be filled much
more densely, therefore 1) allowing to select the particle which fits best to the McSnow simulation and
2) reducing the statistical noise by being able to average the scattering properties of multiple particles,
which might in turn reduce the uncertainty introduced by not knowing what the exact shape of ice par-
ticles in the atmosphere is. As expected, the reduction of the number of particles in the LUT increases
the random fluctuations ("noise”). The simulations vary around the original simulation, where the entire
database was considered. This variability increases if e.g. only 1/4th of the original particles are chosen
for the LUT. We modified our original Section 5.2 to contain the results of this experiment.

Comment 13

The advantage of the authors’ database should be clarified in comparison with that of Lu et al. (2016).
The database of Lu et al. (2016) provides scattering properties across a range of orientations and includes
over 1000 ice particles, ranging from single crystals to aggregates and graupel for X-, Ku-, Ka, W-bands.
The difference of the present database from that of Lu et al. seems to be the number of particles and the
chois of the frequencies. Is that the advantage of the present database?

The particles used in the Lu et al. (2016) database have only a limited amount of variability especially
in their aspect ratios. In Figure 3 we have plotted the aspect ratios and masses found in the database
for branched crystals, plates and columns. It is evident that the amount of microphysical properties in
our database is much larger, especially the variability in aspect ratio, which is needed in order to forward
simulate the output of models using a habit prediction for ice crystals. We have added a sentence to the
new Section 5.2 to clarify this.
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Figure 2: Variability of scattering properties if only 1/3 of particles from the database is used to forward
simulate the McSnow simulation. Shown are Ze (a), MDV (b), DWRk,w (c), ZDR (d), KDP (e) and
sZDRmax (f). The black line indicates the original simulation, where the entire database was used.

Minor comments
e 1. 45: “log” in O(nlogn) should not be italic. Fixed
e 1. 106: It would be better to write “Section 5.17. Fixed
e 1. 113: Probably, the citation should be written as “Leinonen and Moisseev (2015)”. Fixed
e 1. 145 and 151 Probably, “is fixed with” would be better than “is solid with”. Fixed

e 1. 156 The explanation about the angle az is not precise. The rotation with angle az does not
correspond to the inverse rotation with angle « since the absolute values of az and « are different
in general. Only the difference (a— az) is meaningful. Right, fixed in the text

e Eq. (2) The variables I, Q, U, and V are not defined. we have added a brief description of the
elements of the Stokes vector below equation 2.

e 1. 170 The reference of Yurkin and Hoekstra (2011) is a journal paper on JQSRT, which is not
the User Manual of the ADDA code. The authors should add appropriate reference information.
I think the relationship of the Mueller and amplitude matrices would be found in other review
papers or textbooks. We have changed this paragraph, no reference to Yurkin and Hoekstra is
needed anymore. We describe how the Mueller and Amplitude matrices are related briefly. See also
answer to comment 5.

e Subsection 4.1 There is no reference to McRadar. It seems that the authors are at least a part of
the developer of McRadar, but the development of McRadar is not be the main topic of this paper.
Therefore, appropriate references should be added to McRadar at least in Subsection 4.1.

We are the developers of McRadar, and McRadar has thus far not been published anywhere.

1. 320-323 Use italic fonts for variables ¢ and a appropriately. Fixed
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Figure 3: Ice particle mass and aspect ratio as a function of the maximum dimension (D,,q,) for the
ice crystals in the Lu et al. (2016) database (a,b) and from our database (c,d). The particle properties
obtained from a McSnow simulation are shown in grey.

e The authors must explain what the abbreviations are. For example, explanations of ZDR, DWR,
and MDYV are missing.
We introduced the abbreviations of ZDR, DWR and MDYV in the manuscript

e [ think the availability of the level 0 database should also be written in Code and data availability.
We have published the 1v0 dataset here: von Terzi (2025)



Dr. Maxim Yurkin

I find this paper very interesting and I am fascinated by the amount of DDA simulations performed by the
authors. I have a few technical comments about these DDA simulations (mostly about their description
in the paper):

1. Eq.(2) is probably taken from ADDA manual. However, in the case of the atmosphere, one can
probably always replace ksca by just k, which is always real. Then exponent will disappear and
absolute value around k is redundant. Yes, you are correct, we have edited that in the manuscript.

2. Concerning the name of the ADDA code, the official guideline is not to deabbreviate it - see https:
//github.com/adda-team/adda/wiki/FAQ#what-is-the-official-name-of-the-code-what-does-a-stands-:
. In other words, the standard naming is just ADDA. Fixed.

3. In Sec. 3.3 there is a rather extensive description of assumptions concerning the orientation prob-
ability distribution. The authors may additionally note, as a first step, that general distribution
f(a, B,7) is assumed to be factorizable into three parts (it is not always possible). I guess, such
factorization can be considered as a part of ARO assumption that is introduced further in the
manuscript text. This is an interesting point which we believe not many people even thought
about. We mention this aspectnow in section 3.3.

4. T could not find a description of the ADDA parameters used for simulations. It would be great to
specify them for the overall reproducibility, including the ADDA version, DDA formulation, and
discretization. Mentioning that some parameters are set to default values will also be fine.

The authors mention that there exist level 0 with all the log files (which may answer the above
question), but it seems that only levels 1 are available online, or not?

We have decided to also publish the Level 0 dataset, due to its size it is not stored on Zenodo but
on the LMU server: von Terzi (2025)

Some information can be reduced from the scripts to run ADDA simulations (thanks to authors
for sharing them), for instance, this one - https://github.com/lterzi/DDA_database_gmd/blob/
master/calculate_dda/DDA_aggregates_plates/print_adda_command_elevation.py . It con-
tains the line:

)

opt=’"-pol Idr -int fcd -iter gqmr2 -scat_matr both -dir

This is surprising for me, since it combines LDR with FCD. Overall, I do not expect the results
to depend significantly on the choice of polarizability (i.e., the results for “-pol fed -int fed ...¢ will
probably be close). However, I am wandering, why the authors decided to use such a combination.
If there is some explanation (rationale), it would be great to include it in the paper.

We admit that we did not pay much attention to this. As Dr. Yurkin correctly notes, it is rather
odd to mix the ldr polarization with fcd as interaction term. This is a result of having experimented
in the past with different combinations of ADDA settings in search of the best possible setup for
our applications. After finding fcd-fed to perform best for scattering targets composed of multiple
media with high contrast in dielectric properties (i.e. melting snow (Ori and Kneifel, 2018)) we
just fall back to 1dr as polarization formulation since it gives a considerable performance boost in
case of dielectrically tenuous targets such as ice in the microwave. We give a short discussion of the
setup in a new subsection dedicated to DDA

5. Whatever is the used DDA formulation and other parameters, the really important measure is the
uncertainty of the DDA simulations (expected errors). Is there any estimate on that? I see ‘-jagged
. in the above-mentioned script, which suggests that the authors did some accuracy studies. I
understand that, after all the averaging, the DDA uncertainties will most probably be negligible in
comparison with other error sources. Still, just assuming that DDA results are exact seems to be
not robust.
Yes, you are correct, azimuthal averaging should mitigate uncertainties, but the most prominent
source of uncertainty is our primary lack of knowledge of what is the actual shape of a snowflake.
Considering the fact that weather radars sample millions of ice particles at the same time it is
already a big step forward even attempting to capture that variability with a larger dataset. For
our database, we have adopted a variable dipole spacing depending on the maximum Dimension of
the ice crystals, to ensure that the small details of the particles are captured also for very small



particles. This makes it difficult to decide which particles to select to test the convergence of the
discretization errors. However, we have selected two dendrites (one small and one large) with a
large number of details (such as fine branches) and performed a sensitivity study by reducing the
dipole spacing by a factor of 2 and 4 and analysed the differences to our original dipole spacing for
all calculated azimuth angles at 30 and 90° elevation. One example plot is provided in Figure 4. The
total error (difference between 2 (4) times smaller dipole spacing and the original dipole spacing)
ranges between 0.10 and 0.2% depending on the wavelength, polarization, azimuth and elevation
angle, indicating that the discretization is sufficiently fine.
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