Reviewer 1:

Let me start by stating the manuscript is well written and I believe worthy of
publication. However, I am concerned that the novelty has been misrepresented.
The main issue here is the authors provide 3 shortcomings they have overcome
building on Zhang et al (2017). I do not agree with this statement as I believe
each individual shortcoming has been addressed in previous literature. Here the
novelty lies in combining the approaches from three different manuscripts. I
believe this combining of methods is a worthy contribution and an important one.

The authors would like to thank the reviewer for their time and effort in
providing useful feedback concerning our paper. In line with the reviewer's point,
we will endeavor to make changes to our paper to better position our work with
respect to prior research/literature. Also, we will reframe the novelty of tackling
each individual shortcoming but rather clarify that it is the combination of the
three shortcomings that we attempt to respond to in a pragmatic and systematic
manner. We appreciate that the reviewer acknowledges this general aim as
important and relevant.

I have two major comments which I hope the authors can address.
Major comment 1.

I strongly believe that data for P-T scaling should not be pooled without
standardising - and agree with the authors, but this was demonstrated in Visser
et al (2022) and Molnar et al (2015). The authors have cited these papers in their
manuscript and to their own admission at line 379 they state their work bears a
strong resemblance to Visser et al (2022) and Molnar et al (2015) so why not
make this point in the introduction that they build on these authors work?

We will aim to provide in our revised paper a better review of where our study
fits in with what has already been done. We will add references to these studies,
which we build upon, earlier in the manuscript.

Further, Figure 2: A standardisation was already proposed in Visser et al (2022)
and I quote in their introduction “We introduce standardized pooling...”. This
should be acknowledged here.

Thank you for this point. We will better acknowledge the standardization that
was performed in Visser et al. (2021). In their paper, they do standardize by
subtracting the mean and dividing by the standard deviation. They do this for
each station. However, they do not apply the method month by month. As a
result, they control for some climatological differences across space, but not in
time. Additionally, we apply a different approach to the normalization, whereby
we produce percent of normal (or average) precipitation values and degrees
from normal (or average) dew point temperature. However, we agree that we



need to better acknowledge, for example, the work done by Visser et al. (2022)
and highlight our adaptations to their approach in a clearer manner.

Figure 3 and 4: The issue that bins at the extremes have less events, and some
binning techniques don’t consider independence were both points made in
Wasko and Sharma (2014) and hence quantile regression using independent
events was proposed. This point also relates to Line 406. This should be
acknowledged here.

Thank you for pointing out this issue. We had presented and used the binning
method as many previous and current studies continue to use it. In our revised
paper, we will shift to using quantile regression instead of the binning method to
illustrate some challenges a researcher faces when estimating P-T scaling rates.
Additionally, quantile regression will be used to provide an additional reference
or benchmark scaling rate estimate in the Upper Colorado River Basin.

Figure 5: The use of a monthly (or seasonal) temperature was proposed by Zhang
et al (2017). This should be acknowledged here.

In our paper, we had already acknowledged that Zhang et al. (2017) uses
seasonal data. However, we will add in an additional credit to their work in the
revised paper.

In sum, while the justification of the proposed methodology presented in this
manuscript is much more elaborate than previous manuscripts (and hence I am a
proponent of it being published) the framing needs to change I believe to duly
pay respect to the previous research. The method proposed here is more a
combination of methods proposed by Visser et al (2022), Wasko et al (2014), and
Zhang et al (2017) and the introduction and conclusion should be restructured
accordingly.

Thank you for this assessment. We will work to better acknowledge the great
work that has already been done by these authors and highlight our own addition
to it by combining and expanding it.

Major comment 2.

It is odd that the authors choose 7% per degree as their truth when calculating
the skill, when by their own admission in Figure 12 the scaling is not aligned
with CC? In some way this should addressed, with at least more focus on the
actual scaling rates. The reason is - these are empirical relationships, without a
“truth”.

In this paper, we are building to the result that scaling rates need to be
considered different between regions and across different seasons. It is precisely
the methodology that we propose in this paper, where we suggest estimating
different scaling rates for each month of the year across a region. Our method is



the act of computing scaling rates which rely on temporally independent data
which have been normalized station-by-station and month-by-month.
Furthermore, we propose only using data within a certain seasonal window, or
up to a certain spatial distance, to fit the model. Doing this gives different
results, with better model performance, than fitting the model to all of the data
throughout the year. This approach of normalizing the data and only using data
within a certain spatial and temporal window is central to our proposed
methodology. The scaling rates in Figure 12 are the result of our proposed
methodology, and if we were to compare model performance against the scaling
rates from Figure 12, then we end up evaluating model performance against
itself. That said, we will also include in our revised paper a benchmark model
that relies on a scaling rate which is fit to all of the non-normalized data from the
Upper Colorado River Basin (UCRB). We will, therefore, compare to 1)
climatology, 2) a 7%/deg (theoretical benchmark), and 3) a benchmark scaling
rate specific to the UCRB. That way, we can compare to an additional benchmark
reference model which is specific to the UCRB, but it is not implementing the
very approach which is central to our paper.

Minor comments:

Title: The title suggests a review and noting that some of the current challenges
have been resolved the title could be amended.

We thank the reviewer for this comment. Our revised paper will include a new
title that more accurately reflects our work.

Line 1-2: Does sub-daily rainfall scale at 7%? There is now much review/meta-
analysis work showing it is likely higher? e.g. Fowler et al (2021); Wasko et al
(2024). The IPCC reports also point to higher than 7% scaling for sub-daily
rainfall.

We are comparing against the theoretical Clausius-Clapeyron, which to our
understanding does not change as a function of temporal scale (e.g., sub-daily to
daily). However, as we stated above, we are going to provide another benchmark
scaling rate for the UCRB using both hourly and daily data which has not been
normalized.

Line 60 onwards: The point of pooling resulting in “incorrect” scaling was well
made in Molnar et al (2015) and has been made in papers by Berg and Haerter -
making the point that a lot of this has to do with different storm types, but this
was never mentioned here?

One can view the use of normalization, station-by-station and month-by-month,
as a proxy for different storm types. Molnar et al. (2015) stated, "the scaling
rates for all events are systematically higher than those of the individual
lightning and no-lightning subsets because of the mixing of stratiform events at



low temperatures and convective events at high temperatures." They are
pointing to the fact that different seasons experience different types of storms.
We agree that this is a reason why the raw, non-normalized data should not be
mixed. We will add that the normalization also helps us address different
underlying storm types that are predominant in different times of the year.

Line 113: “incorrect” is a strong word when we don’t know the truth, scaling’s
are correlations and they’re all true in some way regardless of the method.

Indeed, we agree that the word "incorrect" might be too strong for what we try
to address. We will adopt the wording to both make clear that predictability
depends partly on the method used without attempting to judge on absolute
correctness of one method versus another.

Figure 8 nicely presents that the pooling of standardized data works, but Figure
8d also shows that monthly data can be safely pooled after standardization and
the performance is similar (Column 1 vs Column 4) - could this point me made in
the text?

Thank you for this point. We can improve our discussion concerning this point in
the text.
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