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1. Study sites and data 

 

 
Figure S1. Automatic weather station location at the nine study sites. (a) Arolla; (b) Changri Nup; (c) Djankuat; (d) Lirung; 

(e) Miage; (f) Piramide; (g) Suldenferner; (h) Tapado; (i) Tasman. 5 
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2.  Model descriptions 

This section of the supplement provides a small summary of all participating models in the debris-covered glacier melt model 

intercomparison experiment. An extended summary of all models, using a standard template that was filled in by each modeller, 

can be found at https://doi.org/10.5281/zenodo.15754455.  

As in the main text, the models are sorted and described from more complex to less complex, according to our definition of 15 
complexity stated in Section 4 in the main text, and Fig. 3.  

2.1. Energy balance models 

An overview table of all energy balance models and how each model calculates each flux is presented in Table SI4 below the 

descriptions.  

DEBCF 20 

Most models in this intercomparison experiment are at least partly based on the DEB model (debris energy-balance model) by 

Reid and Brock (2010), which we therefore describe as first and in more detail than the others. According to our definition of 

model complexity, the configuration of DEBCF is the most complex of all participating models.  

The model was developed first as a point-scale model by Reid and Brock (2010) and then was restructured into a distributed 

form in Fyffe et al. (2014). It calculates the energy balance at the surface of the debris, using the iterative Newton-Raphson 25 
method to derive the debris surface temperature. The model used for this experiment is the version used in Fyffe et al. (2014). 

https://doi.org/10.5281/zenodo.15754455


3 

It is very similar to that in Reid and Brock (2010) but with three changes: 1) a snow component was added to simulate snow 

melt when snow covers debris; 2) thresholds were added to the Richardson number used to calculate the turbulent heat flux 

(see below); and 3) the debris is split into 10 layers for the calculation of heat conduction through the debris (so each layer is 

the debris thickness divided by 10). Changes to parameters resulted from the guidelines of this intercomparison experiment. 30 

At the surface, the model calculates net shortwave radiation (S), net longwave radiation (L), sensible heat flux (H), latent heat 

flux (LE), heat flux due to precipitation (P) and the conductive heat flux below the surface (G). 

where M is the energy available for ablation of debris-covered ice. 

When there were occasional snow falls a simple energy balance snowmelt model was applied, with the general form:                      35 

                                                            

where here a is snow ablation, Δt is the model time step, ⍴w is the water density and Lf is the latent heat of fusion of water. 

Conduction of heat or penetration of shortwave radiation into the snow was not modelled.  The snow surface was assumed to 

remain at 0°C and the surface relative humidity was assumed to be 100%. Emissivity and surface roughness lengths are given 

literature values for snow (see Table S7). The calculation of the fluxes was the same as for the debris melt model.  40 

For this experiment, S was calculated from the given incoming and outgoing shortwave radiation, rather than prescribing a 

snow/debris albedo, and if outgoing shortwave radiation was greater than incoming shortwave radiation it was made equal to 

the incoming shortwave radiation. L was calculated following standard methods outlined in Reid and Brock (2010), i.e. 

following the Stefan-Boltzmann law. 

The turbulent sensible and latent heat fluxes were calculated using the bulk aerodynamic method, using the Richardson number 45 
to calculate the stability of the surface layer. For the MMI this was as outlined in Reid and Brock (2010), but with the thresholds 

on the Richardson number added in Fyffe et al. (2014) so that if Rb > 0.2 (turbulence ceased, airflow laminar) or Rb < -1 (free 

convection, conditions very unstable) then Rb = 0. For this experiment, if the instrument heights of wind speed and air 

temperature were different, then the height of the air temperature instrument was used for the sensible heat flux, similarly if 

the measurement heights of wind speed and relative humidity were different then the height of the relative humidity instrument 50 
was used to calculate the latent heat flux. Since no surface relative humidity data were provided it was assumed that the surface 

relative humidity equaled 100% whenever precipitation occurred. The latent heat flux was therefore only calculated at the 

timesteps with precipitation. The heat flux due to precipitation was calculated as given in Reid and Brock (2010). 

The conductive heat flux, G, at the surface of the debris (note not the same as Gi) is approximated using Ts and the temperature 

of the debris at the first calculation layer, Td(1):                  55 

where hl is the calculation layer thickness (m), K is the debris thermal conductivity (W m-1 K-1) and z is depth in the debris. 

Each layer within the debris is the debris thickness divided by 10 (this is the method used in Fyffe et al., 2014). In Reid and 

Brock (2010) the debris calculation layer thickness was 1 cm unless the cover was thinner than 5 cm, in which case the number 

of layers was fixed at 5. Either method can easily be implemented in the DEB model. The conductive heat flux which reaches 60 
the glacier ice, Gi, depends on the temperature gradient at the base of the debris: 

                                                           
where Tf is the temperature at the ice debris interface, which equals 0 °C. Then the melt beneath the debris (a) is calculated 

from: 

                                                                                                                 65 
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The debris surface temperature, Ts is required for G, and the outgoing longwave radiation, sensible heat flux, latent heat flux 

and the heat flux due to precipitation, but it is not known. To solve this problem the model solves the energy balance 

numerically; so that it varies the debris surface temperature until the sum of the heat fluxes at the debris surface is zero, using 

the iterative Newton-Raphson method: 

                                                                             70 
where F’(Ts) is the derivative of the total surface flux with respect to Ts (the debris surface temperature, °C), and is calculated 

numerically by the central difference method. For each model time step Ts(n = 0) must have an initial value, so for the first 

time step it is equal to the air temperature, and for further timesteps it is the value from the previous time step.  This equation 

is repeated until |Ts(n + 1) – Ts(n)|<0.01. To calculate the conduction of heat through the debris to the ice/debris interface the 

following equation is used: 75 

                                                                 
which uses the partial derivatives of debris temperature, Td, with respect to time, t  and depth in the debris, zd (m), where ρd is 

debris density (kg m-3), Cpd is the debris specific heat (J kg-1 K-1) and K is the debris thermal conductivity (W m-1 K-1). 

 

ROU15 80 

This model is based on Rounce et al. (2015) and calculates the same fluxes at the debris surface as the DEBCF model: S, L, H, 

LE, P and G. Despite the similarities with DEBCF, It is considered slightly simpler than DEBCF as it assumes neutral conditions 

in the calculation of the turbulent heat fluxes.  

 

The model has a snowpack module to calculate snow accumulation and melt based on meteorological forcing. However, snow 85 
depth was provided as part of the input data, and therefore when there is snow on the surface, the model assumes the net 

radiation flux, latent heat flux, sensible heat flux, and precipitation heat flux are zero, and only accounts for the ground heat 

flux and the conductive heat flux at the snow/debris surface interface.  

 

The calculation of the turbulent heat fluxes differs from DEBCF. The sensible heat flux is estimated according to Nicholson 90 
and Benn (2006), assuming neutral conditions without stability corrections. The latent heat flux is also estimated according to 

Nicholson and Benn (2006), with the debris surface assumed to be saturated when it is raining. The precipitation heat flux and 

the heat conduction through the debris are estimated in the same way as the model DEBCF, both following Reid and Brock 

(2010), and with the debris layer discretized in 10 layers of equal thickness.  

 95 

GRO17B    

The theoretical model of glacial melt under a porous debris layer developed by Evatt et al. (2015) provides the basis for the 

energy balance model GRO17 (Groos et al., 2017; Groos & Mayer, 2017). A main difference compared to earlier models (e.g. 

Nicholson and Benn, 2006; Reid and Brook, 2010) is the incorporation of the turbulent latent heat flux within the porous debris 

layer. Due to the treatment of the debris layer as a porous medium and the consideration of evaporation at the debris-ice 100 
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interface, the model is able to capture the shape of Østrem curves derived from in-situ measurements (Evatt et al., 2015). Two 

different model versions, GRO17A and GRO17B, were applied in the model intercomparison experiment: GRO17B assumes 

a permeable debris layer and accounts for the turbulent latent heat flux within the debris, while GRO17A assumes an 

impermeable debris layer and accounts only for heat conduction to transfer energy through the debris layer. 

For GRO17B, the energy balance at the debris-atmosphere interface is given by 105 

and at the debris-ice interface by 

                                                            
where QD is the ground heat flux (W m-2), QS is the shortwave energy flux (W m-2), QL is the longwave energy flux (W m-2), 

QSH is the sensible heat flux (W m-2), QM is the latent heat of melting (W m-2) and QV is the evaporative (or turbulent latent) 110 
heat flux (W m-2) (for a detailed description and derivation of the individual fluxes see equations 1, 2, 5, 6, 29 and 31 in Evatt 

et al., 2015).  

The model could theoretically manage the snow cover on top of the debris using a simple temperature index approach, but for 

simplicity and consistency, sub-debris ice melt was set to zero if the height of the snow cover was >0.0 m. 

In contrast to the other participating energy balance models, the GRO17B model would require additional parameters like 115 
friction velocity (u*), debris porosity (phi) and grain size to describe the geometry of the porous debris layer. These properties 

determine the wind speed attenuation parameter (γ) that controls the decay of the airflow through the debris layer (see equations 

23 and 52 in Evatt et al., 2015). However, information on grain size was not available and porosity was not measured at most 

sites (see Table S1). Therefore, the wind speed attenuation constant (γ) was calibrated by minimising the difference (RMSE) 

between QSH modelled by Eq. 31 from Evatt et al. (2015) and QSH modelled by Eq. 7 from Nicholson and Benn (2006). 120 
Similarly, the friction velocity (u*), required for the calculation of the sensible heat flux is parameterised as u* = um / α, where 

um is the measured wind speed and α is a scaling factor calibrated by minimising the difference (RMSE) between QSH modelled 

by Eq. 32 from Evatt et al. (2015) and QSH modelled by Eq. 7 from Nicholson and Benn (2006).  

The downward heat flux through the debris is modelled by Fourier's law, assuming a linear temperature profile derived from 

the quasi steady-state heat equation (see Evatt et al., 2015). For the calculation of the internal temperature profile, the debris 125 
layer was discretised into n layers of 1 cm thickness.  

Solving the heat conduction through the debris in a quasi steady state makes this model simpler than DEBCF and ROU15, 

despite the added complexity of this model with regards to solving the latent heat flux within the porous debris layer. GRO17 

is the only model which takes into account a fraction of debris embedded in the ice when calculating ice melt under debris 

from the conductive heat flux reaching the ice.  130 
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d2EB  

This model is based on Steiner et al. (2018, 2021) and calculates the following fluxes: S, L, H, LE and G.  

In general, the model is simply Reid and Brock (2010) with the only adaptation that turbulent fluxes are calculated based on 135 
Steiner et al. (2018, 2021) and Nicholson and Benn (2006). This was done according to Steiner et al. as the parametrization 

with the Richardson number fails on debris due to the strong heating. The model does not deal with snow.  

The sensible heat flux is calculated following Equation 1 and 4 in Steiner et al. (2018) and assuming neutral stability over the 

debris cover as in Nicholson and Benn (2006). The latent heat flux is calculated following Equations 2 and 4 in Steiner et al. 

(2018). The model requires specific humidity but is calculated from standard formulas for relative humidity and saturation 140 
vapour pressure as a function of temperature.   

Heat conduction through the debris is calculated as in Reid and Brock (2010) and the number of debris layers is a function of 

the thickness (N = thickness [m] / 0.01).  

 

DEBPG 145 

This model is the same as DEBCF described above, except for the following differences:  

- DEBPG does not deal with snow, so it does not calculate snow accumulation and melt on top of the debris. 

- DEBPG does not calculate the precipitation heat flux and therefore does not need precipitation as input data.  

- DEBPG calculates the latent heat flux when the relative humidity of the surface is 100% and assumes that is the case 

when the relative humidity of the air is 100%.  150 
- DEBPG has a different debris layer discretisation than DEBCF. For debris thickness less than 6 cm, d/3 layers assumed. 

For debris thickness more than 6 cm, each calculation layer was 2-2.05 cm thick. 

 

GRO17A 

This model is the same as GRO17B described above, except that GRO17A assumes a permeable debris layer and therefore 155 
has the following two differences in model configuration:  

- GRO17A disregards the evaporation heat flux (QV).  

- GRO17A expresses the sensible heat flux analogue to previous studies (e.g. Nicholson and Benn, 2006; as in equation 

32 in Evatt et al., 2015).  

 160 
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A-Melt 

The A-Melt model is a distributed energy-balance model developed for alpine regions of snow and ice melting and meltwater 

runoff formation (Rets and Kireeva, 2010; Elagina et al., 2025). For this study a simplified 1D version of the model was 

developed.  165 
 

The heat balance of the surface of snow or debris is defined at every time step as: 

where ⍵ is the net energy flux on the surface, W m-2; Sdown is the downward shortwave radiation flux, W m-2; Sout is an 

upward shortwave radiation flux, W m-2; Elru is outgoing long-wave radiation, W m-2; Elrd is the counter radiation of the 170 
atmosphere, W m-2; LE is the turbulent latent - heat flux density, W m-2; H is the turbulent sensible - heat flux density, W m-2, 

Qm is the molecular thermal conductivity through the debris cover, W m-2, Qact is the energy change due to processes of water 

infiltration into the firm and the transfer of thermal conductivity deep into the active layer of the glacier, W m-2  

The model calculates snow melt as long as snow is on the ground, then reverts to melt of ice under debris. It is supposed that 

there is snow on top of the debris, if the snow depth (Hsnow) according to the input data is >=0, excluding cases when Hsnow is 175 
thin (less than 2 cm), and the surface albedo is less than 0.5 according to measurements. 

 

The A-Melt model is the only model in this intercomparison experiment that does not assume a constant ice temperature of 

0ºC. The temperature in the surface ice layer can decrease below zero if the energy balance is negative, and warm back to 0ºC. 

The melting can occur only if the temperature of the surface ice layer has reached 0ºC. 180 
The temperature of the ice surface layer is calculated as: 

 
where Tice

t is the temperature of the ice surface layer on this time step, Tice
t-1 is the temperature of the ice surface layer on the 

previous time step, Qm is the molecular thermal conductivity through the debris cover, W m-2,  Qact is the molecular thermal 

conductivity in the active layer, W m-2, cice is the ice heat capacity, ρice – ice density (set to 0.917 kg m-3), Δhice – thickness of 185 
ice surface layer (set with the parameter ΔTprof ), Δt is the time step. 

Qact is calculated as: 

 
where hact is active layer thickness, m; Тice is the temperature of the surface layer of ice, underlying debris; Tact  is active layer 

bottom temperature, K, set as a constant value, λice - the thermal conductivity of the ice, calculated according to ice density 190 
(Sturm et al., 1997), W m-1 K-1. 

The model uses a simplified bulk aerodynamic approach to calculate turbulent sensible and latent heat fluxes, using a formula 

developed by Kuzmin (1961) specifically for turbulent heat and moisture transfer over snow and ice surfaces. This approach 

uses constant bulk coefficients. 
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Maximum air humidity at the temperature of the ice surface, e0, was calculated as the partial pressure of water vapor of the 195 
saturated air at the temperature : 

where Tm is debris surface temperature, Тice is the temperature of the surface layer of ice, underlying debris. We assume the 

linear distribution of the air temperature in pores of debris, as the model has one layer of the debris.  

The ice, covered with debris, is melting under the influence of the heat flux conducted through the debris by means of molecular 200 
thermal conductivity Qm: 

                                                  

where λm is the thermal conductivity of the debris cover, W m-1 K-1; hm is the debris cover thickness, m; Тice is the temperature 

of the surface layer of ice, underlying debris; Tm is debris surface temperature, K, calculated according to its heat balance. 

 205 

THRED 

The thermal resistance based energy balance model for debris-covered glaciers (THRED) was developed for calculating runoff 

from Himalayan debris-covered glaciers, in which the spatial distribution of the thermal properties of the debris mantle is 

estimated from remotely sensed multi-temporal data (Fujita and Sakai, 2014).  

This is the only energy balance model in this intercomparison experiment that is run at daily resolution. The model calculates 210 
the following fluxes at the debris surface:  

 

where Gd is the conductive heat through debris, TS the surface temperature; RT the thermal resistance; α the surface albedo, RS 

the downward solar radiation, RL the downward long-wave radiation, ε the emissivity of debris surface, σ the Stefan-Boltzmann 

constant; HS the sensible heat, HL the latent heat. 215 

Thermal resistance, a proxy of debris thickness, is defined as the debris thickness divided by the thermal conductivity of the 

debris layer as: 

where 𝑅𝑇, h, and λ are the thermal resistance (m2 K W–1), thickness of debris layer (m), and thermal conductivity of debris (m–

1 K–1 W), respectively. In the original study, the thermal resistance was calculated from surface temperature and albedo, which 220 
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are obtained from satellite data, and reanalysis meteorological data by assuming a linear temperature profile within the debris 

layer as: 

where 𝐺𝑑, 𝑇𝑠, and 𝑇𝑖  are the conductive heat flux through the debris layer (W m–2), surface temperature (ºC), and temperature 

at the interface of debris and ice (assumed to be 0 ºC), respectively. In the experiment, thermal resistance is given as the 225 
boundary conditions (thickness and thermal conductivity). In the original study, satellite based albedo was used to calculate 

net shortwave radiation while the SWout is a given input variable in the experiment. Downward longwave radiation is also a 

given input variable though it was estimated from temperature, relative humidity and solar radiation in the original study.  

The turbulent heat fluxes are calculated based on simplified bulk approaches following Fujita and Sakai (2014). A constant 

bulk coefficient for the turbulent flux on the debris surface (Cd, dimensionless) was used in the original study. For this 230 
experiment the model was modified to participate in the sensitivity experiment (see Section 2 in manuscript), and the bulk 

coefficient was calculated as: 

where κ, 𝑧𝑡, and 𝑧0 are von Karman's constant (0.4, dimensionless), measurement height (m), and surface roughness length 

(m), respectively.  235 

 

2.2. Simplified energy balance model 

MCC19  

The simplified energy balance model (SEB) (MCC19, McCarthy, 2025), is a one-dimensional, simplified energy-balance 

model for ice melt below debris.  240 

The model computes explicitly the shortwave radiation flux and the conductive heat flux at the atmosphere-debris interface. 

Other energy fluxes are included implicitly in the free parameter terms of the simplified debris-surface energy balance. When 

the debris is snow-covered, the model sets the surface temperature of the debris to 0ºC. Conductive heat fluxes are calculated 

at intervals within the debris. The model does not deal explicitly with moisture within the debris. At the debris-ice interface, 

only a conductive heat flux is calculated. The temperature of the ice was fixed at 0ºC. 245 

The model solves heat conduction through a debris layer as such: 

 
where 𝜌

𝑑
 is debris density (assumed 1496 kg m-3), 𝑐𝑑 is debris specific heat capacity (assumed 948 J kg-1), 𝑘𝑑 is debris thermal 

conductivity, 𝑡 is time, 𝑧 is depth within the debris, and 𝑇𝑑 is debris temperature.  

 250 
The boundary condition at the debris surface is the simplified debris-surface energy balance: 

 
where 𝑆 ↓ is incoming shortwave radiation, 𝑆 ↑ is outgoing shortwave radiation, 𝑇𝑎 is air temperature, and 𝑐1 and 𝑐2 are free 

parameters to be calibrated. This equation has a similar form to the simplified (debris-free) energy balance of Oerlemans 

(2001). Surface temperature is determined iteratively for each model timestep using Newton’s method, following Reid and 255 
Brock (2010).  

 

The boundary condition at the ice surface is the temperature of melting ice, 𝑇𝑖  (273.15 K): 
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where ℎ is debris thickness.  260 
 

Melt rate, 𝑀, is computed as follows: 

 
where ∆𝑡 is the model timestep, 𝜌

𝑖
 is ice density (assumed 915 kg m-3), and 𝐿𝑓 is the latent heat of fusion of water (334000 J 

kg-1).  265 
 

For this intercomparison experiment, the debris was discretised into 0.01 m thick layers (or ten thinner layers if debris thickness 

was < 0.1 m), following Reid and Brock (2010). All the layers were considered to have the same physical properties. 

 

No spin-up period was used. A linear temperature gradient through the debris was used as the initial condition, again following 270 
Reid and Brock (2010), where debris surface temperature was the first recorded air temperature value of each time series and 

the ice surface temperature was the temperature of melting ice, as follows: 

 
Additional input parameters include debris density (assumed 1496 kg m-3) and debris specific heat capacity (assumed 948 J 

kg-1). Two free parameters, 𝑐1 and 𝑐2 are determined by calibration for each site using the observed surface temperature and 275 
surface lowering data provided. This was done using a multiparameter multiobjective optimisation approach, following Rye 

et al (2010): 

 
where 𝑓𝑎𝑔𝑔 is the aggregate objective function that was minimised, and 𝑓1

𝑛𝑜𝑟𝑚 and 𝑓2
𝑛𝑜𝑟𝑚 are the individual normalised 

objective functions 𝑓𝑎𝑔𝑔 is composed of.  280 

 

The two individual objective functions 𝑓1(𝑐1, 𝑐2) and 𝑓2(𝑐1, 𝑐2) used in the optimisation procedure, prior to normalisation, were 

as follows: 

 

 285 
where 𝑛 is the number of observations, 𝑚𝑚𝑜𝑑

𝑑  and 𝑚𝑜𝑏𝑠
𝑑  are modelled and observed cumulative melt at day 𝑑, and 𝑇𝑑

𝑡(0)𝑚𝑜𝑑 

and 𝑇𝑑
𝑡(0)𝑜𝑏𝑠 are the modelled and observed surface temperatures for timestep 𝑡. The first of these objective functions is the 

mean absolute error of cumulative melt per day. The second is 1-the Nash-Sutcliffe Efficiency coefficient of the surface 

temperature record. Both were normalised prior to minimisation according to: 

 290 
where 𝑓𝑛

𝑚𝑖𝑛 and 𝑓𝑛
𝑚𝑎𝑥 are minimum and maximum expected objective function values. These were set to 0 and 0.0056 m i.e. 

d-1, respectively, for the melt function, and to 0 and 0.5, respectively for the surface temperature function. 
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Overview tables for EB and SEB 305 
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2.3. Enhanced temperature index model 

DETIm 315 

The debris enhanced temperature index model (DETI) was developed by Carenzo et al. (2016) and includes a temperature 

factor (TF), a shortwave radiation factor (SRF), and a lag factor (lag) to account for the time it takes to transfer energy through 

the debris. Each of these three parameters need to be calibrated as a function of debris thickness, as in equations 6, 7 and 8 in 

Carenzo et al. (2016).  

A slight modification with respect to the original model has been implemented for this intercomparison experiment, and 320 
therefore we introduce the m subindex in the DETI acronym (DETIm). Here, the term i-lag, accounting for the time lag of the 

energy transfer between the debris surface and the ice surface, is also applied to the temperature threshold condition. That is, 

melt is set to zero if the temperature was below TT at the time step i-lag. Conversely, melt occurs if the temperature at the time 

step i-lag was above TT (see Equation 1 below). This accounts for the delay in energy transfer through the debris layer also to 

the temperature threshold. For instance, if temperature drops to zero after a few hours of high temperatures, melt will only stop 325 
after the lag from the last time step with temperature above zero has reached the ice. Conversely, after a cold period, melt will 

not start immediately after temperature crosses TT,  but will start after that lag time has passed. 

 

The DETI model is calibrated against hourly melt rate simulations from the DEBCF  model, as in the original paper by Carenzo 

et al. (2016) where the model was developed. For each site, the lag, TF and SRF parameters are parameterised as a function of 330 
debris thickness. Therefore, the DEBCF runs for the debris thicknesses used in Experiment 3 of the model intercomparison (1, 

2, 4, 6, 8, 10, 12, 15, 20, 30, 50, 100 cm) were used. For each thickness, a range of parameters was used to run the model and 

the highest Nash and Sutcliffe Efficiency between DETI and DEBCF was sought to obtain the optimal parameters. With the 

optimal parameters for each thickness, equations 2, 3 and 4 are derived, and the parameters lag1, lag2, TF1, TF2, SRF1 and SRF2 

obtained from them. We assumed that the optimal curve fitting functions are the same as those in Carenzo et al. 2016, i.e. 335 
linear for the lag parameter, power law for TF and exponential for SRF. The optimal parameters obtained are in Table S21.  
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 340 

2.4. Temperature index models 

KM1/KP1 

These are temperature-index models configured as in Winter-Billington et al. (2020), with KP1 being the uncalibrated version 

and KM1 the calibrated version of the same model. The main model equations are as follows:  

 345 

 
where PDD is calculated as the sum of positive degree days above a temperature threshold T0, and k is the melt factor (mm 

day-1 C-1) dependent on debris thickness (h) and fitted parameters according to equation 2: 

 
For both versions, the parameters in (2) are original values fitted using data collated from the literature (independent data - not 350 
the same data used in this intercomparison experiment) (Table S21).  

 

The only model component that is calibrated is T0  for the calculation of PDD. For the calibrated runs (KP1), the fitted values 

of T0 are shown in table S22. For uncalibrated runs (KM1), T0 = 0.  

 355 
Values of PDD were calculated for each glacier using a range of T0 = [-10, 9]. The model was run using every set of PDD. 

The value of T0 that resulted in the smallest difference between cumulative observed and predicted melt was selected (Table 

S21). The model parameters in (1) were fitted assuming T0 = 0, so the calibrated values of T0 are not physically meaningful. 

 

 360 
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KO2  

This model is configured as KP1 with a modified calculation of the melt factor k, now dependent on both debris thickness 

(h) and mean net shortwave radiation (SWnet):  

The parameters were not recalibrated but taken from the originally fitted model in Winter-Billington et al. (2020).  365 

 

Hyper-fit 

The Hyper-fit model is a temperature-index melt model, developed by Anderson and Anderson (2016). The model takes a 

bare-ice melt rate and decreases that melt rate due to the insulating effects of debris cover. The shape of the debris thickness-

melt relationship output by the model is hyperbolic and the rate of decline of that curve is defined by a characteristic debris 370 
thickness scale h*. 

 

In the model, the bare-ice melt rate 𝑏˙𝑖𝑐𝑒is estimated using a degree-day factor for bare-ice DDFice: 

where  and T✛ is the positive degree-days defined as the mean hourly air temperature at 2m above the surface (when above 375 

0° C) . Despite using an hourly time step the degree day nomenclature is still used as is convention (e.g., Hock, 2003).  

At each hourly time step, the bare ice melt rate is then reduced based on:           

where 𝑏˙𝑑𝑒𝑏𝑟𝑖𝑠is the sub-debris melt rate, hdebris is the local debris thickness, and h* is the characteristic debris thickness scale. 

If ice is assumed to be at the freezing point, h* can be estimated from physical inputs and parameters following: 380 

where k and φ are the thermal conductivity and porosity of the debris cover and R is the thermal resistance of the debris 

layer. Here we define R as: 

where L and ρice the latent heat of fusion and density of ice, 𝑇𝑠¯ the average debris surface temperature over the period used 385 
to estimate h*  and 𝑏˙𝑖𝑐𝑒is the bare-ice melt rate over the period used to estimate h*. We consider the case in which this model 

has two parameters:  DDFice and h* . 

This model assumes that heat is transferred through debris by conduction. Sub-debris melt should therefore vary inversely 

with debris thickness (excluding the possibility for melt enhancement for debris less than ~ 3 cm). In other words the debris 

thickness-melt relationship (or Østrem’s curve) for a given site should be hyperbolic as conduction is governed by the 390 
temperature gradient within the debris (e.g., Nicholson & Benn, 2006). In this formulation, sub-debris melt rates approach 

bare-ice melt rates and debris thins (hdebris << h*) and asymptotes toward zero melt as debris thickens (hdebris >> h*). 

There are two input variables needed for this model: 1) 2 m air temperature, which can be from on glacier or off glacier sources; 

and 2) local debris thickness. If desired the model can also use thermal conductivity, thermal resistivity, and debris porosity as 

inputs, but in practice estimating h* from empirical data appears to be effective. The model has two parameters, the bare-ice 395 
degree-day factor DDFice and the characteristic debris thickness h*. 
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Uncalibrated parameters 

For uncalibrated simulations, values for the two parameters were derived from previous publications, independent from the 

data provided in this intercomparison project. 

 400 
h*  values can be estimated if debris thickness-melt data (or Østrem’s curves) are available. With debris thickness-melt data 

from each site, independent from the data provided in this intercomparison project, the modeller optimised both h*  and 𝑏˙𝑖𝑐𝑒to 

obtain a best fit curve  using Scipy’s curve_fit package (see Table SI XXX). If no Østrem curve was available the global mean 

value of 0.066 m was applied (Anderson and Anderson, 2016). In the case of the SDF site debris thickness-melt data were 

available but the data was too noisy to produce a viable estimate of h* . For SDF debris less than 3 cm thick melt values ranged 405 
between 8.7 and 2.2 cm/day. The noise precluded the estimate of a unique, viable h* value. For TAS debris thickness-melt 

values were available but varied between 10 m/yr and 0.5 m/yr between 18 and 28 cm debris thickness, so the global mean h* 

value of 0.066 m was applied.  

 

For the uncalibrated h* values the mean was 0.085±0.034 m (1σ) and ranged between 0.055 to 0.16 m. These numbers are 410 
similar to those presented in the global compilation of h* values from Anderson and Anderson (2016) the h*  mean was 

0.066±0.029 m (1σ) and ranged between 0.03 and 0.13 m. 

The DDFice parameters applied at each site were derived from previous publications from each site, with two exceptions. In 

the case of PIR, a DDFice  was applied from adjacent glaciers 2-5 km away (Bello and Yeso Glaciers; Table 1). In the case of 

CN, a DDFice  was applied from Khumbu Glacier, 5 km away (Table 1). If  DDFice values were provided in a publication those 415 
values were used. Otherwise the values of  DDFice were calculated by the modeller using melt and air temperature data provided 

in each publication. For the uncalibrated DDFice parameters the mean was 0.45±0.27 mm/hr/K (1σ) and ranged between 0.023 

to 1.1 mm/hr/K. 

Calibrated parameters 

Of the two hyper-fit model parameters one was calibrated. The characteristic debris thickness h* was calibrated with the 420 
cumulative melt for each hour within the full measurement period at each site. The root mean squared error was then minimised 

for viable parameter choices. For sites that do not provide mean hourly melt rates (i.e., melt was measured using ablation 

stakes) the cumulative melt was interpolated to each hour using the mean melt rate provided by the ablation stakes. For the h* 

values calibrated here the mean was 0.066±0.013 m (1σ) and ranged between 0.049 and 0.089 m. This excludes the two 

outliers, likely caused by low DDFice values from the literature (Table 1). These numbers are similar to those presented in the 425 
global compilation from Anderson and Anderson (2016) the h*  mean was 0.066±0.029 m (1σ) and ranged between 0.03 and 

0.13 m. 

 

The second parameter, the DDFice was not calibrated during the simulations in which h*  was calibrated. Instead at each site a 

value from the literature was applied (see below). The DDFice in principle could have been calibrated with the data provided 430 
for each site but no calibration was performed here. 
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DDFdebris 

The simplest form of temperature index model with a single parameter is applied. Sub-debris melt 𝑏𝑑𝑒𝑏𝑟𝑖𝑠is calculated using 

a degree-day factor DDFdebris : 435 

 

where  and T✛ is the positive degree-days defined as the mean hourly air temperature at 2 m above the surface (when above 

0° C) and Δt is one hour. Despite using an hourly timestep the degree day nomenclature is still used as is convention (e.g., 

Hock, 2003).  

 440 
The model accounts for the effect of debris by reducing (or increasing) the degree-day factor for bare ice to represent the melt 

suppressing (enhancing) effects of debris. As debris thickness is not used by the model, this model is not run in uncalibrated 

form, as this would not make sense.  

 

The sub-debris degree-day factor was calibrated with the cumulative melt for each hour within the full measurement period at 445 
each site. The root mean squared error was then minimized to find the best-fit sub-debris degree-day factor. For sites that do 

not provide mean hourly melt rates (i.e., melt was measured at periods longer than 1 hour from ablation stakes) the cumulative 

melt was interpolated to each hour using the mean melt rate provided from the ablation stake measurements. 
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3.  Results 

3.1. Performance of model ensemble at sites  475 

 
Figure S2. Comparison of cumulative melt simulations across all models with observed melt data at each site.  

 

 

 480 
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 485 

 

Figure S3. Root Mean Square Error calculated from comparison of measured and simulated surface temperatures, for EB and 

SEB models, at all sites, for both hourly (black boxes) and daily (red boxes).  
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Figure S4. Validation of the energy balance model simulations against surface temperature across sites. Statistical boxes for 490 
each site show the distribution of the Nash Sutcliffe Efficiency of surface temperature for each model. Note that the THRED 

model is run at daily resolution and therefore not validated with NSE as discussed in the text. GRO17A and GRO17B are 

negative at Lirung (-4.1 and -3.4, respectively) and Suldenferner (-0.55 and -0.46, respectively) but are not displayed for better 

visibility of the plot.  

 495 

Figure S5. Consistency of model performance across the two validation datasets. For each model (a-i), each site is scattered 

based on their daily temperature bias and melt error. Dashed lines correspond to the zero line for both axes, and separate the 

plot in four quadrants. Quadrants above the horizontal dashed line indicate overestimation of surface temperature. Quadrants 

to the right of the vertical dashed line indicate overestimation of melt. Values higher or lower than the axes limit are shown on 

the axis limit.  500 
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3.2. Individual model performance 

 

Figure S6. Validation of the energy balance model simulations against surface temperature, at all sites. Statistical boxes for 

each model show the distribution of the Nash Sutcliffe Efficiency of surface temperature at each site. Note that the THRED 

model is run at daily resolution and therefore is not validated with NSE as discussed in the text. GRO17A and GRO17B are 505 
negative at Lirung (-4.1 and -3.4, respectively) and Suldenferner (-0.55 and -0.46, respectively) but are not displayed for better 

visibility of the plot.  
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Figure S7. Østrem curves for each model at all sites. 510 

 

 

 

 

 515 
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4. Discussion 

 

Figure S8. Melt rates simulated by the DEBCF model at Lirung, with debris thickness (d) = 30 cm (thickness at the AWS 

location) and d = 44 cm (thickness at the UDG location), and with debris conductivity and surface roughness from Lirung (k 

= 1.55 and z0 = 0.035) and Miage (k = 1.04 and z0 = 0.016) as well as combinations of them. Panel a) shows hourly melt for 520 
three days of the simulation period, b) shows the cumulative melt of all scenarios compared to the UDG record. 

 

 

Figure S9. Illustrations of the temporal sub-daily cycle of melt of energy balance (and simplified energy balance) models (in 

grey) versus simple temperature index approaches (coloured), for one study site, Arolla (debris thickness = 6 cm). The cross 525 
(x) indicates the observed daily melt at the site. Daily melt simulated by the models operating at the daily time step are also 

indicated to show that daily values arise from overestimation of melt at night and underestimation of melt during the day 

(relative to the energy-balance models operating at hourly resolution. Hyper-fit and DDFdebris overlap each other.  
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 530 

Figure S10. Mean melt error against site characteristics. For each of: debris thickness, mean air temperature, total precipitation, 

elevation, total melt, and simulation period length, the mean absolute error of the ensemble of models at each site is shown.  
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 535 

Figure S11. Modelled melt error (y-axis) vs model uncertainty (assumed equal to the standard deviation of the Monte Carlo 

Simulations, x-axis). Dashed line is the 1:1 line, so wherever a point is above the line, it means the error is larger than the 

Monte Carlo Uncertainty.   
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 540 

Figure S12. Melt simulations from KM1 model, new versus old calibration scheme: In the new calibration, the calibration 

strategy is set up to match the total final melt, and in the old calibration, to match mean daily melt rates.  

 

 

 545 
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Figure S13. Snowmelt calculated by the DEBCF model at the three sites where occasional snowfalls occurred during the period 

of record selected for this intercomparison.  

 550 

 

Figure S14. Outgoing longwave radiation flux (LWout) computed by each model, from the internally simulated debris surface 

temperature. The dashed black line is the observed LWout from the sensor. Notice that GRO17A and GRO17B overlap each 

other.  

 555 
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Figure S15. Mean daily cycle of debris surface temperature computed by each model at each site. All models simulate 

internally simulated surface temperature. 
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