
Answer letter to Reviewers

Dear reviewers and editorial team,
thank you for your thorough and constructive feedback. The raised concerns were very valid and and we
were happy to incorporate the feedback and improve our manuscript.
Please find below the same answers already uploaded in the discussion, together with references to Sec-
tions or line numbers in the reviewed manuscript and the Diff-file.

All the best,
Fiona Fix-Hewitt and Co-authors

Major Comments

I think the title has more potential to highlight the key novelty of the paper: A first climatology of AD
events over Europe. Adding the term “climatology” would also make it easier to differentiate from the
authors’ previous publication that explored ADs with form of a case study.

Thank you for this suggestion. We originally refrained from using the term ‘climatology’, since the dataset
is only 2-years long. We do see your point about differentiating our two papers more, and decided for
“Properties and Characteristics of Atmospheric Deserts over Europe: A First Statistical Analysis ”.

Language and Figures:
The paper is mostly well written and the authors use adequate vocabulary. However, some sections would
benefit from smoother flow of language and improved syntax. [...]
Some figures are hard to “read” due to the choice of colourmaps or feature colours. [...]
There were a few instances where the formatting of the paper or sentence structure got in
the way of interpretation. [...]
In several instances the author’s opted for a series of short paragraphs (1-3 sentences) where
a single, more connect, paragraph was a better fit. I appreciate the authors frequent use of
black and white color bars (which work well for a variety of users). However, the choices
also made it challenging to pick out certain details, [...] Lastly – though this may be a
personal choice of the authors, I found the presentation of axis/colorbar labels as ‘variable
/ unit’ potentially confusing (it briefly made me think you were dividing the two). I would
adjust to a style of ‘variable (unit)’ instead to avoid this confusion.

We thank the reviewers for their comments on improving the readability of our manuscript and will
incorporate the suggestions as fully as possible. Colour maps are adjusted accordingly, i.e. the colour
range has been adapted, so that the grey scale for example does not reach the very light and very dark
colours, which improves readability. While it was a personal choice, we adjusted the axis descriptions as
suggested to avoid confusion.
Regarding the length of individual paragraphs, we will carefully assess the matter but we also think that
this is personal preference and style. In particular, we do want to keep several paragraphs in the abstract,
as they separate different ideas.

I acknowledge that many of the deployed methods require the selection key parameter values, and that
this is partially based on previous work of the authors. However, I think this still requires more explana-
tion and justification in the presented manuscript.
Synoptic Analysis
Why exactly do you chose three clusters for the synoptic analysis? What would change with 4 or more
clusters? Is there a seasonality of the synoptic situation that causes ADs?
I was admittedly a bit surprised to see that of the three synoptic clusters that you selected,
60% of the cases fell in a single cluster. I was happy to see the that you applied a total sum
of squares approach, but when expanding the number of clusters, did you see additional
differences that were of interest? Cluster 1 looked a bit like it was getting zonally smoothed
(perhaps zonally smoothed anticyclonic Rossby wave breaking), so I was curious if this was
the case. As a follow-on to this, it would be interesting to either a) do additional cluster
analysis by season (perhaps for supplemental figures) or to provide a breakdown of the
seasonal composition of each cluster (i.g. what percent of each cluster population came
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from each season).

Incorporated in Sections 2.4 and 3.2

In response to these comments we did look into the clusters more closely and we agree, Cluster 1, which
has most of the cases indeed smooths various different situations. We therefore refined the clustering
method further. Instead of normalising the individual maps, we use standardised anomalies of Z500. This
is done by subtracting the mean and dividing by the standard deviation, using a 30-day running window.
This helps to emphasise anomalous patterns and to avoid that a generic ’westerly’ current is picked up
by the clustering.

We already used a principal component analysis (PCA) in the manuscript, but we refined its use
further. Using PCA reduces the dimensionality of the data, but it also helps identifying the spatial
patterns repsonsible for the most variance in the data. We find that using the first 7 principal components
(PCs) is a good compromise between retaining most of the variance (62%) and simplifying. Plotting the
PCs against their explained variance ratio also shows that taking further PCs into account can increase
the explained variance ratio only by small amounts (’elbow’, see Fig. R1). However, the results are quite
robust the number of used PCs. The PCs are not normalised before clustering by them, since we want
to take advantage of the emphasis they give to the important spatial patterns in the data (which also
makes it more stable towards the number of PCs used in the clustering).

Finally the data is clustered. With the refined method, 4 clusters is the better choice. This is based
on the elbow plot of the total sum of squares (see Fig. R2) and a judgement of the interpretability of
the resulting cluster mean patterns. However, the overall patterns are similar for 3, 4, and 5 clusters,
as there is a more zonal cluster, one with a trough and then some constellations of ridges - we therefore
believe 4 clusters is a useful number of clusters to interpret. In order to show some more context, we
decided to also show the observation that is closest to the cluster centroid (Fig. R3), instead of just the
cluster mean. This also allows to show trajectory clusters together with the synoptic situation.

Dividing the 66 AD-events by season results in only 15, 19, 16, and 16 events per DJF, MAM, JJA,
and SON, respectively. Clustering these will yield clusters with very few members per cluster, which we
think is not useful for interpretation. A breakdown of the seasonal composition of the clusters, however,
it more useful. Hence, for each cluster we show the percentage of events from the respective seasons (Fig.
R4). As you can see, all clusters have members from all season. Cluster 1 has less members from winter,
only few events from summer fall into Cluster 2 and Cluster 4 has only few members from autumn. The
figures and discussion will be added to the manuscript.

Typical trajectories
why do you use a subjective selection and not a systematic one? You could cluster the trajectories and
show the cluster mean composite, or the trajectory with the smallest deviation from the cluster mean.
Regarding the trajectory clustering, did you attempt any sort of automated technique to
cluster rather than a subjective selection? You may instead wish to present these as rep-
resentative pathways and perhaps show them on a map. Lastly regarding the trajectory
‘clusters’ – how did these 6 different clusters project onto the 3 synoptic clusters?

Incorporated in Sections 2.4 and 3.5

We acknowledge that the selection of the typical trajectories can be confusing. In the revised manuscript
we adopt a different, and more objective approach. To clarify: We are already clustering the trajectories
per starting day. Clustering the cluster averages again, is going to be very difficult, because while they do
show similar behaviours, their path on the map and the timing and magnitude of changes in altitude or
thermodynamic variables can vary strongly. Therefore, we define the different air stream types by using
thresholds:

blue ∆h. a.m.s.l > 1000m & ∆θ > 0K & ∆q < 0 gkg−1

red ∆θ < 0K & ∆qrel > 0.1

yellow ∆θ < 0K & ∆qrel < −0.1

green ∆θ < −1.5K & |∆qrel| < 0.1

cyan |∆θ| < 1.5K & |∆qrel| < 0.1
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Here, ∆ refers to the difference between the end and start of the cluster-averaged trajectory. ∆qrel
denotes the relative change in q since that time. An absolute relative change in q of less than 10% over
several days is used as a criterion to identify an air stream that retains its moisture. Similarly, a change
in potential temperature of less than 1.5K is considered small. Clusters that do not meet the criteria
for any of these air stream types are categorised as black. The criteria were selected based on visual
inspection of the clustering results and because the resulting typical air streams can be linked to physical
processes that dominate the modification of the air during its advection: The blue air stream implies
latent heating due to condensation and a loss of humidity caused by precipitation,. The red air stream
may be influenced by evaporation or mixing with cooler, moister air masses. The yellow air stream
indicates mixing with cooler, but dryer air masses, the green one is dominated by radiative cooling, and
the cyan one behaves like the previously studied EMLs.

For each of the 66 AD-events, we perform clustering of the trajectories. Specifically, we consider
trajectories initialised 3 and 5 days before the AD maximum (i.e. for a maximum at 2022-06-20 08:00,
trajectories initialised on 2022-06-15 and 2022-06-17 are clustered, respectively). This results in 66 × 2
× 4 = 528 clusters. For simplicity we do not use all days between the onset and maximum any more,
but only two starting days per event to capture different constellations.

Instead of displaying a schematic Figure in Fig. 9, we display the cluster means of 2 cases, that cover
the different air stream types. The results for all cases will be shown in the appendix, for completeness.
The breakdown of how often which air stream is found, as well as the seasonal distribution will be
discussed in more detail.

Connection to other synoptic dynamics: While ADs are connected with particular weather situations
and extreme weather, it would be interesting to see a broader discussion of these. Your synoptic analysis
shows a situation that somewhat resembles that of North African cyclones (cluster 1). These are known
to be efficient for dust emission in North Africa during spring, and can lead to dust transport towards
Europe. [...]

Incorporated in lines 412 ff. (504ff. in the Diff)

Thank you for mentioning relevant literature. We add some context to the discussion, referring to some
more recent work (partly based on the ones you suggested) about warm air intrusions and dust events:
“The identified flow patterns also resemble those identified in other studies in the context of Saharan
warm air intrusions and dust transport. Cos et al. (2025) also found anomalously low pressure in (north-)
western Europe during the onset of warm air intrusions from the Sahara into the Mediterranean. Varga
et al., (2013) identified different types of geopotential height patterns connected to Saharan dust events
in the Carpathian Basin. Their Type I has similarities with our Cluster 1. Their Type II resembles
our Cluster 2, and is also most frequent in spring. Their Type III also has a ridge over central Europe
similar to our Cluster 3, which causes dust events especially in western Europe. Also Rostási et al. (2022)
investigate dust intrusions into central Europe, and several of their situations resemble our clusters as
well. These similarities can be expected, as both warm air as well as dust intrusions must be caused by
ADs by definition. ”

Rostási, A., Topa, B. A., Gresina, F., Weiszburg, T. G., Gelencsér, A., and Varga, G.: Saharan
Dust Deposition in Central Europe in 2016—A Representative Year of the Increased North African Dust
Removal Over the Last Decade, Frontiers in Earth Science, 10,
https://doi.org/10.3389/FEART.2022.869902/FULL, 2022.

Cos, P., Olmo, M., Campos, D., Marcos-Matamoros, R., Palma, L., Ángel G Muñoz, and Doblas-
Reyes, F. J.: Saharan warm-air intrusions in the western Mediterranean: identification, impacts on
temperature extremes, and large-scale mechanisms, Weather Clim. Dynam, 6, 609–626,
https://doi.org/10.5194/wcd-6-609-2025, 2025.

Varga, G., Kovács, J., and Újvári, G.: Analysis of Saharan dust intrusions into the Carpathian Basin
(Central Europe) over the period of 1979–2011, Global and Planetary Change, 100, 333–342,
https://doi.org/10.1016/J.GLOPLACHA.2012.11.007, 2013.

Is there a connection between ADs and dust transport?
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Incorporated in lines 430ff (523ff in the Diff-file)

There is indeed a connection between ADs and dust transport from the Sahara. We have briefly investi-
gated the conditional probabilities of dust aerosol optical depth (duaod550, based on EAC4 reanalysis)
anomalies greater than 1, given the presence or absence of AD air (Fig. R5). This analysis yielded that
high duaod550 in absence of AD air is very uncommon – which logical, since dust must be picked up in
the desert boundary layer, therefore the air transporting it is per definition AD air. The low conditional
probabilities that do exist are likely due to the limited length of the trajectories, which are no longer
tracked after 5 d. On the other hand, we find that up to 50% of AD-hours over continental Europe also
have anomalously high duaod550. Hence, when dust is transported towards Europe, it is most certainly
due to an AD, and in up to half of the time, ADs are dusty. Since adding a lot of detail about conse-
quences of ADs to this manuscript is beyond its scope, we have further work planned on the consequences
of ADs. That will include this and more detailed analyses. However, we mention it in the current work
briefly for clarification: “Another consequence of ADs is the transport of Saharan dust. By definition all
dust events need to be ADs, but not all ADs have to carry dust. The question of whether and how often
they do is beyond the scope of this study. ”

Also, a mention of the somewhat related term “atmospheric rivers” (ARs) might be interesting. Both,
ADs and ARs are connected to extreme events, even though air masses have very different thermodynamic
properties.

Incorporated in lines 432ff (525f in the Diff)

The name atmospheric deserts is indeed inspired by atmospheric rivers and both are connected to extreme
events. We add: “Atmospheric rivers are another phenomenon related to extreme weather events. While
they sound like the moist counterpart of ADs, the direct comparison is not straightforward, as atmospheric
rivers are defined by their water vapour footprint, while ADs are solely defined by their source region. ”

Specific Comments

Specific comments that are specific to language, sentence structure, or similar, and do not need clarifying
comments, are not answered here in detail, but incorporated in the revised manuscript directly.

l. 12: “resides between the local boundary layer height and the troposphere”. I do not understand
where this is. The top of the boundary layer usually marks the transition to the free troposphere. Please
clarify.

Incorporated in l.12 (l.16 in Diff)

Thank you for making us aware, this is indeed misleading. We will clarify as: “Atmospheric desert air
frequently resides above the local boundary layer and extends through much of the free troposphere.”

l. 49 “for a few days” – for how long exactly? Use numerical value.
Since there is no clear definition used in that paper of when the AD event starts and ends, nor is it
defined more closely what ‘a large part of Europe’ is, we do not think that adding a numerical value here
will give clarity.

l. 67: Why are computational requirements mentioned here? I suggest removing, moving to the dis-
cussion, or adding a reason why you need this info here.

Incorporated in Discussion now: l.396 (l.484 in Diff)

The computational resources are mentioned here, to explain why the investigated time period is only 2
years long, rather than covering much longer (climatological) time scales. We move this to the discussion.
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l. 77: Please reference figure 1 which shows the domain(s).
Figure 1 does not show the entire domain used in the calculations, which reaches as far south as 15◦ N,
hence it would be misleading to refer to it. We also do not want to extend the shown domain in Fig. 1b
to capture the entire domain, as it would reduce readability, and there is no necessity to show the entire
data domain. We need the data domain to reach this far south, to capture the entire possible source
region south of the curtain, in case trajectories re-circle before reaching Europe.

l. 82: “various contexts” - In which contexts exactly? You add four references; please also give ex-
amples what these publications use LAGRANTO for.
Lines 81-82: Please remove ‘in atmospheric science, in various contexts’.

Changes: l.78 (l.98 in Diff)

Changes are made according to the comment of Reviewer 2, since it is not relevant for this study, what
the other studies used LAGRANTO for specifically.

l. 99f: What happens to air parcels that are first advected outside of the ”curtain” and only then make
their way to Europe? What about air from other source regions? It would be good to highlight more that
you only focus on air that is advected from North Africa (where we assume most ADs to originate).

Incorporated in l. 81 (l. 101 in Diff)

I am not entirely sure if I understand your question, but I will try to answer to my best knowledge. We
are considering all air parcels that have a northward component at the curtain. There are only two ways
an air parcel that is not considered reaches Europe later on: 1) it starts travelling south/‘inside’ the
curtain and turns around at a later time 2) it travels ‘outside’ of the curtain, but without a northward
component. In the first case, that parcel will be captured at a later time, when it does pass through
the curtain with a northward component. The latter case is not likely, as it requires almost purely zonal
movement due to the orientation of the curtain. That also means, that those parcels likely travel over
the Atlantic before eventually possibly reaching Europe. We do not want to capture these particular
parcels, since they might have interacted with the marine BL there and altered their properties, so that
they cannot really be considered AD air any more when they reach Europe.
We highlight more clearly that due to its size North Africa is the dominant source region for Europe and
that we only focus on this region: “In this work, we are interested in ADs over Europe. Naturally, North
Africa is the source region of interest, since it is the biggest desert area in the vicinity. For the case study
in Fix et al. (2024) it was shown that the proportion of trajectories originating in Iberia is very small,
and literature also suggests, that often the air involved in Spanish Plumes is actually of subtropical origin
(e.g. Schultz et al., 2025a, b), therefore we neglect Iberia as an additional source region. Trajectories are
initiated along a ‘curtain’...”

l. 112: “decent vertical resolution”, “high enough numbers”. What do you mean by this? What crite-
ria does the vertical resolution need to fulfil to be “decent”? High enough for what? I suggest to rephrase,
give a reason, and add a numerical value (e.g., minimum numbers of trajectories per box),

Incorporated in Section 2.3, lines 113 (136 in Diff) and following

With a vertical resolution of 500m, the mean trajectory count per cell is 6.8, and only 18.7% of the
AD-cells over the entire domain and period have counts of greater than 10. Hence, increasing the vertical
resolution will result in very low trajectory counts per cell, which reduces robustness. We do not want
to decrease the vertical resolution further, since that would mean we cannot resolve features of scales
smaller than 1 km any more.

The numbers of trajectories per cell already are quite low - especially also compared to those in our
previous study (Fix et al. 2024). This is due to a reduction of trajectories in general to make the method
computationally feasible for longer time periods. We re-calculated the case from that study, and find
that the results remain qualitatively the same, so we believe that the lower number of trajectories does
not cause fundamental problems.
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Adjusted in the manuscript: “In order to identify the AD air mass, the trajectories are aggregated to
grid boxes of 0.25◦×0.25◦×500m, matching ERA5 grid cells in the horizontal. A higher vertical resolu-
tion would reduce robustness of the analyses as it would decrease the number of trajectories per AD-cell
(which is 6.8 on average for 500m resolution). At a lower resolution, we could not resolve features smaller
than 1 km properly any more. Hence, 500m is chosen as vertical resolution. An AD-cell is then defined
as a grid box that contains at least one trajectory. This results in a dataset that designates each point
in space and time as AD- or nonAD-cell. Additionally, the average properties of all trajectories within
that cell are known. Using only one trajectory as threshold to identify a cell as AD-cell may seem like a
weak definition, but as argued in Fix et al. (2024) it is a useful one and was shown not to substantially
misidentify the AD-cells. ”

l. 129: “2 days” – Why this threshold? Please give a reason.

Added in l. 129 (l. 154 in Diff)

We added a clarification to the manuscript: “The situation 24 h after the minimum and 24 h before the
maximum are taken as representative for the early and mature phases of an AD-event respectively. To
ascertain that they do not overlap, only those 66 events with at least 48 h between their minimum and
maximum are taken into account for further analysis. ”

Line 132: I wasn’t sure why it was mentioned that the data was reshaped – had it pre-
viously been unshaped? You can probably just remove this sentence.

Incorporated in l. 137 (l. 163 in Diff)

For the sake of reproducibility we will keep this sentence but try to clarify: “The data is then reshaped
from 3-dimensional format (lon × lat × time) to 2-dimensional format (space × time). This reshaping is
necessary as principal component analysis (PCA) requires the data to be in (features × samples) format.”

l. 145: Why 4 clusters? You say “as in Fix et al. (2024)”, but please also give a brief reason in this
paper why you choose this value.

Added in l.154 (l.183 in Diff)

“The variables are standardised to ensure equal weight and a number of 4 clusters is chosen for the clus-
tering (as in Fix et al., 2024, where the ideal number of clusters was determined using the ‘elbow-plot’
of the total sum of squares).”

Line 161: Did you consider allowing the daytime hours definition to vary by season? It
seems like for much of this reason, you’re cutting off daytime hours in the summer by early
to midafternoon when the BL may still be deepening.

Clarified in l. 184ff (l. 217ff in Diff)

We appreciate this comment. We want to make clear at this point that we do not chose daytime hours
here to capture the entire daytime BL, but rather because we know we can trust the ERA5 BLH during
this time more than at at night. In response to your comment, we redid the calculation several times,
to investigate how sensitive the results are to the choice of daytime hours. The following experiments
were conducted: 1) 12 UTC only, 2) 10-17 UTC allyear, 3) seasonal 1, 4) seasonal 2. Seasonal 1 used
10-15UTC in DJF, 9-16UTC in MAM and SON, and 8-17UTC in JJA. Seasonal 2 to used 10-15 in DJF,
9-17UTC in MAM and SON, and 7-19UTC in JJA (for the latter see Fig. R6).

The results for all of those experiments remain qualitatively the same. (For the 12UTC-only exper-
iment only the probability was looked at, since the calculation of streak lengths like described in the
manuscript does not make sense then). The conditional probability is almost undistinguishable, and the
streak lengths (mean and 90th-percentile) increase slightly, which is logical, since the requirement of 3 h
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of lid per day is met more likely, if the days have more hours.
This analysis indicates that the results are robust towards changes in the time window. Hence, we

want to keep the analysis the way it is in the paper. This is because we think adding a seasonal variation
gives a false security, since local times and sun angle vary considerably across the domain as well. We
clarify this in the manuscript as: “Our selection of 10–15 UTC does not aim to precisely capture the
actual daytime hours at every location and day of the year. Instead, this time window is chosen because
it represents a period during which the ERA5 BLH can be reasonably assumed to provide meaningful
and useful information for our analysis. To ensure the robustness of our conclusions, we conducted the
same analysis using alternative time windows, including a fixed time (12 UTC) and seasonally varying
windows. The results remain consistent regardless of the exact choice of the daytime hours. ”

l. 173: “weighted by grid cell area”. Even though you might use an area-weighted average for compu-
tation of the mean field values, I find this explanation quite confusing here. Figure 1 shows AD probability
per hour and area (not per cell), and does not need further weighting for interpretation (I think).

Incorporated in l. 199 (l. 233 in Diff)

I am not sure I understand what causes the confusion. The AD data is a binary time series for each grid
cell. We calculate its temporal mean, which yields the occurrence probability per hour and cell. Since
the cells hat higher latitude are smaller in area, it makes more sense to show occurrence probability per
hour and area. To compute this, the occurrence frequency per hour and cell needs to be divided by the
grid cell’s area. This is what we meant by “weighted by grid cell area”. We changed the wording to:
“Due to Earth’s curvature, ERA5 grid cells at high latitudes are smaller than those at lower latitudes.
To account for that, the occurrence probability per grid cell is divided by the grid cells’ area (Fig. 1).”

Lines 195-196: Do we know that a greater poleward extent equates to a longer duration?
This seems counter to some of your other results. I would think the poleward extent vs.
duration would highly depend on the synoptics that got the air to high latitudes in the
first place (eg. a strong cyclone vs. a moderate anticyclone will have different advective
velocities).

In Figure 2 long stripes mean the AD extends far northwards, wider stripes mean longer durations
and darker colours mean wider longitudinal extent. As you can see, and as we mention 2 lines further,
very different flavours of events exist - i.e. various combinations of latitudinal and longitudinal extent
and duration happen. We do not claim anywhere that there is a connection between poleward extent
and duration.

l. 198: “does show that it is rare that no AD air is present in the domain north of 37◦ N”. It would
be interesting to know how often this occurs over the analysed period.

Added in l.229 (l.266 in Diff)

In 2.7% of the hours during the analysed period, AD air is present in less than 1% of the columns in the
domain. We add this information to the revised manuscript.

Lines 211-221; Figure 3: Aim to include panel labels here to clarify the discussion. In
addition, I would consider either creating a second figure (or adding to figure 3) a compos-
ite of MSLP or 850 hPa heights here to capture the lower tropospheric flow. This matters
both for the 24h after onset period (where the lower troposphere presumably has done
much of the initial advection of the AD from Africa) and the latter period (which matters
for your lower tropospheric trajectories). Consider including this and expanding/support
the discussion accordingly.

New Fig. 3
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850 hPa geopotential heights have been added to the respective figures and will be discussed in the im-
proved manuscript. See Figs. R3 and R4.

Lines 223-229: Can these ‘streaks’ be reinforced by multiple synoptic scale events? It
seems like a residence time of >7 days needs multiple events given the atmospheric vari-
ability in this region. As such, how does this impact the interpretation of your clusters?

Certainly, it can happen that AD come in several waves caused by multiple synoptic scale events. For
the interpretation of the residence time of the AD here, that does not matter. We cluster the synoptic
situation for the events based on the geopotential height maps 24 h before the maximum extent of the
AD. This is comparable for all cases, independent of their length and whether they come in waves. We
also display the synoptic situation at 24 h after the minimum, which shows the situation during the onset.
If in a particular case the AD came in waves with very different synoptic patterns, we would miss this,
yes. While analysing these rare cases might add minor details, it would not significantly alter the overall
interpretation of the clusters or the conclusions of our study.

l. 229: Fig. 4: Reference this figure where you first describe streak lengths (previous paragraph).
The paragraph from lines 223-229 is not about this Figure, since the Figure shows the seasonal results,
while the previous paragraph discusses the results for the entire year, hence referencing it there would
not make sense.

Line 233: Please change to ‘. . . below a week, but is closer to . . . ’
l. 233: “closer to a week in the Mediterranean in SON”. Figure 4 shows less than one week (7 days) in
the Mediterranean for SON. Please clarify.

Incorporated in l. 276 (l.335 in Diff)

The sentence is changed according to reviewer2’s comment. Fig. 4f indeed shows 90th percentile values
in the Mediterranean in SON are close to 7 days.

Line 243: I’m not sure I can see this north-east tilt from your figures. Also, given the
spatial dimensions and rate of ascent here, how much of a horizontal extent of tilt should
we expect to see?

Clarified in l. 286 (l.346 in Diff)

The north-east tilt can be seen in Fig 5, because the colours become increasingly yellow towards the
north-east in panels a and b (colour scales will be improved).
The expected tilt really depends on the depth of the colder air mass the AD air encounters in the north,
and is therefore difficult to estimate from the AD data alone.

l. 245: “The largest average distance between the highest and lowest AD-cells”. Suggestion: The
largest vertical depth . . .
We want to keep the wording, since ‘vertical depth’ can be misleading. ‘Depth’ might require continuos
AD air in that layer, but the distance between highest and lowest does not.

Line 247: Please remove ‘in their centres’.
We disagree with this comment. EMLs have been shown to inhibit thunderstorms at their centres while
enhancing them near their edges; therefore, removing ’in their centres’ would obscure the intended mean-
ing.
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Lines 256-267/methods: I found this definition of the lid challenging to feel ‘comfort-
able’ with. Why not go for a more rigorous definition like exceeding a threshold for vertical
gradient in potential temperature? You have the data (given your later figures), and one
would expect a larger magnitude vertical gradient in theta for a profile with an AD over
the BL rather than one with a common free atmosphere overhead.

We agree that if AD air is present directly above the local BL, there should be a stably stratified
layer. However, we do not investigate the strength of the AD-induced lids here, but only their occurrence.
While for EMLs it can be expected that the theta gradient is strong, this is not necessarily the case for
ADs, as they can be modified during the advection, so that their potential temperature can be closer
to that of the local BL. Hence, we do not want to impose a threshold criterion on the theta gradient.
Additionally, the definition of the ERA5 BLH itself implies the presence of a stable layer above, due to
its use of the Bulk-Richardson Number.

Lines 256-258: Would it be better to show the fraction of the mean/90th percentile
streak length that met the criteria of a lid instead? I feel like this may be a more natural
extension/connection of the work.
Showing the comparison of AD streak lengths and lid streak lengths does not make sense like this. AD
streak lengths are calculated as continuous phases of AD air being present in a specific column. Lid
streak lengths, however, are calculated as the number of consecutive days that have a lid present for at
least 3 h during daytime. Hence, streaks of lids are not necessarily a subset of those of AD streaks, since
the AD streak could be interrupted between two consecutive days with a lid. This definition of lid streaks
is useful, however, because for the lid’s consequences it is important, whether it is present during several
consecutive days during the daytime, independent of whether AD air covered the cell at all times.

l. 265: “compared to a continental one, as it is often cooler and moister”. What does this mean for
the development and persistence of a lid? Please add/explain.

Added in l.308 (l.370 in Diff)

We added: “This likely has to do with the different properties of a marine BL compared to a continental
one, as it is often cooler and moister. The greater the difference in thermodynamic properties between
the AD air and the local boundary layer (BL), the less likely the AD is to intrude, making longer-lasting
lids more probable.”

Lines 278-282: Though heat waves matter here, please also consider adding discussion
here on this being important for suppressing deep convection as well.

Added in l. 331 (l. 395 in Diff)

We added: “ Sometimes the AD also forms a lid on top of the local BL, however, the persistence of
these lids is typically short, so that they are not likely to cause considerable heat build-up and hence
heat waves. Independent of its persistence, the presence of a lid can suppress or delay deep convection
in its centre, and boost thunderstorm formation at its edges (as was shown for EMLs by e.g. Carlson
and Ludlam, 1968; Keyser and Carlson, 1984; Lanicci and Warner, 1991b; Andrews et al., 2024), which
makes ADs important in the context of deep convection.”

Line 315: I’m not sure I see this ‘unchanged’ characteristic, in particular for q.
l. 315: Based on Fig. 8c, I struggle to see how q remains almost unchanged between 2 and 6 km. Or do
you mean Theta E?

Changes in Sect 3.5

In Figure 8c) in the manuscript, a high number of cells have an average of near-zero change in the po-
tential temperature, which can be seen in the dark colours at ∆θ = 0K which are darkest between 2
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and about 6 km. Similarly, the darkest colours in Fig. 8d) can be found at ∆q = 0 g kg−1, which is
most visible between 2 and 4 km. We do not want to say that all cells in this altitude range retain their
thermodynamic properties, but that there are many cells in this range, that do. This is rephrased as this
section changed with the changes to Figure 9.

Section 3.5: Two points here to consider. First, I felt like theta-e (an excellent metric for
an air mass) was presented but not really discussed. I think one key take-away here is that
theta-e isn’t really changing much (perhaps a slight weak bias toward a negative tendency),
indicating that once the air mass is being advected, it’s broad airmass characteristics are
not really changing. In other words, changes to the moisture characteristics are being com-
pensated by changes to the dry parcel characteristics, resulting in a nearly-conserved air
mass overall property. The second point here (noted in the general comments above) – it
would be really helpful to see how your trajectories here relate to the 500 hPa composites.
There are a variety of ways to approach this, but I think it would really help connect the
different analysis approaches of the manuscript well.

Changes in Sect. 3.5, New Fig 3.

Thank you very much for this comment. Indeed, we will discuss θE in more detail: “Throughout the
column, the average changes are almost zero (with a slight tendency towards negative changes), which
indicates that overall the air mass properties are preserved well. When looking at the changes for
the trajectory clusters, often the yellow and green air streams present with large changes in θE (see
Supplement), which is logical, since their changes are dominated by adiabatic processes. ”
We have added the trajectory cluster means for the cluster centroid closest days to what was Fig 3. in
the manuscript (Fig. R3) and mention how they connect to the respective synoptic maps.

Specific Comments on Figures

Colour bars have been adjusted on all relevant figures to improve readability.

Figure1

Caption: You mention cells, but your colourbar legend shows area im km². Please clarify.
“Probability of an AD being present in the respective cell, weighted by the cell’s area” is what it says in
the caption, which explains why the unit has km−2. We do not think further clarification is needed.

Figure 3

It would be very interesting to see a seasonality analysis of these clusters.
See earlier answer.

New Fig 3.
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1 Figures

Figure R1: Explained variance ratio for the principal components. Based on standardised Z500 anomalies
as input.

Figure R2: Elbow plot of the total sum of squares (inertia). Based on clustering of 7 PCs based on
standardised anomalies of Z500.

11



Figure R3: Z500 in m (green contours), Z850 in m (blue contours) and AD-columns (grey shading) for
the centroid closest observation for the four clusters, respectively (columns). The top row (a-d) shows
the situation at 24 h after the onset, and the second row (e-h) at 24 h before the AD maximum. The AD-
columns are shown as shading for context. Clusters are based on standardised Z500 anomalies only at 24 h
before the maximum. The bottom row (i-l) shows the four trajectory clusters based on the trajectories
started on the day 5 days prior to the AD maximum, colouring of the trajectory clusters is according to
the classification algorithm. The number of members in each cluster is given in the column title.
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Figure R4: As Fig. R3 but for cluster averages. Panels i)-l) show the seasonal breakdown of each cluster
in percent.

Figure R5: Conditional probability of an anomaly of dust aerosol optical depth (550nm) being greater
than 1 (duaod550′ >1), given the presence of AD air (a), conditional probability of duaod500′ >1, given
the absence of AD air (b), and the logarithm of their odds ratio (c).

Figure R6: As Figure 6 in manuscript, but for seasonally varying daytime hours. Lid properties. (a)
Probability of a lid being present, given an AD is present. (b) Mean streak length of the lid in days. (c)
90th percentile of streak length of the lid in days.
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