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We thank the referees for the careful reading and constructive criticism on our manuscript. We understand two major con-

cerns raised by the Reviewer, regarding i) extraction of gravity wave signals, ii) the robustness of the results caused by the

model setup, along with some additional scientific clarifications of results interpretations. We hope that our replies to the com-

ments answer the issues in a satisfying way, and that the changes in the manuscript motivated by the comments improved

the paper. We first list the central changes in the revised version of the manuscript to give an overview. Then we address

each comment in detail and outline the corresponding revisions made to the manuscript (Reviewers comments in italics and

corresponding revised text passages are given in italic blue).

Central changes in the revised manuscript

– Motivated by a comment from one of the referees, we have replaced our gravity wave filtering method by incorporating

an additional dynamical constraint: the extraction of the divergent wind components using the Helmholtz decomposition

technique. In the updated manuscript we derive the small scale effects, i.e., the prime quantities, in the following way:

1) Extraction of the divergent wind components using the Helmholtz decomposition

2) Spectral decomposition in which the filter is applied in spectral space using a one-dimensional zonal FFT over the

Northern Hemisphere and removes the contributions from wavenumber 0 to 8,

3) In the subsequent step, we applied an additional Gaussian low-pass filter to the spectral decomposition in the compu-

tation of small-scale momentum flux products (i.e., u′w′ and v′w′), following the approach of Kruse and Smith (2015).

This further smoothing better suppresses residual large-scale contributions that may not be fully removed by the initial

spectral filtering, thereby improving the separation of small-scale gravity wave effects. This approach affects of prime

quantities and thus the figures which show such variables. In detail, we revised Figures 6, 7, 8, 9, 10, 11 and 12 of the

original manuscript. We note here that especially the occurrence frequencies of S2′ show slightly reduced values but we

emphasize that the interpretation of the results and thus the major conclusions drawn from the analysis do not change.
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– To address the reviewers concern regarding the realism of moist processes, we included an analysis of 850 hPa relative

humidity to show the distribution of the moisture during the baroclinic life cycle. A new appendix figure illustrates its

spatial distribution in the MOIST simulations.

– We have added further details on the selection criteria for S2 and Ri thresholds to clarify the characterization of dynamic

instability and shear occurrences across the different experiments.

Response to Reviewer 1

Major comments:

1. Extraction of gravity wave signals

Comment: I have concerns on the current investigation method for retrieving gravity wave perturbations, in which 8 is chosen

as the cutoff wavenumber (either along each latitudinal band by the 1D FFT filter, or over the entire globe by the spherical

harmonic filter. For example, as pointed out and exemplified recently by Wei et al. (2022), only using the statistical approach

is sometimes not enough when calculating momentum fluxes induced by gravity waves, and it would be better in this case to

also include a dynamical approach (e.g., extracting the divergent components of the winds by the Helmholtz decomposition

technique). The main reason here is that the scale separation assumption between gravity wave and other signals (e.g., Rossby

waves) may not be valid. In particular for this paper, the cutoff wavenumber (if it is referred to as zonal wavenumber 8) is quite

small compared with many other studies (e.g., cutoff zonal wavenumber 20 is used in Gupta et al. 2021), and it is possible that

Rossby waves are not fully filtered out. One solution here is to apply an additional dynamical constraint (such as the one used

in Wei et al. 2022), also with studying the sensitivity of fluxes/Ri to different choices of the cutoff wavenumber by changing it

from 8 to 20. I hope that this concern could be addressed or at least discussed in the revision, and the related literature should

be mentioned.

Reply to comment: We agree that combining statistical and dynamical methods can be beneficial, as highlighted in Wei et

al. (2022), particularly when the scale separation between gravity waves and Rossby waves is not clear-cut. To address this

and to better focus on unbalanced GW dynamics, we now implemented the additional dynamical approach where the diver-

gent components of the winds are extracted by the Helmholtz decomposition technique before the spectral filtering is applied.

To further improve the isolation of small-scale gravity wave contributions, we applied a Gaussian low-pass filter during the

spectral decomposition step used to compute the momentum flux products (i.e., u′w′ and v′w′), followed by Kruse and Smith

(2015). This additional smoothing suppresses residual large-scale signals not fully removed by the initial spectral filtering.

Furthermore, to ensure a consistent and physically meaningful calculation of both GWMF and S2′ , we compute vertical shear

from the same spectrally filtered wind components (u
′
, v

′
) which retain the gravity wave signal while yielding smoother and

more reliable vertical gradients. Thus, GWMF and S2′ pair plots based on the Helmholtz-decomposed wind fields revealed

similar behavior as of statistical approach but with shear perturbations maxima being smaller than those of total shear field (see
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Figure 3).

Regarding the choice of cutoff, we also conducted a sensitivity test using zonal wavenumber thresholds of 8, 12, and 20.

In our idealized setup, we found no significant variation in the resulting GWMF or S2′ distributions across these choices: all

showed qualitatively and quantitatively similar behavior (see Figure 3). Note that this sensitivity is not a general feature but

rather a result of the idealized setup. Based on this, we retained the cutoff at wavenumber 8 for consistency in the remainder of

the analysis. We have briefly clarified this and revised Figure 6 to 12 in the manuscript accordingly.

L352: In order to quantify the GW perturbations from synoptic-scale structures, we used a hybrid approach that combines both

dynamical and statistical approach to separate large and small scale components of the flow. To better focus on unbalanced

GW dynamics, we first follow a dynamical approach in which we separate the wind components into divergent (e.g. udiv)

and rotational components of the wind using Helmholtz decomposition technique (Wei et al., 2022). We then apply a filter in

spectral space to obtain only those contributions from a certain wavenumber onward. In this so-called statistical approach,

we use a one-dimensional zonal FFT over the Northern Hemisphere and remove the contributions from wavenumber 0 to 8,

e.g., u′ is defined as u′ = udiv − (udiv)k≤ks
, where ks being the wavenumber cutoff that splits the quantity into a large scale and

small scale components. In our idealized setup, sensitivity tests with ks values of 12 or 20 showed no significant variation in

the resulting GWMF or S2′ distributions, indicating that our results are robust with respect to the choice of cutoff. Close to

the poles the filtering may remove GW signals as well, but we do not discuss gravity wave contribution in those regions. We

emphasize that our spectral definition of the background, along with the dynamical separation into balanced and unbalanced

flow, is well justified in the lower stratosphere and consistent with prior studies (Stephan et al., 2019; Gupta et al., 2021; Wei

et al., 2022), despite different cutoff wavenumber used.

2. The robustness of the results caused by the model setup

Comment: As also mentioned in section 6 of the manuscript, ‘key processes such as convection were neglected and the rep-

resentation of GW spectrum may be insufficient to fully capture the complexity of small-scale GW dynamics.’ For this reason,

I have concerns on the robustness of the results caused by the model setup, especially with a relatively coarse horizontal

grid spacing for explicit convection (no convective parameterization is employed). According to Table 1, 20 km is the finest

resolution available in this work, which is coarse for explicit convection. Given the important role of latent heating in GW

generation, GW amplification and background baroclinic wave life cycles in these simulations, it is important that the authors

make a stronger effort to show that their results are robust, and not due to excessive grid-scale latent heating. This could be

achieved by (1) performing one simulation with a convective parameterization, and/or (2) performing a convergence test with

double horizontal resolution.

Reply to comment: The aim of our study is to investigate gravity waves in the extratropical lowermost stratosphere associated

with baroclinic life cycles, with a specific focus on GWs generated by jet-front systems. To isolate these processes, we focus

first on dry dynamics and the gravity waves emerging in this case. Additionally, we put the results from the dry dynamics
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into perspective to results from model simulations with minor changes, i.e., inclusion of moisture to include latent heating and

inclusion of turbulence. Cloud related parameterizations are discussed to make clear that the latent heating is the important

process here. This setup allows us to highlight the importance of latent heating while avoiding additional GW sources from

deep convection. Our intention is to clearly address jet/front generated GWs that emerge during baroclinic wave evolution, not

the convectively generated GWs.

We agree that GWs from convective sources are important, but addressing them would require full representation of clouds,

radiation, and turbulence, which is hardly achievable and thus far beyond the complexity of our current model setup. See also

our response to reviewer 2, comment 2.

L125: Note that this study specifically focuses on gravity waves generated by jet–front systems during baroclinic wave evolu-

tion. Gravity waves from other sources, such as orography and convection, are not considered, as their adequate representation

would require different model configuration and substantially higher resolution which are beyond the scope of this study.

We also sincerely apologize for the error in Table 1. The HRES simulation corresponds to a horizontal grid spacing of ≈
13 km, not 20 km as previously stated. While this resolution is still to coarse to capture resolved convection, it is sufficient to

capture the dominant features of baroclinic development and associated gravity wave activity. We have revised Section 2.3.2

to clarify these points and corrected the oversights in Table 1.

3. Additional clarification

3a. Shear versus small-scale shear versus large-scale shear

Comment: In the current manuscript, the word ‘shear’ is often used for both small-scale shear and large-scale shear in the

text, although their corresponding mathematical expressions are separated from each other. I think that it should be clarified

in the text, otherwise it is quite confusing to the readers.

Also, the authors should also discuss the differences between the generation of the small-scale shear and the generation of the

large-scale shear. For example, as far as I am concerned, the large-scale shear can be caused by the baroclinic instability,

which is stronger in the moist environment. Also, the breaking gravity waves could also result in the large-scale background

wind deceleration/acceleration. Finally, the large-amplitude gravity waves could directly lead to small-scale wind shear, which

is generally the case in the current study (if not entirely the case, to the best of my understanding). It is amazing to find low Ri

values over the extratropical lowermost stratosphere in such idealized simulations, mainly due to the above small-scale wind

shear directly induced by large-amplitude small-scale waves (presumably gravity waves in authors’ opinions). However, the

below two major questions should be discussed/answered.

Question 1: Which mechanism is responsible for those large-amplitude gravity waves? Are they convectively generated gravity

waves? Or, are they similar to jet-front gravity waves in dry environment but largely amplified by the moist processes?

Question 2: Why is the small-scale wind shear so strong over the lowermost stratosphere?
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Assuming that the small-scale perturbations are gravity waves, one naive explanation (if not the only) could be provided

based on the wavenumber vector refraction equations in the gravity wave linear theory, which include the background wind

term (associated with gradients of background wind) and the thermodynamics term (associated with gradients of buoyancy

frequency and density scale height). When crossing the tropopause, the thermodynamics term (especially vertical gradients of

buoyancy frequency) could be so large that it becomes dominant and tends to shorten gravity wave vertical wavelength, as the

case shown in Wei and Zhang (2015; section 5). Therefore, according to the definition in line 356 of the manuscript, the local

vertical wind shear could be enhanced due to the dramatic decrease in vertical wavelength associated with the perturbations

induced by gravity waves.

Reply to comment: In the revised manuscript, we now consistently refer total shear field to "shear" (S2) and shear perturba-

tions to "small-scale shear" (S2′ ) wherever appropriate. We have also clarified that the term "enhanced shear" specifically refers

to enhancement in the total shear field.

We now explicitly distinguish between large-scale and small-scale shear generation in the revised manuscript Section 4.1.

To answer the first question, in our idealized simulations, the large-amplitude gravity waves observed in the UTLS are pri-

marily generated by imbalances associated with the jet–front system during baroclinic life cycle. This behavior is consistent

with previously described jet-front driven gravity wave emission in dry baroclinic life cycles (e.g. Plougonven and Snyder,

2007). We also want to make clear that convection does not play a role in our setup. However, we agree that in moist setups,

latent heating can accelerate baroclinic development and thereby amplify the imbalances that lead to gravity wave emission.

Although we do not analyze latent heating explicitly in this study, we acknowledge that it can act as a secondary driver of wave

generation by modifying the large-scale flow.

Regarding question 2, the strong signs of small-scale wind shear S2′ observed in the lowermost stratosphere is due to the pres-

ence of gravity waves with short vertical wavelengths. As these waves propagate into the strongly stratified lower stratosphere,

the increasing vertical gradient in buoyancy frequency leads to shortening the vertical wavelength of gravity waves. This results

in enhanced vertical gradients of the horizontal wind perturbations and thus increases small-scale shear.

This points has been clarified in the section 4.1 of the revised manuscript.

L376: In our baroclinic life cycle setup, vertical shear arises from two main sources: the evolving jet structure and gravity

waves. The vertical wind shear is primarily associated with the baroclinic jet, while small-scale vertical shear is mainly

induced by large-amplitude gravity waves generated due to imbalances associated with jet-front system during baroclinic

wave development. With our setup, we omit GWs from convection and from flow over topography; thus, the emerging GWs are

a result of the baroclinic jet–front systems (e.g. Plougonven and Snyder, 2007).

L410: To better understand the physical mechanism behind GWs contribution, we consider the vertical propagation behavior

of gravity waves in a strongly stratified environment. The enhanced shear in the lowermost stratosphere is plausibly linked
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to the presence of upward-propagating gravity waves. As these waves cross the tropopause, the strong vertical gradient in

buoyancy frequency could lead to a shortening the vertical wavelength of gravity waves. This, in turn, increases the vertical

gradients of horizontal wind perturbations and thereby enhances local vertical wind shear. This interpretation is consistent

with the theoretical framework described in Wei and Zhang (2015).

3b. Low Ri caused mainly by the small-scale shear versus low Ri caused by both the small-scale shear and large-scale shear

versus low Ri caused by local shear and weak N both induced by gravity waves

Comment: Following the above-mentioned point, low Ri could be caused by either the large-scale vertical wind shear or the

small-scale vertical wind shear. However, according to the definition of Ri in line 380, full shear is used for the computation of

Ri. It should be clarified which scale of the vertical wind shear contributes more to the formation low Ri.

In addition to local vertical wind shear, it is also possible that local N (or local potential temperature field) can be influenced

by gravity waves. Please verify whether the formation of low Ri depends on the computation of N at different scales.

Reply to comment: In our study, Ri is computed using the total vertical wind shear, which includes both large and small-scale

contributions, through the imbalances associated with jet-front system during baroclinic wave development. Our analysis with

additional dynamical approach shows significant decrease in the small scale shear occurrences, but their magnitudes are nearly

identical. Consequently, the enhanced small scale shear values contribute to low Ri values.

The evolution of N2 represented in Figure 7a (of original manuscript) and Figure 8a–d of Section 4.1 of the manuscript have

shown that N2 remains relatively consistent between value 2-4 × 10−4s−2 with increasing GW activity in the LMS. Meanwhile

the vertical shear both S2 and S2′ increases substantially over the several order of magnitudes in the vicinity of GWs. Thus N2

variability occurs over a much smaller range compared to the vertical shear. This highlights that the low Ri values primarily

arise from shear enhancements rather than effects of N2 at different scales. This has been clarified in the manuscript.

L465: Altogether, the occurrence of low Ri is primarily driven by shear induced by large-amplitude gravity waves, as evidenced

by localized regions of strong small scale wind shear despite moderate background shear. This is further supported by the

similarity in the distributions of S2 and S2′ in the LMS, particularly in the upper tail of the PDFs shown in Figure 8b–e and

8c–f.

3c. Small-scale processes versus gravity wave processes

Comment: As mentioned earlier, the scale separation assumption between gravity waves and Rossby waves may not be valid

over the upper troposphere and lower stratosphere (UTLS) region in midlatitudes. In order to verify this assumption, a com-

monly used method can be realized based on a decomposition of kinetic energy into divergent and rotational components.

Please compare the energy spectra across different scales between divergent flow and rotational flow, especially over the small

scale defined in the current study. I have concerns that only using the statistical approach is not enough over the interested

region, and that it is necessary to also include a dynamical approach (e.g., extracting the divergent components of the winds

by the Helmholtz decomposition technique).
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Figure 1. Helmholtz decomposition of wave kinetic energy spectra into rotational and divergent components in the REF simulation.

a) Spectra computed for the full domain for different wavenumber cutoffs; b) corresponding spectra restricted to the lowermost stratosphere

(LMS).

Reply to comment: Following reviewer comment, we here try to achieve this including additional dynamical constraint.

See response to comment 1 for more details. Furthermore, the kinetic energy spectra (Figure 1) of the rotational component

follows a k−3 slope, characteristic of quasi-geostrophic dynamics, whereas the divergent KE across different wavenumber

cutoff exhibits a shallower k−5/3 slope, indicative of inertial-range turbulence and small-scale gravity wave activity. In the

LMS, at mesoscale and smaller scales, the divergent KE becomes dominant, indicating the increasing influence of unbalanced

motions such as gravity waves in the lowermost stratosphere.

3d. Gravity waves versus Rossby waves

Comment: In order to improve the readability of the paper, please search the word ‘wave’ over the entire manuscript, and

clarify the type of each ‘wave’ mentioned in the text (e.g., replace it by ‘gravity wave’ or ‘baroclinic/Rossby wave’).

Reply to comment: The text has been revised by specifying “gravity wave” or “Rossby/baroclinic wave” where appropriate

to improve clarity and readability.

3e. The realism of the moist processes
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Comment: In order to understand whether the moist processes are realistic in the idealized simulations, please provide more

information on the associated meteorological quantities, such as the 1-h precipitation accumulation, the convective available

potential energy, and the latent heating rate.

Reply to comment: While CAPE and precipitation rates are standard in moist convection studies, convection is not central to

our objectives and requires a more detailed treatment beyond our idealized setup. Given the role of latent heating in gravity

wave generation, we analyze relative humidity (RH) at 850 hPa as a physically consistent quasi-proxy for latent heat release.

While RH does not directly measure latent heating, it reflects the distribution of moisture, or more precisely saturation and thus

serves as a proxy for the distribution of clouds and moist ascent. A new figure has been added to the appendix B, illustrating

the RH distribution in the MOIST simulations.

3f. The threshold/critical values for Ri, S, and any other quantity shown in the entire manuscript

Comment: The threshold value for the identification of low Ri with potential turbulence is much larger than the theoretical

value (e.g., 5 versus 0.25). It is argued by the authors that a larger value is required for the resolution used in the current study.

Please clarify exactly how the threshold value of low Ri is related to the resolution, as well as whether the results are sensitive

to different threshold values. Otherwise, it will appear to readers that this value is randomly selected or tuned for the optimal

results.

Threshold values for S are also different between dry experiments and other experiments incorporating physical processes, as

mentioned in the manuscript. Additional clarification is necessary. Also, the above selected values are much lower than other

studies based on ERA5. It is hard to understand why it is the case, as ERA5 is likely coarser than the 20-km simulations in the

current study.

In sum, all the threshold/critical values, including Ri, S, and any other quantity if not covered here, should be justified in the

manuscript.

Reply to comment: We clarify that in our analysis, regions with Ri ≤ 1 are used to identify dynamically unstable layers,

while Ri ≤ 5 highlights regions with potential for turbulence. This broader threshold accounts for resolution limitations as

coarser grids (from 13 to 80 km) tend to underrepresent sharp shear gradients, resulting in very low Ri values (e.g., ∼1 or 0.25)

rare in the lower stratosphere (see Kaluza et al., 2022). Additionally in our dry dynamical setup, the forcing of strong shear is

generally weaker, which further reduces the occurrence of low Ri values.

Concerning the second part of your comment, we clarify the rationale behind the threshold values for S2 used in our study.

The selection of S2 ≥ S2
t follows the approach used in Kaluza et al. (2021), where the threshold is based on the criterion that

vertical shear exceeding S2 ≥ S2
t is typically unsustainable under average tropospheric static stability (N2

trop) leading to low

Richardson numbers and increased likelihood of dynamic instability. As shown in their Figure 1 and discussed in their analysis,

this criterion links the threshold to physically meaningful limits of shear-induced instability.

In our dry simulations, the mean tropospheric static stability is particularly low, on the order of 0.1× 10−4s−2 due to the
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Figure 2. Relative occurrence frequency histogram of static stability and vertical wind shear from 5 km above the surface up to 20 km

altitude after 288 h of model integration over the Northern Hemisphere. Counts are weights with grid box volumes: upper panel- static

stability. Blue indicates values in the troposphere, pink in the stratosphere and filled purple are of N2 in the LMS. The corresponding

average of tropospheric/stratospheric N2 are marked with vertical dashed lines. Lower panel- Relative occurrence frequency distribution of

vertical wind shear. Purple histograms indicate the S2 for the selective domain and red filled indicate S2 in the LMS. Logarithmic occurrence

frequency scale. Dash black line indicates threshold value of S2 for physics sensitivity experiments.

prescribed temperature profile of the idealized setup. This supports the use of a lower threshold value for S2. Besides this, we

have repeated the analysis concerning the vertical distribution of grid volumes in different coordinates for a larger threshold

value 1× 10−4s−2. In this analysis, we see that there is a quantitative but no qualitative difference in the shear occurrence

frequencies. Moreover, to ensure sensitivity to a full spectrum of shear magnitudes under these low-stability conditions, from

the performed threshold sensitivity tests, we found that a threshold of 0.3×10−4s−2 provides an effective compromise between

capturing dynamically relevant shear and enabling consistent comparison across resolutions. For the moist along with other

experiments incorporating physical processes, threshold is 2 × 10−4s−2 following Kaluza et al. (2021), which reflects the

stronger and more frequent shear associated with diabatically enhanced baroclinic development. This choice is supported by

the shear and static stability distributions shown in Figure 2, which illustrates the relationship between resolved shear for a

representative time step.

Although our threshold values are lower than those used in ERA5-based studies, it is important to note that the overall vertical

wind variability due to gravity waves is still underestimated in ERA5, which, if considered for small-scale dynamics, may lead

to an underestimation of associated shear. Furthermore, vertical wind shear has been shown to be considerably underestimated

at almost all altitudes and across climate zones in ERA5 (Shao et al., 2023). In addition, Schäfler et al. (2020) found that ERA5
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significantly underestimates vertical wind shear near the tropopause, especially above upper-tropospheric ridges, key regions

critical for the formation of strong shear layers in the extratropics. These limitations are particularly relevant when studying

gravity wave–shear interactions using ERA5.

We have clarified this in section 4.2 and section 5 of the revised manuscript accordingly.

L420: We adopt a threshold of Ri ≤ 5 to identify regions with enhanced potential for turbulence, considering previous studies

(e.g., Lane et al., 2003; Olsen et al., 2013; Wang and Fu, 2021; Kunkel et al., 2019; Kaluza et al., 2021) and accounting

for resolution-dependent effects (e.g., Shao et al., 2023). This threshold ensures consistent comparison across different grid

spacings from 13 to 80 km, where small Ri values close to 1 are less likely, particularly in the lower stratosphere (Kaluza et al.,

2022). The most unstable and/or potential turbulent regions are still captured using a more conservative threshold of Ri ≤ 1.

L491-496: The identification of the tropopause shear layer requires the definition of a threshold value for S2. We follow the

method used by Kaluza et al. (2021) with adaptation to our baroclinic life cycles. In particular, the threshold value is selected

based on the criterion that S2 ≥ S2
t is typically unsustainable under the average tropospheric static stability (N2

trop), which

results in low Ri and conditions favorable for potential turbulence. Following this, and the average tropospheric static stability

N2
trop ≈ 2×10−4s−2 for simulations incorporating physical processes, we use a threshold value S2

t = 2×10−4s−2, consistent

with Kaluza et al. (2021), where latent heating enhances GW activity and shear occurrences. In contrast, dry simulations

exhibit much lower mean tropospheric static stability value 0.1× 10−4s−2 due to the prescribed temperature profile of the

idealized setup. To adequately capture the full range of dynamically relevant shear in these weakly stable conditions, we adopt

a lower threshold of 0.3× 10−4s−2. This value is supported by sensitivity tests, which showed that increasing the threshold

(e.g., 1×10−4s−2) significantly reduced the frequency of identified shear occurrences but did not change the overall distribution

patterns. Thus, for dry experiments, the chosen threshold accounts for inherently low shear occurrences and ensures the full

spectrum of shear is captured. Therefore, our selected thresholds reflect the underlying differences in static stability and shear

environments between dry and moist simulations while maintaining consistency with an established physically based criterion.

Note, these values are much lower than the threshold defined in Kaluza et al. (2021), which is mainly rooted in the idealized

setup compared to a fully comprehensive reanalysis system.

3g. The definition of lowermost stratosphere

Comment: It appears to me that the lowermost stratosphere corresponds to the layer above the extratropical tropopause and

below the tropical tropopause. Please provide addition clarification/justification on this.

Reply to comment: This has been explained in the manuscript at L63. We expanded this definition in the revised manuscript

by:

P03 L63: More so, the ExTL is part of the lowermost stratosphere (LMS), which can broadly be defined as the region between

the height of the extratropical and tropical tropopause (Weyland et al., 2025). The LMS corresponds to the so-called “middle

world” where isentropic surfaces intersect the tropopause, allowing for quasi-isentropic exchange between the tropical tropo-
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sphere and extratropical stratosphere (Holton et al., 1995). The upper boundary of this layer is commonly approximated by

the 380 K isentrope, representing the height of the tropical tropopause (e.g., Appenzeller et al., 1996; Olsen et al., 2013; Wang

and Fu, 2021). The LMS encompasses the ExTL, which is characterized by changes in chemical tracer gradients and has been

supported by trajectory-based studies (e.g., Hoor et al., 2004; Berthet et al., 2007; Hoor et al., 2010).

We adopt a dynamical tropopause definition, where the extratropical tropopause is represented by the 3.5 PVU isosurface and

the tropical tropopause is approximated by the 380 K isentropic level. Accordingly, the LMS in our simulations spans the

region between these two surfaces. This clarification has been added to the manuscript as in section 4 as:

P18 L390: The lower boundary of LMS is defined here by the 3.5 PVU dynamical tropopause whereas the 380 K isentrope

serves as a upper boundary, which corresponds to the height of the tropical lapse rate tropopause (e.g., Holton et al., 1995;

Shepherd, 2007).

—————————————

Response to Minor comments:

We have carefully addressed all listed points and conducted an additional review of the manuscript to correct remaining issues.

Relevant references have been revised or added where appropriate. Please see our point-by-point responses below.

Comment: 1. Line 17 in the Supplement: ‘upto’ -> ‘up to’

Reply to comment: Done!

Comment: 2. In this manuscript (including the Supplement), both ‘Moist’ and ‘MOIST’ are used interchangeably. Also, the

first name sometimes is misleading in the sentence. Due to this reason, I would suggest that ‘MOIST’ should be used in the

entire manuscript (including the Supplement and the text shown in the figures).

Reply to comment: We agree and changed the wording consistently to “MOIST”

Comment: 3. Line 28 in the Supplement: What do you mean by “total moisture” here?

Reply to comment: By “total moisture,” we refer to the sum of water vapor and condensed phases (i.e., cloud water and cloud

ice). We have clarified this in the Supplement by replacing “total moisture” with “total content of water vapor and condensed

phases (cloud water and ice)” to avoid ambiguity.

Comment: 4. The second line in the caption of Figure S1 (as well as all the other parts in the entire manuscript): “northern

hemisphere” -> “Northern Hemisphere”

Reply to comment: Done!
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Comment: 5. The second line in the caption of Figure S1 (as well as all the other parts in the entire manuscript): “Logarithmic

occurrence frequency color scale.” -> “Logarithmic occurrence frequency color scale is applied.”

Reply to comment: Done!

Comment: 6. The Supplement: Figures in the Supplement are not introduced in the manuscript. I think that it is better to include

only the figures (as well as their captions) in the Supplement, and the corresponding discussion/introduction should be shown

in the manuscript.

Reply to comment: Done!

Comment: 7. Line 20 in the manuscript: ‘jets’ -> ‘jet imbalances’ (Note: the differences between jets and strong wind shear

should be briefly clarified here.)

Reply to comment: Clarified accordingly in the manuscript.

Comment: 8. Line 29 in the manuscript: ‘GWs’ -> ‘GWs,’

Reply to comment: Done!

Comment: 9. Line 31 in the manuscript: ‘temperature gradients’ -> ‘horizontal temperature gradients’ (Notes: the differences

between temperature gradients and atmospheric stability should be briefly clarified here.)

Reply to comment: Done. Changes given in the response to the comment below.

Comment: 10. Line 33 in the manuscript: This first sentence in this line should be improved. In this particular paragraph,

it reads awkwardly and repetitively. I think that this information should be moved ahead as the first/second sentence of this

paragraph.

Reply to comment: We agree and modify the text as follows:

L33: The UTLS is an intriguing region for GW studies, serves both as source and sink, . . . , horizontal temperature gradients,

as well as abrupt changes in atmospheric stability. While horizontal temperature gradients influence the background wind

structure and baroclinicity, vertical stability affects wave amplification and dissipation.

Comment: 11. Line 41 in the manuscript: Please quantify the criteria for the TSL based on S2.

Reply to comment: The TSL criterion has now been specified in the revised manuscript.

L41: Such interactions can give rise to the tropopause shear layer (TSL, Kaluza et al., 2021), defined as the region near the

extratropical tropopause characterized by the maximum occurrence frequency of S2 ≥ S2
t , where vertical wind shear is given

by S2 =
(

∂u
∂z

)2
+
(

∂v
∂z

)2
, i.e. the squared vertical gradient of the horizontal wind components u and v. Following Kaluza et al.

(2021), regions of enhanced shear are defined as those where S2 exceeds a threshold value S2
t , which corresponds to the 95th
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percentile of total S2 values within a climatological dataset. This statistical approach allows the identification of particularly

strong shear events associated with tropopause disturbances.

Comment: 12. Line 64 in the manuscript: This definition is confusing to me. Why is tropical tropopause relevant over midlati-

tudes?

Reply to comment: The definition has been clarified in our response to Comment 3g, we have revised this part of the

manuscript to clarify the definition.

Comment: 13. Line 87 in the manuscript: ‘are’ -> ‘which are’

Reply to comment: Done!

Comment: 14. Line 149 in the manuscript: I believe that ‘TKE’ is shown for the first time here in this draft, and the full

name should be given, if this is the case. Also, a full name of ‘TKE’ is somehow provided in line 408 in the manuscript.

Please consider providing this information (as well as all the other short names) as early as possible, in order to improve the

readability.

Reply to comment: We have now introduced the full term “turbulent kinetic energy (TKE)” at its first mention in the

manuscript.

Comment: 15. Line 186 in the manuscript: What do you mean by ‘a third initial state’? Please clarify.

Reply to comment: We have mentioned “a third initial state” refers to a baroclinic wave test case following Jablonowski et al.

2006, which is used alongside the two DCMIP initial states. This has now been removed for better readability.

Comment: 16. Figure 1: Bad contour design. It is hard to tell one field from another. Also, the dynamical tropopause and

extratropical tropopause should be the same thing in this manuscript. Please clarify this point (or simply use either one of them

throughout the entire manuscript).

Reply to comment: Regarding the figure, we have adjusted the color scheme. We used the term “extratropical dynamical

tropopause” in the manuscript accordingly.

Comment: 17. Line 199 in the manuscript: ‘13’ -> ‘20’ (Note: inconsistency between this line and the table)

Reply to comment: It is a typo. We have corrected the value based on resolution in the table.

Comment: 18. Lines 228-230 in the manuscript: I am not sure whether these two statements hold true. First, how to quantify

whether the GW emission is less or more? Second, how to verify whether the results are more conservative or less conservative?

Third, exactly how does fast growth rate of the baroclinic wave result in the so-called numerical, spurious features?
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Reply to comment: Thank you for pointing that out.

1) We do not quantify GW emission explicitly in this section. Instead, we qualitatively associate slower baroclinic wave growth

with reduced excitation of gravity waves, based on the idea that more gradual flow evolution may generate fewer transient

imbalances.

2) “More conservative” is used here for a more gradual growth.

3) To our understanding, rapid growth can induce sharp gradients and strong imbalances in the model fields, which may enhance

numerical noise or non-physical wave generation. Slower evolution helps mitigate these effects, allowing better isolation of

physical processes.

Comment: 19. Line 233 in the manuscript: ‘wave breaking’ -> ‘baroclinic wave breaking’ (Note: the authors should check the

entire manuscript and briefly clarify which type of wave is mentioned.)

Reply to comment: Noted. The text has been revised by specifying “gravity wave” or “Rossby/baroclinic wave” where appro-

priate to improve clarity and readability.

Comment: 20. Line 250 in the manuscript: ‘Plougonven and Zhang, 2013’ -> ‘Plougonven and Zhang, 2014’ (Note: Please

double check the entire manuscript.)

Reply to comment: Done!

Comment: 21. Lines 254-255 in the manuscript: I am sure whether the work of Wang and Zhang (2007) is cited correctly. In

Wang and Zhang (2007), several dry baroclinic wave idealized simulations are performed with varying baroclinic instability, in

order to understand the sensitivity of mesoscale gravity waves to the baroclinicity of jet-front systems. Note that this comparison

is done at the exact same phase of different baroclinic wave life cycles. However, in this manuscript, it is about the same

baroclinic wave life cycle but at different phases.

Reply to comment: Thank you for pointing that out, it was an oversight.

Comment: 22. Figure 4: It is hard to understand the discussion on this figure, since the wind/pressure field is not shown and it

is hard to identify the location of ridge/trough.

Reply to comment: We have now included 3.5 PVU potential vorticity isosurface to the figure.

Comment: 23. Line 258 in the manuscript: Delete ‘sort of’.

Reply to comment: Done!

Comment: 24. Line 274 in the manuscript: ‘wave’ -> ‘waves’

Reply to comment: Done!

Comment: 25. Line 274 in the manuscript: ‘in the’ -> ‘in’
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Reply to comment: Done!

Comment: 26. Line 275 in the manuscript: ‘occurrence’ -> ‘occurrences’

Reply to comment: Done!

Comment: 27. Line 276 in the manuscript: ‘11-km’ -> ‘11-km altitude’

Reply to comment: Done!

Comment: 28. Line 296-299 in the manuscript: Please add ‘(1) . . . , (2) . . . , (3). . . ’ after ‘including’.

Reply to comment: Done!

Comment: 29. Line 311 in the manuscript: How to make sure that those synoptic-scale waves are gravity waves (instead of

baroclinic waves)?

Reply to comment: We agree that the term "synoptic-scale gravity waves" may be misleading, as gravity waves typically occur

at smaller scales than baroclinic waves. We have revised the sentence using “gravity waves”.

Comment: 30. Line 314 in the manuscript: I would suggest that the cited two references should be replaced by Wei and Zhang

(2014) and Wei et al. (2016), since I think that the current references are cited incorrectly here. Neither of them is based on the

study of simulated idealized moist baroclinic wave life cycles. The first paper cited in this line (i.e., Zhang 2004) is based on

the dry simulations, instead of moist simulations. The second paper cited in this line (Zhang et al. 2015b) is mainly based on

observations, instead of simulations.

Reply to comment: That is correct! Cited accordingly.

Comment: 31. The second line in the caption of Figure 6: What are the contour levels for absolute GW momentum flux?

Reply to comment: The contour levels for absolute gravity wave momentum flux in Figure 6 are set from 1.5 to 3.0 log10(mPa)

to highlight higher |GWMF| values observed in the dry simulations ensuring visibility of dynamically active regions.

Comment: 32. Line 334 in the manuscript: What do you mean by ‘a vertical gradient barrier’? What is the specific definition

here?

Reply to comment: We agree that the term “vertical gradient barrier” was unclear. Modified “creating a vertical gradient

barrier” to “..sharp vertical gradients in stability and moisture”

Comment: 33. Line 351 in the manuscript (as well as all the other parts in the entire manuscript): ‘divergence’ -> ‘horizontal

divergence’

Reply to comment: Done!
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Comment: 34. Line 351 in the manuscript: ‘both are’ -> ‘they are’

Reply to comment: Done!

Comment: 35. Line 352 in the manuscript: ‘w’ as all other prime quantities here represent filter quantities.’ -> ‘As all the other

prime quantities, w’ here represents filtered quantities.’

Reply to comment: Corrected!

Comment: 36. Lines 353-354 in the manuscript: What filter is used here? Spherical harmonic filter over the entire globe? Or

the 1D FFT filter over each zonal direction with the cutoff zonal wavenumber at 8? Please clarify. Also, regardless of the filter

method, the cutoff wavenumber appears to be rather low, compared with many published articles.

Reply to comment: See our response to major comment 1 and 3c.

Comment: 37. The equation in line 354 in the manuscript (as well as all the other parts in the entire manuscript): This equation,

listed in a single line, should be numbered.

Reply to comment: Done!

Comment: 38. The equation in line 354 in the manuscript: It is not clear to me how the overline is computed. This information,

as well as all the other procedures in the computation, is important, otherwise it will be hard for others to reproduce the results

in the future. As a potential example, please check section 2d in Wei et al. (2022).

Reply to comment: Thank you for the reference. We were not previously aware of this diagnostic approach and have now

clarified it in the revised manuscript.

L355: The overline denotes a spatial average of the perturbation products (i.e. u′w′ and v′w′) computed using a low-pass

filtering of the quadratic quantities which uses the same Gaussian spectral filter as mentioned in Kruse and Smith (2015). This

averaging ensures that the flux estimates are physically meaningful, as direct pointwise computation of these second-order

terms without low-pass filtering or areal averaging would not appropriately capture the wave-induced momentum transport

(see also Wei et al., 2022). This approach is consistent with the statistical method of scale separation commonly used in gravity

wave studies (e.g., Lehmann et al., 2012; Wei et al., 2016).

Comment: 39. Line 359 in the manuscript: I am not sure about the expression of ‘divergence-convergence of vertical velocity’.

It appears that they are treated as the same. Horizontal divergence and vertical velocity may be related, but they have different

mathematical expressions with different units.

Reply to comment: The wording has been modified accordingly.

L359: “... alternating regions of upward and downward vertical velocity perturbations. . . ”

16



Comment: 40. Line 385 in the manuscript: ‘We also regard’ -> ‘Following this idea, we regard’

Reply to comment: Done!

Comment: 41. Lines 389-390 in the manuscript: This is confusing to the readers. Do both the 3.5-PVU level and the 380-K

isentropic level correspond to the feature mentioned here? Also, what do you mean by ‘the maximum potential temperature of

the tropical lapse rate tropopause’?

Reply to comment: We acknowledge that the phrase “maximum potential temperature of the tropical lapse rate tropopause”

was misleading. We have revised the sentence to clarify that the 380 K isentrope is used as a proxy for the tropical tropopause,

following the literature.

Comment: 42. Line 401 in the manuscript: Please double check whether the S2 and S2′ ’ is correct here.

Reply to comment: Yes, it is. Changed to “An analysis of N2, S2 and S2′ . . . ” to avoid confusion.

Comment: 43. Figure 9: I don’t understand why lines of ‘Ri=1’ are not shown in Figure 9a (upper and lower subplots).

Reply to comment: Thank you for the mention. We have now updated the figure accordingly.

Comment: 44. The lower subplots in Figure 9 (as well as all the other parts in the manuscript): Please clarify whether S2 or

S2′ is used in the computation of Ri. It appears to me that S2′ is used here, which is different from the original definition of Ri.

Reply to comment: We confirm that the original definition of the Richardson number (Ri) is used in our analysis, where the

full vertical shear S2 (and not the shear perturbations S2′ ), is used in the computation. We have clarified this in the manuscript

to avoid confusion.

L380: Note that Ri is computed using the full vertical shear S2, to initially assess turbulence-prone regions throughout the

baroclinic flow.

Comment: 45. Line 423 in the manuscript: ‘the the’ -> ‘the’

Reply to comment: Done!

Comment: 46. Line 424 in the manuscript: ‘between’ -> ‘among’

Reply to comment: Done!

Comment: 47. The second line in the caption of Figure 11: What do you mean by ‘pairs’?

Reply to comment: It was a typo. “,pairs”-> “pair” makes it readable to |GWMF|-S2’ pair..”

Comment: 48. Line 462 in the manuscript (as well as all the other parts in the entire manuscript): Are the ‘the sub-synoptic

waves’ mentioned in this line gravity waves or Rossby waves?

17



Reply to comment: We agree that the original phrasing was ambiguous. Here we refer Rossby waves, associated with large-

scale flow features, rather than gravity waves. We have revised the text in the manuscript.

L462: “... related to Rossby waves, as it is linked to large-scale flow features rather than small-scale gravity wave activity.”

Comment: 49. Line 462 in the manuscript: I think that there is an error in the printed text for the N2′ , with a redundant prime

notation.

Reply to comment: It was a typo.

Comment: 50. Figure 13a: For each vertical cross section plot, the corresponding line in the horizontal view (as well as the

wave signals in the horizontal view) should be given.

Reply to comment: The corresponding lines have now been added to the horizontal view in Figure 6.

Comment: 51. The last two lines in the caption of Figure 13: ‘The zonal mean dynamical tropopause altitude is indicated by

the dashed black line and tropical tropopause (380 K isentrope) by grey dashed line.’ -> ‘The zonal mean value of 3.5 PVU in

the potential vorticity field is indicated by the dashed black line, and the zonal mean value of 380 K in the potential temperature

field is indicated by the grey dashed line.’

Reply to comment: Done!

Comment: 52. Line 478 in the manuscript: ‘we will now explore in more detail’ -> ‘we will explore in the next section with

more detail’

Reply to comment: Done!

Comment: 53. Line 481 in the manuscript: ‘and the potential’ -> ‘, as well as the potential’ (Note: there are two ‘and’s in the

sentence.)

Reply to comment: Done!

Comment: 54. Line 485 in the manuscript: ‘tropopause following coordinate’ -> ‘the tropopause-following coordinate’

Reply to comment: Done!

Comment: 55. Line 487 in the manuscript: ‘occur’ -> ‘are’

Reply to comment: Done!

Comment: 56. Lines 491-492 in the manuscript: It is hard to follow this sentence.

Reply to comment: We have changed the wording for clarity. See our response to comment 3f.
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Comment: 57. Line 493 in the manuscript: I am not sure why threshold values are different between dry runs and other runs

incorporating more complex physical processes. I think that it is better to keep them consistent.

Reply to comment: We agree that the thresholds differ. As previously explained in our response to comment 3f, the selected

values reflect the differing static stability and shear environments in dry versus moist simulations, while remaining consistent

with the physically based criterion introduced by Kaluza et al. (2021).

Comment: 58. Line 519 in the manuscript: ‘due’ -> ‘by’

Reply to comment: Done!

Comment: 59. Line 525 in the manuscript: ‘vertical wind shear and potential turbulence and their contribution’ -> ‘vertical

wind shear, potential turbulence, and their contribution’

Reply to comment: Done!

Comment: 60. Line 542 in the manuscript: This is not a new paragraph. Please remove the redundant blank space in the

previous line.

Reply to comment: Done!

Comment: 61. Line 552 in the manuscript: ‘the breaking of synoptic scale wave’ -> ‘the breaking of synoptic scale baroclinic

wave’

Reply to comment: Done!

Comment: 62. Please consider citing the work of Zhang et al. (2015a), which has investigated the UTLS GWs associated with

the jet streak observed by the aircraft measurement.

Reply to comment: Done!

Comment: 63. Please consider citing the work of Plougonven and Snyder (2007), which has compared GW characteristics

between different baroclinic life cycles.

Reply to comment: Done!

Comment: 64. Over the entire manuscript (including the figures): ‘pvu’ -> ‘PVU’

Reply to comment: Done!
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Figure 3. Relative occurrence frequency or probability density distribution of absolute momentum flux due to GWs |GWMF| - vertical shear

perturbations S2′ pair in the LMS for Ri ≤ 5 for simulations with different wavenumber cutoff sensitivity.
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Response to Reviewer 2

Major comments:

1. Idealized Setup – Scope and Limitations

Comment: While idealized experiments offer a controlled framework to isolate and study specific processes, the limitations of

such an approach should be acknowledged in the introduction. I encourage the authors to elaborate on the potential constraints

of transferring these results and conclusions to real-case simulations.

Reply to comment: We thank the reviewer for this important comment and agree that the limitations of our idealized frame-

work should be stated clearly. We now have included proposed changes in the revised manuscript.

We have added a note acknowledging the limitations of the idealized framework and the need for caution when transferring

results to real cases. We note that in a follow-up study we also analyse real case situations for which we have high horizontal

resolution of ∆x ≈ 5 km, where identical contribution of gravity waves to generation of enhanced vertical wind shear and po-

tential turbulence were found. These findings further support the relevance of our results and will be detailed in a forthcoming

study (manuscript in preparation).

L113: Idealized numerical experiments of baroclinic waves, and in particular the representation of gravity waves in such

simulations, have certain limitations. While the appearance of gravity waves and their effect on shear are tightly coupled to

the model resolution, the findings of this study might be regarded as a lower estimate of the effect of gravity waves on shear

generation.... Nonetheless, our idealized setup allows a controlled investigation of the effect of gravity waves emitted within

baroclinic disturbance while isolating their role from other processes.

2. Resolution and Model Configuration

Comment: The chosen in the study domain with hight of 35 km may be sufficient for UTLS-focused analyses. However,

the interactions of GWs with large-scale circulation higher in the stratosphere are likely underrepresented. Additionally, it

should be noted that GW and convection parameterizations are not included in the coarse resolution runs (e.g., ∆x = 80 km),

where such processes are arguably unresolved but highly relevant. Therefore, in my opinion, conclusions drawn from these

runs—particularly concerning the absence of GW activity—is to be expected.

I suggest the authors explicitly discuss these limitations and, if possible, include sensitivity tests with GW and convection pa-

rameterizations enabled as well as one test case with higher model top. Such inclusion could refine the understanding of the

processes of relevance such as vertical momentum transport, and resulting shear evolution in coarser resolutions.

Reply to comment: We thank the reviewer for the valuable feedback. While we acknowledge the importance of including

gravity wave and convection parameterizations in coarse-resolution experiments, we would like to clarify that the use of a

coarse grid spacing (∆x = 80 km, corresponding to R02B05) was deliberately used for sensitivity purpose within our idealized

framework.
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Moreover, implementing a convection parameterization lies outside the scope of this study. Our focus is to resolve the

effects of GW within baroclinic life cycles with a particular focus on dry dynamics. Accounting for the effects of convectively

generated GWs requires a more comprehensive setup: convection, parameterized or resolved, requires other processes like

radiation, surface processes and of course moisture to be included. First of all, this would increase the complexity of our model

setup substantially. Second, the interpretation would be much more complicated. We have chosen this setup to be able to

determine which gravity waves emerge during a baroclinic life cycle in a dry setup depending on the resolution. Additionally,

we investigate how does this occurrence of GW change with minimal adjustments in our setup, i.e., the inclusion of moisture

and the inclusion of the turbulence parameterization. This gives a baseline from which a consequent study could then address

the next question: what the additional effect of convectively generated GW are. Besides this, we have verified that increasing

the model top from 35 km to 45 km does not significantly affect the GW activity in the lowermost stratosphere, nor does it

change the results in terms of GW contribution to shear in the LMS.

As mentioned earlier, regarding GW drag and convection parameterization, we have experiments performed in real case as a

separate publication involving understanding GWs in convection permitting simulations to more closely examine the GW and

convection contribution to tropopause wind shear layer formation.

L114: Also note that this study specifically focuses on gravity waves generated by jet–front systems during baroclinic wave

evolution. Gravity waves from other sources, such as orography and convection, are not considered, as their adequate repre-

sentation would require different model configuration and substantially higher resolution which are beyond the scope of this

study.

3. Figure Clarity and Presentation

Comment: Figure 1: Consider splitting into two panels—one showing θ and the other q fields.

Reply to comment: Thank you for suggestion. The colors and scale of variables in Figure 1 has been updated instead, as

suggested by Reviewer 1.

Comment: Figure 2: Maybe it worth to add marked zones for a particular feature on the figure and refer to them in the

description for the better understanding

Reply to comment: Thank you for the suggestion. Instead surface pressure have been added to Figure 2 for better clarity.

Comment: Figures 3–4: Unify altitude labeling and fix overlapping x-axis ticks.

Reply to comment: Thank you. Altitude labels and x-axis ticks in Figures 3-4 have been corrected.

Comment: Figure 6: The occurrence of shear is not visually clear. Consider using colored lines (e.g., red) for better contrast

and increasing font/line size
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Reply to comment: Thank you. Figure 6 has been updated with red colored lines and increased line thickness to improve

visual clarity.

Comment: Figure 7: Consider moving 7a to the appendix.

Reply to comment: We have moved Figure 7a to the appendix in the revised manuscript.

Comment: Figure 10: Note the change in y-axis scale for different cases (dry vs. moist).

Reply to comment: We understand the reviewers concern. However, the REFwind TURB simulation exhibits lower shear

values and behaves similarly to the dry reference case. For consistency and clear comparison, we have retained the current

y-axis scaling.

Comment: Figure 13: a/b panels depict different altitudes. If the discussion centers on the UTLS, consider extending the

altitude to 22 km. It seems that figures for model time of 288 and 312 h would exhibit some features above the 18-20 km, which

might be of relevance. The figures might also benefit from cropping Ox to 15–75° longitude.

Reply to comment: We thank the reviewer for the suggestion. Figure 13 has been updated to extend the altitude range to

22 km and cropped to 15–75° latitude to better capture relevant UTLS features. We assume the reviewer intended to refer to

latitude rather than longitude. We also want to mention that our focus is on the extratropical lowermost stratosphere, which is

the region between the extratropical and tropical tropopause.

Comment: Figure 14: Remove the 264 h panel from 14e for consistency.

Reply to comment: Done!

—————————————

Minor comments:

Comment: Lines 37–52: The introduction could benefit from a more quantitative framing (e.g., order-of-magnitude estimates

of GW-induced shear/turbulence) and acknowledgment of uncertainties or active debates (e.g., resolution sensitivity or param-

eterization limitations).

Reply to comment: We include the following statements in the updated manuscript:

L43: Observational studies suggest that GW-induced enhancements of S2 can reach values on the order of 10−2–10−3 s−1 (e.g.,

Lane et al., 2004; Kaluza et al., 2021), particularly in dynamically active regions such as baroclinic instability, jet streaks, and

upper-level frontal zones (Koch et al., 2005; Wang and Zhang, 2007).
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L52: However, the exact magnitude and representation of these processes remain sensitive to model resolution and the treatment

of subgrid-scale gravity wave processes, particularly in parameterized frameworks. This continues to be an area of active

research and debate in both modeling (e.g., Plougonven and Zhang, 2014; Stephan et al., 2019) and observational (e.g., Geller

et al., 2013; Jewtoukoff et al., 2015) studies.

Comment: Line 23: "ascend” -> ascent

Reply to comment: Done!

Comment: The introduction largely describes the importance of GWs and related phenomena without discussing potential

challenges or uncertainties in the field. A brief mention of existing debates or challenges in studying GWs (e.g., model resolution

limitations or uncertainties in parameterization) could provide a more critical perspective.

Reply to comment: Please see our reply to previous comment.

Comment: Line 29: Fix spacing in “(UTLS)(e.g., . . . )”

Reply to comment: Done!

Comment: Line 90: Add commas around “which are quasi-periodic”

Reply to comment: Done!

Comment: Line 128: Remove “so-called”; reduce ICON technical details and avoid referencing polar grid issues in idealized

simulations

Reply to comment: Modified as;

L128: ... alleviating numerical stability concerns associated with traditional latitude-longitude grids.

Comment: Table 1: When referring to the resolution R03B07, horizontal grid spacing is ∆x = 13 km

Reply to comment: Done!

Comment: Line 210 and thought the text: Unify case labels (“Moist” vs “MOIST”)

Reply to comment: Thank you for your suggestion. We changed the wording accordingly.

Comment: Line 223: Replace “after the model starts” with after the simulation time

Reply to comment: Replaced as "after the simulation start"

Comment: Line 227: Does that mean that the definition of the dynamical tropopause is taken from the cited literature? It would

be better to reformulate the sentence for clarity.
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Reply to comment: Done!

Comment: Line 232: Please consider rephrase it in passive, for instance: Differences are observed in the size of the PV

streamer. . .

Reply to comment: Done!

Comment: Line 240: Suggested rewording: “Wave activity was not prominent before the indicated simulation time. . . ”

Reply to comment: We have reworded the sentence for clarity.

Comment: Figure 3 caption: Clarify as “model integration time”; please remove hyphen from “11 -km”

Reply to comment: Done!

Comment: Line 270: Use the abbreviation UTLS

Reply to comment: Done!

Comment: Line 272–276: Clarify whether observations refer to a specific case or general result; re-order figure reference

Reply to comment: We agree and changed the wording accordingly.

L272–276: In general, the evolution of the baroclinic wave is similar across all dry simulations. While the large-scale structure

remains consistent, mesoscale differences and slight variations in the exact location of the trough are evident. These are general

features observed across all simulations, independent of the perturbation function. As a result, gravity wave activity tends to

emerge in similar regions among all dry simulations. Figure 4 illustrates the distribution of horizontal divergence at 11 km

altitude after 288 h for the respective simulations, highlighting these similarities.

Comment: Line 287: Replace viz. with i.e. or namely for clarity

Reply to comment: Changed!

Comment: Line 334: Consider replacing “air parcel” with air masses, since it is a description of a physical process and

broader term would be better suited.

Reply to comment: Done!

Comment: Line 343–344: Suggested rewording: “We have shown that GWs emerge under various initial states, grid resolu-

tions, and process complexities.”

Reply to comment: We have changed the wording accordingly.

Comment: Line 352: Avoid starting a sentence with a symbol; rephrase
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Reply to comment: We have rephrase the sentence accordingly.

L352: As all the other prime quantities, w
′

here represents filtered quantities.

Comment: Lines 374–375: Combine into one clear sentence (e.g., “We focus our analysis on strong wind shear and static

stability (N2), with emphasis on GW-induced shear and potential turbulence in the LMS.”)

Reply to comment: Done!

Comment: Line 376: Replace parcels with masses

Reply to comment: Done!

Comment: Line 379: Include the formula for the gradient Richardson number alongside the non-dimensional form for clarity

Reply to comment: We have now included the formula, as suggested.

L379: ... Richardson number, Ri:

Ri =
N2

S2 =

( g
θ

dθ

dz

)((
∂u
∂ z

)2
+
(

∂v
∂ z

)2
) (1)

which is defined as the ratio of static stability (N2) to the vertical shear of the horizontal wind (S2), with the gravitational

acceleration g and the zonal and meridional wind components u and v.

Comment: Line 384: Phrase “on the resolution used in this study” seems misplaced—restructure for coherence

Reply to comment: We modify the sentence to make the statement more clear.

L384: However, in studies using output from numerical models with comparable spatial resolution, higher Richardson number

thresholds are commonly used to identify regions prone to dynamic instabilities.

Comment: From Figure 6 it seems to me, that the GWMF is not overlapping with the shear occurrence in “stream” case. Is

there an explanation for such behavior?

Reply to comment: We thank the reviewer for this observation. While the overlap between GWMF and shear occurrence in

the “stream” case may appear less pronounced at first glance, this is largely due to the scale used for GWMF. Upon closer

inspection, there is indeed spatial co-location between regions of elevated GWMF and vertical shear. We have clarify this point

in the figure caption and adjust the scaling for improved visual consistency.

Comment: Line 392: Define S’ (small-scale shear) again, as the earlier mention is far removed

Reply to comment: Changed!
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L392: ... where S2′ represents small-scale shear defined as the deviation from the background vertical shear, in the LMS. We

focus

Comment: Figure 8: Consider separating panels into different figures or moving higher-res versions to the appendix

Reply to comment: We appreciate the suggestion. However, we prefer to keep Figure 8 in its current form to maintain the

consistent structure of the manuscript and allow direct comparison of similar diagnostics across the dry and moist sensitivity

experiments.

Comment: Line 395: Rephrase/remove “right side of the distribution” for clarity.

Reply to comment: We have revised the sentence accordingly.

L395: ... Figure 7a-d) shows temporal variation in the positive tail of the distribution.

Comment: Line 396: Reword for clarity: what is the comparison baseline for “larger S2 values”? I am struggling to understand

the discussion, therefore clarifying the paragraph is required.

Reply to comment: Thank you for the comment. The sentence has been revised to clarify that the increase in "larger S2 values"

refers to the maximum value of S2 at later simulation times as seen in the positive tail of the distribution in Fig.7b (now Fig.

7a-d)

L396: There is an increase in the occurrence of S2 maxima with time, particularly during the strong GW activity.

Comment: Lines 401–410: Add explicit figure references to help the reader follow the analysis.

Reply to comment: Thank you for the suggestion. The paragraph have been modified in the revised manuscript.

Comment: Line 411: “On smaller scales and in instantaneous considerations” does it refers to the instantaneous outputs?

Reply to comment: Yes, “instantaneous considerations” refers to individual model output time steps.

Comment: Line 415: Clarify whether turbulence rarity refers to model output or general atmospheric behavior. Cite observa-

tional studies.

Reply to comment: Done!

L415: Turbulence is a rare event under general atmospheric conditions (Sharman et al., 2012; Dörnbrack et al., 2022)

Comment: Figure 10: Is there any explanation on higher S’2 in the case TURB Moist for S2 close to 0 (Figure10e lower

panel)? Could you please elaborate, whether it is connected to the gap in high S2 occurrence with small N2 (Figure10e upper

panel)?
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Reply to comment: We thank the reviewer for careful observation. The unexpected behavior in Figure 10e (lower panel) was

due to a technical error on our side. The updated figure now accurately reflects the relationship between S2′ and N2 in the

TURB Moist case.

Comment: Line 420: Suggested rewording: “Dynamic instability becomes likely when Ri ≤ 5.”

Reply to comment: We have reworded the sentence as:

L420: For Ri ≤ 5, an indication of potential for the occurrence of dynamic instability is given.

Comment: Line 440: The values of shear were also shown on Figs. 7,8. Indicating same situation, lower values for dry cases

and 10 times larger S2 values for moist cases. Please, refer back to previous figures (7, 8) where similar shear behavior is

present but not discussed.

Reply to comment: Thank you for the suggestion. Text has been modified accordingly.

L440: The shear values reach up to ten times higher than in the dry cases, as also evident in Figures 7 and 8, which show

consistently lower shear values in the dry simulations compared to the moist cases.

Comment: Lines 483, 485: Replace “exceedance” with “exceeding a defined threshold”

Reply to comment: Changed!

Comment: Line 511: Clarify whether “TSL occurrence across sensitivity experiments” refers to figures or broader results

Reply to comment: The mentioned text refers to the broader results, specifically those illustrated in Figure 14. We have

clarified this in the manuscript by referring to the relevant figures.

Comment: Line 550: Use plural: GWs

Reply to comment: Done!
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