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Abstract. The Northwest Pacific (NWP) has a complex ocean circulation system and is among the regions most affected by
climate change. To facilitate rapid responses to marine incidents and effectively address climate variability impacts, the
Korea Institute of Ocean Science and Technology (KIOST) developed the Korea Operational Oceanographic System—Ocean
Predictability Experiment for Marine Environment (KOOS-OPEM), a high-resolution regional ocean prediction system
based on Modular Ocean Model version 5 (MOMDb). In this study, the KOOS-OPEM-base model_of KOOS-OPEM was

upgraded to MOMG to enhance its regional ocean modeling capabilities. A key advancement of MOMG is its flexible vertical

coordinate system enabled by a Lagrangian remapping system. Taking advantage of this feature, we evaluated the impact of

vertical coordinate choices on model performance by comparing the HYBRID (z*-isopycnal) and ZSTAR (z*)

configurations.

from the 2003-2012 period were assessed against multiple observational datasets and reanalysis products to determine their

ability to reproduce key oceanographic features. The results indicated that HYBRID better preserved stratification and
reduced spurious diapycnal mixing, significantly improving the representation of North Pacific Intermediate Water (NPIW).
In contrast, ZSTAR exhibited excessive diapycnal mixing, resulting in a thicker isopycnal layer associated with NPIW and a

salinity bias of approximately 0.2 psu. An idealized age tracer experiment further confirmed that ZSTAR facilitates

excessive downward diffusion of younger surface waters, eroding the minimum salinity layer of the NPIW. Forsea-surface

north-without-proper-separation—In tidal simulations, HYBRID outperformed ZSTAR in reproducing M2 tidal amplitudes in
the Yellow Sea, where stratification plays a key role. Conversely, ZSTAR underestimated these amplitudes due to its
limitations in representing stratification. Despite its advantages, HYBRID underperformed in high-latitude regions,
exhibiting larger temperature and salinity biases between 100 m and 600 m depth, with temperature biases reaching

approximately -1°C. This discrepancy arose because HYBRID maintained fewer active layers in weakly stratified regions,
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reducing vertical resolution and leading to errors in water mass representation. To mitigate these issues and improve
HYBRID’s performance in high-latitude regions, adjustments to the maximum layer thickness and target density profiles are
necessary. Beyond physical ocean modeling, integrating biogeochemical components is essential for advancing the

understanding of ecosystem dynamics in the NWP.

1 Introduction

The Northwest Pacific (NWP) Ocean has a complex circulation system characterized by strong western boundary currents,
including the Kuroshio and Oyashio Currents, which exhibit significant energetic variability. This region also encompasses
several marginal seas, including the South China Sea{(SES}, the East/Japan Sea—-{EJS}, the Yellow Sea-(¥S), and the East
China Sea«(ECS), which are interconnected through narrow straits (see Fig. 1). Each marginal sea exhibits unique physical
oceanographic characteristics shaped by its complex bottom topography and hydrodynamic processes. For instance, the
South China Sea€s, with its deep basins and intricate current system, is strongly influenced by seasonal monsoons and the
intrusion of the Kuroshio Current. The East/Japan SeadS, a semi-enclosed deep marginal sea with steep underwater
topography, shares characteristics with major oceans, including a regional western boundary current (the East Korea Warm
Current, EKWC), an intermediate salinity minimum layer, deep water formation via its own ventilation system, and both
mesoscale and sub-mesoscale eddies and fronts (Kim and Kim, 1983; Ichiye et al., 1984; Senjyu, 1999; Kim et al., 2001).
The East China SeaGS, characterized by a broad continental shelf and shallow waters, has circulation patterns driven by
wind variations, tides, riverine discharges, and external forcings from the Taiwan and Tsushima Straits, along with Kuroshio
Current intrusions (Isobe, 2008; Gan et al., 2016). The Yellow SeaS, known for its shallow depths and extensive tidal flats, is
dominated by strong tidal currents and seasonal temperature variations, which drive vertical mixing and contribute to the
formation and maintenance of the Yellow Sea Bottom Cold Water Mass_ (YBCWM), a distinct water mass in this marginal

sea.

Over the past few decades, rising ocean temperatures have led to a significant increase in sea surface temperature (SST) in
the NWP and its marginal seas, exceeding the global average (Belkin, 2009). Additionally, the magnitude and frequency of
extreme climate events, such as marine heatwaves and cold surges, have increased markedly in the region (Horton et al.,
2015; Oliver et al., 2018; Tan and Cai, 2018; Yamaguchi et al., 2019; Yeo and Ha, 2019; Lee et al., 2020). For example, in
July 2021, the NWP experienced a record-breaking marine heatwave, with SST anomalies exceeding 3°C in parts of the
East/Japan Sea and the Sea of Okhotsk-(OKH} compared to the 1982-2011 baseline period (Li et al., 2023). Furthermore, the
Kuroshio Current has intensified amid long-term oceanic warming trends (Chen et al., 2019), and its eastward inertial
extension, the Kuroshio Extension, has shifted northward, leading to substantial SST increases in surrounding oceans
(Kawakami et al., 2023).

To enable rapid responses to extreme marine events and accidents, as well as to address changes in oceanic conditions

affecting physical properties and marine ecosystems, the Korea Institute of Ocean Science and Technology (KIOST)
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developed the high-resolution regional ocean model for the NWP, the Korea Operational Oceanographic System—Ocean
Predictability Experiment for the Marine Environment (KOOS-OPEM). The initial version of KOOS-OPEM (Kim et al.,
2009; Park et al., 2010) was a regional ocean circulation model for the East/Japan SeadS, based on Modular Ocean Model
version 3 (MOM3; Pacanowski and Griffies, 1999), with a horizontal resolution of 1/10°. To improve the scientific
understanding of the NWP and its marginal seas, KOOS-OPEM underwent multiple enhancements, including an increase in
horizontal resolution to 1/24° to resolve the first baroclinic Rossby radius in most regions (Hallberg, 2013), expansion of the
model domain, an upgrade from MOMS3 to MOMS5 (Griffies, 2012), and the incorporation of a data assimilation system

based on Ensemble Optimal Interpolation (Kim et al., 2015).
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Figure 1. Bottom topography and ocean currents in the Northwest Pacific. (a) Full-region view and (b) zoomed-in view of the
marginal seas, including the Yellow Sea{¥S)}, the East China Sea-{ECS), and the East/Japan Sea-(EJS), based on data from Park
et al. (20432010). Red arrows indicate warm currents, while blue arrows represent cold currents. (c) Five distinct regions used for
regional temperature and salinity analysis: the open ocean of the Northwest Pacific (N\A/P-orange), the Kuroshio and its Extension
(K-KE;—red), and three major marginal seas—VYellow Sea (green), East/Japan SeadS (blue), and the Sea of Okhotsk (OkKH;
(purple). The Kuroshio and its exatension-KE region-encompasses areas influenced by the Kuroshio Current and its extension,
where the climatological surface current speed in GEORYSGLORYS12 exceeds 0.3 m/s.
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Following these improvements, numerous studies have utilized KOOS-OPEM. Kim et al. (2021) applied an early version of
the model to investigate the formation, variability, and pathways of intermediate waters in the East/Japan SeadS. Yoon et al.
(2022) explored the mechanisms driving summer phytoplankton blooms in Korean coastal waters using model outputs.
Chang et al. (2023) assessed the contribution of satellite and in situ temperature observations to high-resolution regional
ocean modeling. Additionally, Chang et al. (2024) developed and evaluated a high-resolution regional ocean reanalysis for
the NWP, while Jin et al. (2024) examined a 10-day ocean prediction system using KOOS-OPEM, which is operated weekly
by KIOST, comparing it with other analysis and forecast fields.

In this study, we updated the base model of KOOS-OPEM to MOM®6 (Adcroft et al., 2019), the latest version of MOM, to
enhance its capabilities. MOMB® introduces a significantly different algorithm compared to previous versions (up to MOMD5)
and offers substantial improvements in computational efficiency and stability. A key advancement is its use of vertical
Lagrangian remapping_(Griffies et al., 2020), a variant of the Arbitrary Lagrangian—Eulerian (ALE) algorithm, which allows

for the implementation of various vertical coordinate systems, including geopotential (z or z*), isopycnal, terrain-following,

or hybrid/user-defined coordinates. MOMG6 also adopts a C-grid discretization instead of the previous B-grid and updates the

ocean boundary layer parameterization from the traditional K-Profile Parameterization (Large et al. 1994) to the

energetically consistent planetary boundary layer (ePBL) scheme (Reichl and Hallberg, 2018), further improving vertical

mixing representation and surface—interior coupling. Additionally, newly developed open boundary conditions and improved

regional modeling capabilities in MOMBS facilitate its effective use in regional ocean models.

Several recent studies have successfully implemented MOMG in regional ocean modeling applications. Ross et al. (2023)
conducted a hindcast simulation using MOM6 with the Sea Ice Simulator version 2 (SIS2) and the Carbon, Ocean
Biogeochemistry, and Lower Trophics (COBALT; Stock et al., 2020) biogeochemistry model for the Northwest Atlantic
from 1993 to 2019. Their simulation demonstrated excellent performance in reproducing physical properties, such as SST
and Gulf Stream dynamics, while also exhibiting notable skill in modeling tidal behaviors and complex biogeochemical
processes. Seijo-Ellis et al. (2024) applied MOMG6 in a high-resolution (1/12°) regional ocean modeling study of the
Caribbean (CARIB12), effectively capturing the region's mesoscale variability, including eddy activity and the dynamics of
major currents such as the Caribbean Current and the Loop Current. Furthermore, Drenkard et al. (2025subrritted)
implemented MOMG6-COBALT for the Northeastern Pacific (Seelanki et al., 2025NEP10k), covering the region from the

Chukchi Sea to the Baja California Peninsula at a 10 km horizontal resolution. Their simulations successfully replicated key

ecosystem-relevant properties, including temperature, salinity, nutrient distributions, and chlorophyll concentrations,
highlighting the model’s capability to provide regionally tailored projections and support marine resource management.
Additionally, Liao et al. (stbmitted2025) introduced MOM6-COBALT-IND12, a coupled physical-biogeochemical model
for the northern Indian Ocean, which successfully represented monsoon-driven variability, coastal upwelling, and key
ecosystem dynamics.

Spurious mixing in ocean models is a major concern, as it introduces an unphysical process that unintentionally increases
total mixing beyond the prescribed and parameterized levels (Griffies et al., 2000; Ilicak et al., 2012; Gibson et al., 2017).

7
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Consequently, minimizing spurious mixing is a key focus in model development and configuration, with the choice of the
vertical coordinate system playing a crucial role in determining its magnitude. The z* coordinate system (Adcroft and
Campin, 2004, hereafter referred to as ZSTAR), as used in MOMS5 and Ross et al. (2023), closely resembles the geopotential
coordinate by scaling the vertical coordinate proportionally to sea surface height (SSH), allowing the upper ocean layers to
remain thin. This characteristic makes it particularly effective for capturing detailed processes in the ocean's mixed layer.
Hybrid coordinates combine the advantages of different vertical coordinate systems to optimize model performance. A
hybrid z*-isopycnal coordinate system (hereafter referred to as HYBRID), motivated by Bleck (2002), employs isopycnal
coordinates in the ocean interior, where stratification is prominent, and ZSTAR coordinates in the unstratified mixed-layer
regions. The HYBRID approach leverages the benefits of z-level coordinates for high resolution in the upper ocean while
using isopycnal coordinates in the deep ocean to minimize diapycnal mixing.

The influence of vertical coordinate systems on ocean circulation has been investigated through a series of idealized and

global modeling studies. Chassignet et al. (1996) first compared z-level and isopycnal models for the Atlantic, showing that

isopycnal coordinates better preserved water-mass structures and thermohaline circulation. Park and Bryan (2000, 2001)

extended these analyses using idealized thermally driven basin experiments, demonstrating that isopycnal-layer models

maintained surface stratification and subpolar gyres more realistically than z-coordinate systems. ldealized process

experiments, such as those by Legqg et al. (2006) and Gibson et al. (2017), further revealed that z-level and z* models are

prone to excessive numerical diapycnal mixing and entrainment compared to isopycnal-based schemes, particularly in

overflow and strongly stratified regimes. At the global scale, Adcroft et al. (2019) showed that the HYBRID z*-isopycnal

coordinate in MOMG6 effectively reduced mid-depth warming drift and spurious mixing relative to the pure ZSTAR

configuration. Despite these advances, systematic evaluations of vertical coordinate systems in regional ocean models

remain limited, especially in domains with complex bathymetry, strong tidal forcing, and seasonally varying stratification—

conditions that can strongly modulate the balance between vertical mixing and circulation.

In this study, we conducted sensitivity experiments to compare the performance of the HYBRID and ZSTAR coordinate
systems in a regional ocean model using the next-generation KOOS-OPEM (OPEM-MOMBG). Although MOM®6 can employ
terrain-following coordinate systems, which are commonly used in regional ocean models, we excluded this option due to its
poor performance associated with pressure gradient errors in regions with steep topography, such as the East/Japan SeadS
(Haney, 1991; Beckmann and Haidvogel, 1993; Mellor et al., 1994; Chu and Fan, 1997; Mellor et al., 1998; Ezer et al.,
2002). Therefore, our focus was on assessing the HYBRID and ZSTAR coordinate systems. Our primary objective was to

evaluate how these systems influence the model's ability to capture key oceanographic features, processes, and dynamics

through a quantitative analysis of their effects.
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implementation of different vertical coordinate systems, along with the observational and reanalysis datasets used for

evaluation. Section 3 presents the results of the sensitivity experiments, comparing the performance of the HYBRID and

ZSTAR configurations in reproducing key oceanographic features. Section 4 discusses the findings and provides

interpretations of the mechanisms driving the differences between the two configurations. Finally, Section 5 summarizes the

main conclusions and suggests potential improvements

2 Methods
2.1 Model configuration

OPEM-MOMBG incorporates coupled model components using MOM® for ocean physics and SIS2 for sea ice dynamics. The
Arakawa-C grid system (Arakawa and Lamb, 1977) with 1704 x 1392 tracer points was used to solve the primitive equations
under the Boussinesq and hydrostatic approximations. The model domain encompassed the NWP region, spanning from
99°E to 170°E and 5°N to 63°N. The model had a horizontal resolution of 1/24° in both longitude and latitude, equivalent to
approximately 4 km. The bathymetry data were constructed by integrating the General Bathymetric Chart of the Oceans
(GEBCO) 2024 and the Kerbathy-KorBathy30s dataset, a regional bathymetry dataset for the Korean Peninsula (Seo, 2008).
The minimum bathymetric depth was set to 10 m to account for tidal variations, as wetting and drying were not employed,
while the maximum depth was limited to 5,000 m to enhance efficiency of vertical grid utilizationeemputational-efficieney.

To integrate the ocean model forward in time, a split explicit method (Hallberg, 1997; Hallberg and Adcroft, 2009) was

employed, efficiently separating the handling of fast and slow processes. The baroclinic time step was set to 300 seconds,
while the barotropic time step varied and was determined as the largest integer fraction of the baroclinic time step required
for stability. A longer time step of 900 seconds was applied for thermodynamic calculations.

In this study, two vertical coordinate systems, HYBRID and ZSTAR, were configured with 75 layers. Both configurations
featured the finest vertical resolution near the surface—with-a-layerthickness-of 2-meters-extending-to-a-depth-of 14-metersin
the ZSTAR-space. In ZSTAR, the layer thickness gradually increased with depth, reaching a maximum of 349.43 meters just

above the deepest model depth of 5,000 meters, and the bottom topography was represented using partial-step layers to better

capture sloping bathymetry and improve pressure-gradient consistency.




185

190

195

200

37.0

36.5

RN

3

RN

36.0 20

[\

355

Depth (m)
[kg/m?]
Depth (m)
-
[kg/m?]

M
8
&
3

80

15°N 20°N 25°N 30°N #) ) bt 121°E 122°E 123°E 124°E 125°E 126°E
Latitude Longitude

Figure 2 Schematic representation of the simulated HYBRID model interfaces and potential density (referenced to 2000 dbar). (a)

Meridional section along 148°E showing vertical grid interfaces overlaid on potential density (kg m3). (b) Zonal section along 36°N

across the Yellow Sea, illustrating the vertical grid structure adapted to shallow topography.

In the HYBRID configuration, ZSTAR was used to effectively resolve the mixed layer in unstratified regions, providing

high resolution where vertical mixing and surface interactions were most significant. Below the mixed layer, isopycnal

coordinates were employed to minimize spurious diapycnal mixing and accurately represent the stratified conditions found

in deeper waters. The HYBRID in MOMBS6 is implemented through a column-wise algorithm that combines the strengths of

both approaches. In each water column, a stable, monotonic density profile is first derived from temperature, salinity, and

pressure and mapped onto a prescribed set of target densities to obtain isopycnal candidate interface depths. Independently, a

nominal ZSTAR grid is defined and used as a one-sided lower-bound constraint for each layer. At every vertical level, the

model selects the deeper of the two, either the isopycnal candidate or the ZSTAR floor, and then applies bottom and optional

thickness/depth limits. As a result, there is no discrete switch between coordinate systems: the transition depth naturally

occurs where an isopycnal surface would otherwise lie above the ZSTAR floor. Because mixed layers are deeper and

stratification weaker at higher latitudes, the crossing with the ZSTAR floor occurs at greater depths, leading to a poleward

deepening of the transition layer. Over continental shelves, the strength of the ZSTAR constraint scales with the local depth.

In shallow regions this scaling makes the ZSTAR floor very shallow, so when residual stratification exists, the interfaces

tend to follow the target isopycnals through most of the water column. The overall structure of the model interfaces and their

interaction with topography are illustrated in Figure 2, which schematically shows how the HYBRID coordinate transitions

from ZSTAR near the surface to isopycnal layers in the ocean interior.

10
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{Adereftetal-2019).-In MOMG6, HYBRID assigned a target density referenced to 2,000 dbar for each interface. The target
density ranged between o2 10.00 and 38.00 kg m2, as used by Adcroft et al. (2019). The choice of a 2,000 dbar reference

pressure is widely accepted, as it balances monotonicity in near-surface waters with stability in the deep ocean (Megann,
2018) and maximizes the neutrality of isopycnal surfaces (McDougall and Jackett, 2005). However, variations in the vertical
density distribution across global and regional scales led to inefficient resolution use, particularly in weakly stratified regions.
To address this, 1% of the compressibility was artificially retained but centered at 2,000 dbar when generating the vertical
grid at each time step (Adcroft et al., 2019). In this study, the target density ranged from 1010 to 1037.2479 kg m™

referenced 2,000 dbar, specifically constructed for the Northwest Pacific rather than using the global target density adopted
in OM4.0 (Adcroft et al., 2019).
The physical subgrid-scale parameterization settings followed those of Adcroft et al. (2019) and Ross et al. (2023). The

energetic-planetary-beundary-layerePBL scheme developed by Reichl and Hallberg (2018), with updates accounting for
Langmuir turbulence (Reichl and Li, 2019), was employed to parameterize the planetary boundary layer. To parameterize

mixed-layer restratification by sub-mesoscale eddies, the scheme proposed by Fox-Kemper et al. (2011) was used, with a

frontal-length scale of 1,500 meters applied for the upscaling of buoyancy gradients. A biharmonic form of horizontal

viscosity was used in these simulations. The viscosity was calculated as the maximum value between a biharmonic

Smagorinsky viscosity (Griffies and Hallberg, 2000) Herizontal-biharmenic—viscosity(Griffies—and-Halberg—2000)-was

viscosity-and a predefined fixed viscosity expressed as u, Ax3u4Ax3u—4-\Deltax23u4Ax3, Where U, u4u—4ud-represents a
velocity scale and Ax_Ax\Deka—xAx—denotes the local grid spacing. The velocity scale was set to 0.01 m/s, with a

Smagorinsky coefficient of 0.015. Shear-driven turbulence mixing was parameterized by Jackson et al. (2008). The bottom

friction was represented using a quadratic drag formulation with a coefficient Cp = 0.003. Lateral solid boundaries employed

free-slip conditions, allowing tangential flow along the wall while preventing normal flow.- Table 1 provides a summary of

the model configurations and parameters.

Table 1. Summary of model configuration and parameters for each experiment

11
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Parameter HYBRID ZSTAR

Vertical coordinate 75-hybrid 75-Z* coordinate
(z*-isopycnal coordinate)

Horizontal resolution 1/24°

Domain

99°E ~ 170°E / 5°N ~ 63°N
(1704 x 1392 tracer points)

Time stepping

Baroclinic 300 s
Thermodynamics 900 s
Tides
10 Tidal constituents
(M2,S2,N2,K2,K1,01,P1,Q1,MM,MF)
Tidal Potential
Explicit from TPXO Egbert and Erofeva (2002)
Open boundary condition
Barotropic Flather (1976)
Baroclinic Orlanski (1976)
(nudging timescale: 3d for inflow, 360d for outflow)
Tracer Reservoirs with 9 km length scales

Background kinematic viscosity

1.0x10"®m?s?*

Background
diffusivity

diapycnal

1.0x10"®m?s?*

Horizontal Viscosity

Smagorinsky coefficient
Resolution-dependent

Biharmonic
(The maximum value between Smagorinsky and resolution-dependent viscosities )
0.015

0.01 A3 m*s™?

Ocean boundary

parameterization

layer

ePBL
(Reichl and Hallberg, 2018)

Mixed Layer re-stratification

Front length scale = 1500 m
(Fox-Kemper et al., 2011)

2.2 Model forcing and spin-up

Both configurations were forced using lateral open boundary conditions from the GLORYS12v1GLORYS12 reanalysis
(LeHeuche-Jean-Michel et al., 2021). The variables used for lateral boundary conditions included daily mean temperature,
salinity, sea surface height (SSH), and ocean velocity. The model was forced by astronomical tidal potential forcing, with
explicit tidal forcing from boundary conditions rather than parameterized tidal mixing. Tidal harmonics, including four
semidiurnal (M2, S2, N2, and K2), four diurnal (K1, O1, P1, and Q1), and two long-period (Mm and Mf) constituents from

the TPXO9 v1 dataset (Egbert and Erofeeva, 2002), were applied to impose tidal variations in sea level and velocity on the

12
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subtidal boundary data. These 10 constituents were also applied as body forces in the momentum equations to simulate
astronomical tidal forcing across the domain. Combined tidal and subtidal sea levels, along with barotropic velocities, were
prescribed using the radiation boundary conditions described by Flather (1976). For baroclinic flow, a radiation scheme
based on Orlanski (1976) was applied, incorporating nudging toward external data following the approach outlined by
Marchesiello et al. (2001).

Inflow boundary velocities were strongly constrained with a 3-day nudging timescale, while outflow velocities were weakly
adjusted using a 360-day timescale. Temperature and salinity at the boundaries were managed using a reservoir scheme,
which adapted boundary conditions based on the internal model state for outflow and external forcing for inflow. The
reservoir length scale was set to 9 km.

Surface fluxes between the ocean and atmosphere were derived from hourly ERA5 reanalysis data (Hersbach et al., 2020),
including variables such as 2-m air temperature, specific humidity, surface net solar and thermal radiation, mean sea level
pressure, total cloud cover, 10-m wind velocity, and precipitation, using the bulk formula from Large and Yeager (2004).
River discharge was prescribed using the GIoFAS reanalysis version 3.1 (Alfieri et al., 2020). Following the approach of
Ross et al. (2023), river discharge was mapped onto the MOMG6 grid by identifying coastal outlet points and assigning
streamflow to the nearest ocean grid cell using a local drain direction map. A comparison with observations from Datong
station revealed that the GIoFAS dataset overestimated the Yangtze River discharge. To correct this bias, GIoFAS discharge
data were adjusted using a bias correction based on the monthly climatological runoff ratio. Freshwater, with zero salinity
and a temperature equal to the surface temperature of the discharge grid cell, was added at the surface. Additionally,
turbulent kinetic energy was introduced to mix the water column up to a depth of 5 m at discharge points.

Both configurations were initialized using temperature and salinity fields from GLORYSI2vAGLORYS12, which were
interpolated to the model grid from January 1, 1993. The spin-up simulation was run for 10 years (1993-2002) using time-
varying open boundary and surface atmospheric forcing data. Following the spin-up period, hindcast simulations were
performed for 2003-2012 to capture assnd analyze oceanographic conditions and dynamics. This approach ensured that the

models were sufficiently spun up and provided a reliable representation of ocean conditions during the specified period.

2.3 Evaluation

The performance of each configuration was evaluated using observational data and physical reanalysis datasets that
assimilated observations. For statistical evaluation, Iris v3.1.0 (Hattersley et al., 2023), a Python package for analyzing and
visualizing multi-dimensional meteorological and oceanographic datasets, was used to compare both configurations with the
reference dataset. For visualization, Cartopy (Met Office, 2022) was employed to represent geographic features, while Iris
was utilized to display the computed variable distributions.

Since reference datasets generally had a lower spatial resolution than the model outputs, model outputs from both
configurations were conservatively re-gridded onto the coarser-resolution reference dataset grid using Iris before conducting

statistical analysis. The statistical evaluation included spatial mean bias (Bias), root mean squared error (RMSE), median

13
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absolute error (MedAE), and the Pearson correlation coefficient (Corr). Bias indicated whether the model systematically
overestimated or underestimated values. RMSE quantified the overall discrepancy between the model and reference datasets
by measuring squared differences, making it sensitive to large errors. In contrast, MedAE provided a robust measure of error
by calculating the median of absolute differences, reducing the influence of outliers compared to RMSE. Corr measured
similarity in spatial or temporal patterns, ranging from -1 (inverse correlation) to 1 (perfect correlation), independent of
magnitude differences.

To compare sea-surface-temperature{(SST) from both configurations, the NOAA 1/4° daily Optimum Interpolation Sea
Surface Temperature (OISST) dataset, which interpolates and extrapolates observations from satellites, Argo floats, ships,
and buoys, was used to evaluate SST performance in the experiments. Sea surface salinity (SSS) validation was conducted
using the GEORY-SGLORYS12 reanalysis dataset. Although observational data for SSS are limited, alternative datasets,
such as the CMEMS Multi-Observation Global Ocean Sea Surface Salinity product, have been used in previous studies (e.g.,
Seijo-Ellis et al., 2024). However, the CMEMS product relies on climatological data for coastal areas, where observational
coverage is sparse and uncertainty is high. Specifically, the coastal dataset incorporates pseudo-observations derived from

climatological backgrounds within 200 km of the coast, as described in CMEMS documentation._In contrast, GLORYS12

has been shown to exhibit relatively low bias around the Korean Peninsula when compared with in-situ observations (Chang

et al., 2023), and also demonstrated reasonable temporal variability when compared with SSS time series from the IEODO

Ocean Research Station, located in East China Sea (not shown here). Based on these findings, GLORYS12 was deemed a

suitable reference for SSS validation in this study.
The marginal seas of the Nerthwest-Pacific(NWP} are heavily influenced by significant freshwater discharge from the
Yangtze and Yellow Rivers, which creates extensive low-salinity areas that play a critical role in regional salinity

distribution and stratification. Therefore, validating SSS in coastal regions is essential for accurately assessing model
performance. Given its consistency in representing salinity distributions across both coastal and open-ocean areas, the
GLORYSGLORYS12 reanalysis dataset was selected as the reference.

The boreal_winter and summer —winter—mixed layer depth (MLD) was compared to the long-term MLD climatology

constructed from World Ocean Database and Argo profiles (de Boyer Montégut, 2023). In this dataset, MLD is calculated
using the A0.03 kg m density criterion relative to surface density. The MOM®6 diagnostic MLD_003 was used for validation,
defining MLD as the depth where potential density exceeds the density at 105 m by 0.03 kg m™,

To evaluate sea surface height (SSH) variability, monthly absolute dynamic topography (ADT) data from CMEMS were
used. These data, produced by merging SSH observations from various satellite altimetry sources, have a horizontal
resolution of 0.25°. Additionally, GLORY-SGLORYS12 was used to validate surface current speed and eddy kinetic energy
(EKE) in the model simulations. The EKE for each experiment was calculated by interpolating velocity data onto the AVISO

geostrophic current data grid and applying the following equation:

1
EKE = E(u’z +v'?)
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where u’ and v’ represent deviations of the zonal and meridional velocity components from their respective means over the
evaluation period (2003-2012).

means:
To assess the model’s ability to reproduce tides, the tidal amplitudes and phases of the M2 (semidiurnal) and K1 (diurnal)
constituents were calculated using hourly SSH output with the UTide Python package (Codiga et al., 2011). The results were
then compared with TPXO9, which served as the tidal boundary condition.
Additionally, two reanalysis datasets, GLORYSGLORYS12 and KOOS-OPEM ReAnalysis 2022 (K-ORA22; Chang et al.,
2024), were used to evaluate the performance of each experiment in reproducing vertical temperature and salinity structures.
A comparative evaluation by Chang et al. (2023) assessed multiple NWP reanalysis datasets, finding that
GLORYSGLORYS12 exhibited the best performance in reproducing temperature, salinity, and large-scale/mesoscale
variability. Meanwhile, K-ORA22 demonstrated superior performance in representing marginal seas, particularly excelling
in the Yellow Sea-(Y-S)-region. Given these complementary strengths, GLORY-SGLORYS12 and K-ORA22 were selected as
reference datasets for evaluating vertical temperature and salinity structures.
To compare regional variations in temperature and salinity between the two configurations, the analysis was divided into five
distinct regions, as shown in Fig. 1c:

1. Fhe-open-Open ocean area of the NWP,

2. Regionsinfluenced-by-the-Kuroshio and its Extension,{K-KE);

3. Sea of Okhotsk,

3—The-Yelow Sea(¥S);

4. TFheEast/-Japan Sea, and-(EJS),and

5. Yellow SeaThe-Okinawaregion{(OKH)-
The Kuroshio and its Extension K-KE-regions were defined not only based on areas where the climatological surface current
speed in GEORY-SGLORYS12 exceeds 0.3 m/s but also by including adjacent regions dynamically affected by the K-KE. A

summary of the parameters and datasets used in the evaluation is provided in Table 2.

Table 2. Summary of parameters and dataset used in the evaluation
Parameter Time sampling Horizontal Dataset (Reference)
resolution
Sea Surface Temperature Seasonal mean 1/4° OISST v2
Climatology (Huang et al., 2021)
Sea Surface Salinity Seasonal mean 1/12° GEORYSGLORYSI1242
Climatology (Jean-MichelJean-Michel et
al., 2021)
Mixed Layer Depth Seasonal mean 1° de Boyer Montégut (2024)
Climatology
Sea Surface Height Annual mean 1/4° Gridded Sea surface height
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climatology (CMEMS)
Large scale and mesoscale Monthly 1/4° Gridded Sea surface height
variability (CMEMS)
Current speed Annual mean 1/12° GLORYS 12 GEORYS12
climatology
(Jean-Michel Jean-Michel-et
al., 2021)
1/12° GLORYS12 GEORYSH2
Vertical temperature/salinity Annual mean
climatology (Jean-Michel Jean-Michel et
al., 2021)
1/24° K-ORA22
(Chang et al., 2024)
Volume transport Monthly mean - Shin et al. (2022)
(Korea/Tsushima strait) climatology
Volume transport Annual mean - Wei et al. (20123)
(Tokara, Tsugaru, and Soya) climatology Han et al. (2016)
Ohshima and Kuga (2023)
Tidal amplitude and phase Hourly mean 1/6° TPXO9
(M2 and K1) (Egbert and Erofeeva, 2002)
3 Results

3.1 Near-surface physical ocean properties

Fig.ure 32 compares the sea—surface—temperature—{(SST) distributions for boreal winter (DJF) between the OISST
observational dataset and simulations from the HYBRID and ZSTAR configurations. The winter mean SST distributions
from OISST and both model configurations exhibited strong agreement in both spatial structure and magnitude across the
NWP. Biases relative to OISST were low, with HYBRID showing a bias of -0.02°C and ZSTAR showing a bias of 0.15°C,
indicating overall consistency with observations. Despite this broad agreement, regional biases were evident. In higher
latitudes north of 45°N, both configurations exhibited a moderate cold bias of approximately -0.8°C, with ZSTAR displaying
a more pronounced cold bias compared to HYBRID. Warm biases were observed in the Kuroshio and the Kuroshio-Oyashio
transition zone, (KOFZ);-reaching up to 2.0°C in both configurations. However, this warm bias was more prominent in the
HYBRID configuration, particularly in the Kuroshio-Oyashio transition zonekO¥Z. Additionally, the HYBRID

configuration exhibited a warm bias in the SESSouth China Sea, whereas the ZSTAR configuration demonstrated a more
substantial warm bias exceeding 3.0°C in the East/Japan SeaS, which was notably larger than in HYBRID.

Statistical metrics further supported the agreement between the models and OISST. Both configurations achieved high
spatial correlations of 0.98, with RMSE values of 0.751°C for HYBRID and 0.74°C for ZSTAR. Median-abselute-errors
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{MedAE) were 0.313°C for HYBRID and 0.31°C for ZSTAR, reflecting similar levels of accuracy in representing SST
variability across the region.
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Figure 32. Boreal winter (DJF) mean sea surface temperature (SST) distributions from OISST observations and HYBRID and
ZSTAR simulations. (a—c) Spatial SST distributions with corresponding means and-standard-deviations{STD). (d) Differences
between HYBRID and ZSTAR. (e, f) Biases relative to OISST, including mean-bBias, roet-mean-squared-error{RMSE), median
abselute-error{MedAE), and eorrelation{Corr). Contour lines in (d—f) indicate SST biases ranging from -0.1 to 0.1 °C at 0.1 °C

intervals.

Fig. ure—43 presents a comparison of SST distributions for boreal summer (JJA) between OISST observations and
simulations from the HYBRID and ZSTAR configurations. Both configurations exhibited similar performance, with RMSE
values of 0.6770°C for HYBRID and 0.66°C for ZSTAR, and both maintained high correlations with OISST (Corr = 0.98),
consistent with their performance in winter. However, unlike in winter, both models exhibited warm biases, particularly in

the Yellow Sea and high-latitude regions, where biases of approximately 1.0°C were observed. In contrast, biases in the open

ocean of the NWP remained relatively low, typically below -0.3°C. ZSTAR-exhibited-larger—temperature—biases—than
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Figure 43. Boreal summer (JJA) mean sea surface temperature (SST) distributions from OISST observations and HYBRID and
ZSTAR simulations. (a—c) Spatial SST distributions with corresponding means and standard-deviations{STD). (d) Differences
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between HYBRID and ZSTAR. (e, f) Biases relative to OISST, including mean-bBias, RMSE, MedAE, and Corr. Contour lines in
(d-f) indicate SST biases ranging from -0.1 to 0.1 °C at 0.1 °C intervals.

The simulated mean sea-surface-salinity{SSS) values for both HYBRID and ZSTAR configurations (33.979 psu) aligned
closely with the GLORYSGLORYS12 reference mean (33.92 psu), demonstrating good agreement in the large-scale salinity
distribution across the NWP (Fig. 54). However, the standard deviations (STD) revealed slightly higher variability in the
models, with values of 1.543 psu for HYBRID and 1.61 psu for ZSTAR, compared to 1.32 psu in GLEORYSGLORYS12.
This indicated that while both models captured regional salinity gradients reasonably well, they tended to overestimate
variability.

Regional biases were evident in specific areas. In the Yellow Sea, both configurations exhibited a pronounced negative bias
exceeding -1.0 psu, suggesting that excessive freshwater discharge from nearby rivers led to an overestimation of low-

salinity water in this region. Conversely, positive biases dominated in the South China Sea, the southeastern Chinese coast,

the northern East/Japan Sea, and Sea of Okhotsk, with values exceeding 1.0 psu in some locations. ZSTAR exhibited larger
biases than HYBRID in the Yellow Sea, and HYBRID exhibited larger biases than ZSTAR in the South China Sea, the Sea

of Okhotsk, and the Kuroshio-Oyashio transition zoneG

Oyashio-transition-—zonelkKOTZ. A quantitative comparison with GEORYSGLORYS12 highlighted differences in model

performance. HYBRID achieved a lower RMSE of 0.72 psu compared to 0.80 psu for ZSTAR, suggesting better overall
agreement with the reference dataset. Additionally, HYBRID showed a marginally higher spatial correlation with
GLORYSGLORYS12 (0.82) compared to ZSTAR (0.81).
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Figure 54. Boreal winter (DJF) mean sea surface salinity (SSS) distributions from the GLORYSGLORYS12 reanalysis and
HYBRID and ZSTAR simulations. (a—c) Spatial SSS distributions with corresponding means and standard-deviations{STD). (d)
Differences between HYBRID and ZSTAR. (e, f) Biases relative to GEORYSGLORYS12, including mean-bBias, RMSE, MedAE,
and Corr. Contour lines in (d-f) indicate SSS biases ranging from -0.1 to 0.1 psu at 0.1 psu intervals.

During summer (JJA), the SSS distribution remained similar to winter, with both configurations aligning well with
GLORYSGLORYS12 but showing slightly higher variability (Fig. S1). The negative bias in the Yellow Sea intensified,
exceeding - 1.0 psu, while regional bias patterns persisted, with HYBRID showing stronger positive biases in the open ocean
and HYBRID exhibiting more negative biases in the Kuroshio-Oyashio transition zone and Sea of Okhotsk. Fhe-negative

n-the Yellow-Sea intensified exceeding 01 while regional b natterns pe ed with AR showing onge

KOTZ-and-Sea-of OkhotskOKH--The pronounced fresh bias in the Yellow Sea Fhis-suggested-that, despite applying bias

corrections for Yangtze River discharge, river discharge forcing in both configurations may have still been overestimated for
other rivers, such as the Yellow River. Therefore, further investigation into discharge from other major rivers is necessary,

comparing them with observational datasets for potential corrections.
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Figure 6. Boreal winter (DJF) mean mixed layer depth (MLD) distributions from de Boyer Montégut and HYBRID and ZSTAR
simulations. (a—c) Spatial MLD distributions with corresponding means and standard deviations {STD). (d) Differences between
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HYBRID and ZSTAR. (e, f) Biases relative to de Boyer Montéqut, including meanbBias, RMSE, MedAE, and Corr. Contour lines

in (d—f) indicate MLD biases ranging from -0.1 to 0.1 m at 0.1 m intervals.

Fig.ure 65 compares the MLD distributions for boreal winter (DJF) between the estimates of de Boyer Montégut et al. (2024)
and simulations from the HYBRID and ZSTAR configurationsBue-to-the-shallow-mixed-layer-depth-(MLD)-observed-in

MLD, particularly in regions influenced by western boundary currents, such as the Kuroshio and EKWC, where it

overestimated MLD by approximately 20 m relative to the reference, with a mean bias of 1.57 m and an RMSE of 18.27 m.
HYBRID exhibited a larger negative bias of about 15 m compared to ZSTAR in the- southern open oceanepen-ecean-of-the
NWER. In addition, HYBRID showed a significant negative bias exceeding 30 m in Sea of Okhotsk©kH. The RMSE for
HYBRID was 20-8319.48 m, higher than that for ZSTAR (18.27 m), primarily due to the substantial bias in the sea of
Okhotsk©kH. This indicated that while both configurations showed high spatial correlations with the reference data, they

exhibited tendencies to either overestimate or underestimate MLD depths depending on the region, with ZSTAR particularly
overestimating MLD in dynamic boundary current areas and HYBRID showing larger biases in high-latitude regions.

Fig.ure S23 also presents the MLD distribution for boreal summer (JJA), when the mixed layer is generally shallower due to

enhanced stratification. The estimated summer MLD was shallow across most of the domain (mean: 19.15 m), deepening in
western boundary current regions. HYBRID underestimated the MLD (mean: 16.8217.21 —m), while ZSTAR slightly
overestimated it-{mean:19.-57-m}. ZSTAR showed a higher spatial correlation with the observation {6-94vs.8.83}-and along
with lower RMSE{4-35-m-vs-5.08-m).

3.2 Upper-ocean circulation and variability

To ensure a consistent reference level when comparing sea-surface-height(SSH) between the models and the Altimetry
dataset, the mean absolute difference between each model and Altimetry SSH was subtracted from the respective model
outputs. Overall, both the HYBRID and ZSTAR configurations exhibited SSH distributions that closely aligned with
Altimetry, effectively capturing the large-scale features of the region (Fig. 76). The standard deviation values of SSH
variability, representing spatial gradients, were 43.5034 cm for HYBRID and 42.13 cm for ZSTAR, compared to 41.78 cm
for Altimetry. These values indicate that both configurations reproduced SSH gradients well, with HYBRID exhibiting

slightly larger spatial variability than ZSTAR. Both configurations showed similar SSH biases, with an overall

underestimation south of Japan, where Kuroshio recirculation occurs. However, HYBRID-exhibited-a-higher SSH-than
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ZSTAR-in-the-Kuroshio-Kureshio-and-is-Extension—(K-KE)-region—The spatial correlation coefficients of-0-94-for both
HYBRID and ZSTAR indicate strong agreement with the reference dataset.
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Figure 7. Mean sea surface height (SSH) distributions from Altimetry data and HYBRID and ZSTAR simulations. (a—c) Spatial
SSH distributions with corresponding means and standard-deviations{STD). (d) Differences between HYBRID and ZSTAR. (g, f)
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Biases relative to Altimetry, including meanbBias, RMSE, MedAE, and Corr. Contour lines in (d—f) indicate SSH biases ranging

from-1.0to 1.0 cm at 1.0 cm intervals.

As described by Qiu (2023) and Chang et al. (2024), SSH variability can be divided into large-scale and mesoscale

components. This classification was based on a frequency spectrum analysis of Altimetry data, which revealed prominent
peaks at both high and low frequencies, with a sharp decline to near zero at approximately two years. Accordingly, applying
low-pass and high-pass filters allows for the separation of these components, effectively distinguishing large-scale ocean
circulation, which evolves over interannual to decadal timescales, from high-frequency mesoscale eddy variability, which is
characterized by shorter-lived fluctuations such as eddies and meanders.

Fig.ure 87 compares the large-scale SSH variability of the HYBRID and ZSTAR configurations with Altimetry after
applying a two-year low-pass filter. The root-mean-square (RMS) SSH variability was 2.7381 cm for HYBRID and 2.69 cm
for ZSTAR, both lower than the Altimetry reference value of 4.92 cm. The standard deviations for HYBRID and ZSTAR
similarly indicated reduced variability compared to Altimetry, which had a standard deviation of 3.48 cm. Both models
underestimated large-scale variability in key dynamic regions, including the North Equatorial Current—-(NEC), Kuroshio
Current, and Kuroshio Extension. In particular, HYBRID exhibited a pronounced underestimation in the Kuroshio Extension
region while overestimating variability in the Kuroshio Recirculation area and the East/Japan Sea-Sea—{(ES}. In terms of
spatial correlation, ZSTAR achieved a higher correlation coefficient (0.66) with Altimetry than HYBRID (0.6056),

indicating better spatial agreement in large-scale variability patterns.
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Differences between HYBRID and ZSTAR. (e, f) Biases relative to Altimetry, including mean-bBias, RMSE, MedAE, and Corr.

Contour lines in (d—f) indicate RMS SSH biases ranging from -1.0 to 1.0 cm at 1.0 cm intervals.

Fig.ure 98 illustrates the mesoscale variability of SSH after applying a high-pass filter, which extracts the high-frequency

components associated with mesoscale eddies and smaller-scale oceanographic features. The mean RMS SSH variability
was 4.7864 cm for HYBRID and 4.41 cm for ZSTAR, both significantly lower than the Altimetry reference value of 8.54 cm.
Similarly, the standard deviations for HYBRID (4.6856 cm) and ZSTAR (4.42 cm) were lower than those of Altimetry (4.76
cm). The discrepancies between both configurations and Altimetry were further reflected in the bias and RMSE values.
HYBRID exhibited a bias of -3.7690 cm and an RMSE of 2.4355 c¢m, while ZSTAR had a bias of -4.05 cm and an RMSE of
2.64 cm. ZSTAR underestimated mesoscale variability in the open ocean of the NWP, whereas HYBRID showed a more

pronounced underestimation in the Kuroshio and its Extension-KE region—compared to ZSTAR. Additionally, both

configurations had low spatial correlations with Altimetry, with HYBRID achieving a correlation of 0.57 and ZSTAR a
slightly higher correlation of 0.59. These results suggest that while both configurations captured some aspects of mesoscale
variability, they tended to underestimate its intensity and struggled to fully resolve the finer-scale structures observed in the

Altimetry data.
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Figure 9. Root-mean-square (RMS) sea surface height (SSH) variability from high-pass filtered Altimetry data and HYBRID and
515 ZSTAR simulations. (a—c) Spatial RMS SSH distributions with corresponding means and standard—deviations{STD). (d)
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Differences between HYBRID and ZSTAR. (e, f) Biases relative to Altimetry, including mean-bBias, RMSE, MedAE, and Corr.

Contour lines in (d—f) indicate RMS SSH biases ranging from -1.0 to 1.0 cm at 1.0 cm intervals.

Fig. gure—109 compares the surface current speeds of the HYBRID and ZSTAR configurations with the
GLORYSGLORYS12 reanalysis. Both models effectively captured the complex ocean current systems in the NWP,

including key currents such as the Kuroshio, Oyashio, and North EEquatorial Current. However, both configurations tended

to underestimate current speeds in regions influenced by these currents. Specifically, in areas such as the Kuroshio and-KE
its extension, the Ssubtropical Ceounter_Ceurrent, the North Equatorial CurrentEC, and the South China Sea{(SES), both

models underestimated current speeds compared to GEORYSGLORYS12. In contrast, both configurations overestimated

current speeds in the East/-Japan Sea—(EJS).

Both HYBRID and ZSTAR underestimated current speeds, as reflected in their bias and RMSE values. HYBRID exhibited a
bias of -2.1853 cm/s and an RMSE of 6.642 cm/s, while ZSTAR showed a slightly larger bias of -3.5429 cm/s and an RMSE
of 7.1665 cm/s. The correlation with respect to GEORY-SGLORYS12 was high for both configurations, -with-a-correlation
coefficient0f 0.84-and 0.83-indicating good overall agreement in capturing large-scale current patterns.
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Figure 10. Mean surface current speed from GLORYS12, HYBRID, and ZSTAR simulations. (a—c) Spatial distributions of surface
current speed with corresponding means and standard-deviations{STD}. (d) Differences between HYBRID and ZSTAR. (e, f)
Biases relative to GLORYS12, including mean-bBias, RMSE, MedAE, and Corr. Contour lines in (d-f) indicate surface current
speed biases ranging from -1.0 to 1.0 cm/s at 1.0 cmy/s intervals.

A comparison of the eddy—kinetic—energy—(EKE) between the HYBRID and ZSTAR configurations and
GLORYSGLORYS12 showed that both configurations exhibited high spatial correlation with GLORY-SGLORYS12-(0-84),
successfully capturing the general EKE distribution (Fig. 116). However, both models tended to underestimate EKE across
most regions, with mean biases of -6-5246.7351.95 cm3s2for HYBRID and --8-6960.12 cm3s2for ZSTAR. Specifically,

both configurations underestimated EKE in the southern boundary regions, the Ssubtropical eCounter_eCurrent region, and

the Kuroshio and its extension-KE-regien, while overestimating EKE in the Kuroshio recirculation region and the East/Japan

Sea. ZSTAR underestimated EKE in the open ocean of the NWP but overestimated it in the Kuroshio recirculation region

and the East/Japan SeaS, consistent with its higher bias in these areas. In contrast, HYBRID exhibited a more significant
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underestimation of EKE in the Kuroshio and its extension-KE region compared to ZSTAR. HYBRID-achieved-a-slightly

lower RMSE(1.38138.46 em¥s3d-than ZSTAR(1.39138.86 cm7s3-Additionally, the MedAE was 0-30629.5630-37 cm3s2for
HYBRID and 0:4039.71 cm3s2for ZSTAR, suggesting that HYBRID performed slightly better in capturing the magnitude

of EKE variability across the domain.
565
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Figure 11. Mean eddy kinetic energy (EKE) from GLORYS12, HYBRID, and ZSTAR simulations. (a—c) Spatial EKE distributions
with corresponding means and standard-deviations{STD). (d) Differences between HYBRID and ZSTAR. (e, ) Biases relative to
GLORYS12, including meanbBias, RMSE, MedAE, and Corr. Contour lines in (d—f) indicate EKE biases ranging from -0.5 to 1.0

cm3s2at 0.5 cm3s2intervals.

3.3 Vertical structure and water masses

The vertical profiles of temperature and salinity biases for the HYBRID and ZSTAR configurations were compared against
GLORYSGLORYS12 and K-ORA22 across different regions in the NWP (Fig. 121). In the open ocean of the NWP (Fig.
112a), both configurations exhibited low biases and closely followed the vertical structures of temperature and salinity
observed in GLORYSGLORYS12. However, in the Kuroshio and-KE its extension—+region- (Fig. 112b), the bias patterns

differed between the two configurations. ZSTAR showed lower temperature and salinity biases up to 2400 m compared to
HYBRID, whereas HYBRID better maintained the vertical structure of GLORYSGLORYS12 below 2400 m, with

temperature biases remaining below 0.3°C and salinity biases under 0.05 psu.
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In the Sea of Okhotsk higher-latitude-OKH-region-(Fig. 112c), HYBRID exhibited larger negative biases than ZSTAR
between 100 m and 600 m, with a temperature bias of approximately -1°C at 400 m. The salinity bias for HYBRID was also
more pronounced, reaching around -0.3 psu at 400 m, whereas ZSTAR showed relatively lower biases. In the East/Japan
SeadS (Fig. 112d), both models simulated salinity patterns similar to K-ORA22, but HYBRID-consistenthyproduced-lower

temperature-biaseswhile-ZSTAR exhibited a peositive-greater temperature bias of approximately 1°C belowetween 200 m
and-400-mthan HYBRID. In the Yellow Sea$S (Fig. 112¢), both models displayed similar temperature and salinity profiles.

The Yellow Sea is characterized by the Yellow Sea Bottom Cold Water Mass_(YBCWM)-(YBCWM), a cold and dense
water mass that forms near the bottom. However, both configurations showed positive temperature biases exceeding 2°C
near the bottom, suggesting limitations in accurately representing ¥BSWMYBCWM. For salinity, both models exhibited
large negative biases at the surface, with HYBRID and ZSTAR showing deviations of approximately -4 psu. This suggests
that the river discharge forcing applied in both models overestimated freshwater input from major rivers in the region, such

as the Yangtze and Yellow Rivers.
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Figure 12. Vertical mean profiles of temperature (left) and salinity (right) from GLORYS12 (green), K-ORA22 (orange), HYBRID

(red), and ZSTAR (blue) across different Northwest Pacific (NWP) regions: (a) Open ocean area, (b) Kuroshio and its Extension,
(c) Sea of Okhotsk, (d) East/Japan Sea, and (¢) Yellow Sea. Biases for HYBRID (red dashed lines) and ZSTAR (blue dashed lines)
are shown relative to the reference datasets (GLORYS12 or K-ORA22).
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Figure 13 Meridional temperature section along 148°E from (a) GLORYS12 reanalysis, (b) HYBRID simulation, and (c) ZSTAR

simulation, showing vertical temperature distribution. Panels (d), (e), and (f) illustrate temperature differences: HYBRID vs.
615 ZSTAR (d), HYBRID vs. GLORYS12 (e), and ZSTAR vs. GLORYS12 (f). Contour lines in (d—f) indicate temperature biases

ranging from -1.0 to 1.0 °C at 1.0 °C intervals.
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620

The NWP is characterized by two distinct water masses: Subtropical Mode Water (STMW) and North Pacific Intermediate

625 Water (NPIW), both of which play crucial roles in the region's physical and biogeochemical processes. STMW is typically
found within the upper thermocline at depths of 100-300 m, while NPIW occupies the intermediate layer, extending from
approximately 300 to 800 m.

Fig.ure 132 presents a comparison of the vertical temperature section along 148°E for HYBRID and ZSTAR against
GLORYSGLORYS12. Both configurations reproduced an overall temperature structure similar to that of
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630 GLORYSGLORYS12, effectively capturing the vertical thermal structure. However, ZSTAR exhibited a positive
temperature bias exceeding 1°C in high-latitude regions..-while-HYBRID-shewed-a-mere-pronounced-pesitive-bias-of-ove
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Figure 14 Meridional salinity section along 148°E from (a) GLORYS12 reanalysis, (b) HYBRID simulation, and (c) ZSTAR

simulation, showing vertical salinity distribution. Panels (d), (e), and (f) display salinity differences: HYBRID vs. ZSTAR (d),
HYBRID vs. GLORYS12 (e), and ZSTAR vs. GLORYS12 (f). Red contour lines in (a—c¢) indicate o: (density referenced to 2000
dbar) for each dataset. Contour lines in (d—f) represent salinity biases ranging from -0.1 to 0.1 psu at 0.1 psu intervals.
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650

Fig.ure 143 compares the vertical salinity section along 148°E between HYBRID, ZSTAR, and GLORYSGLORYS12.
HYBRID closely reproduced the NPIW salinity structure, while ZSTAR exhibited a salinity bias of approximately 0.3 psu,
indicating challenges in accurately representing NPIW. When examining o> (density referenced to 2000 dbar) within the
range of 35.0 to 36.6, HYBRID accurately captured the thickness of the . layer associated with NPIW, whereas ZSTAR
tended to overestimate its thickness. However, both configurations showed a positive salinity bias of approximately 0.3 psu

in STMW, suggesting a slight overestimation of salinity in this region.
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Figure 15 Temperature distributions at depths corresponding to 6. = 35.8 from (a) GLORYS12, (b) HYBRID, and (c) ZSTAR
simulations, along with their respective means and standard-deviations{STD}. (d) Differences between HYBRID and ZSTAR. (e, f)
Biases relative to GLORYS12, including mean-bBias, reet-mean-squared-errer{RMSE}, t MedAE}, and
eorrelation{Corr}. Contour lines in (d—f) indicate temperature biases ranging from -0.1 t0 0.1 °C at 0.1 °C intervals.

The o2 value of 35.8 is defined as the salinity minimum layer of NPIW, and the depth at which this minimum layer is

located was extracted from each dataset. The temperature and salinity values at this depth from both configurations were
then compared with those obtained from GEORYSGLORYS12.

Fig.15ure—14 compares the temperature at the depth of the salinity minimum layer for both configurations against
GLORYSGLORYS12. HYBRID generally exhibited a spatial temperature distribution similar to GEORYSGLORYS12,
except for a positive temperature bias exceeding 1-9°C in the OKH region. In contrast, ZSTAR tended to exhibit a positive

bias across most regions, except for areas influenced by open boundaries. Notably, ZSTAR exhibited a temperature bias of
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approximately 1°C in the transition zone where the Kuroshio and Oyashio currents converge, a critical region for NPIW
formation.

The salinity distribution at depths, where the salinity minimum layer is located was also compared between HYBRID and
ZSTAR relative to the GLORYSGLORYS12 (Fig. S315). In most regions, HYBRID showed minimal salinity biases relative
to GEORYSGLORYS12, except for the OKH region, where it exhibited a positive salinity bias. In contrast, ZSTAR showed
a salinity bias of approximately 0.2 psu, except for areas influenced by open boundaries.

These results indicate that ZSTAR exhibited more significant positive temperature and salinity biases at depths where the
minimum salinity layer is present compared to HYBRID. The larger biases observed in ZSTAR at intermediate depths are
likely attributable to spurious diapycnal mixing, a well-known issue in ZSTAR configurations (Griffies et al., 2000). This
excessive mixing can lead to artificial erosion of water mass properties, reducing the sharpness of the salinity minimum layer

and contributing to the observed biases.
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To further investigate the differences in vertical structure and water mass representation between the HYBRID and ZSTAR
configurations, an idealized age tracer experiment was conducted following the spin-up simulation. This experiment was
performed over a 10-year integration period to assess ventilation and subduction processes in both configurations. To
facilitate comparison, the age tracer values were normalized following the approach of Adcroft et al. (2019). A value of zero

represents older water that has remained in the interior for an extended period, while a value of 1 indicates younger water

that has been more recently ventilated from the surface.

In high-latitude regions where ZSTAR exhibited positive temperature and salinity biases, the normalized age values were

lower in ZSTAR compared to HYBRID, indicating the presence of older water. At depths associated with NPIW formation,
ZSTAR showed higher normalized age values than HYBRID, meaning it simulated younger water in this critical layer.
These patterns suggest that spurious diapycnal mixing—a known issue in traditional Eulerian geopotential coordinate
models—plays a significant role in ZSTAR. In high-latitude regions, stronger diapycnal mixing in ZSTAR allows older
water from deeper layers to diffuse upward, leading to the observed positive temperature and salinity biases (Figs. 132f and
143f). Conversely, at NPIW depths, enhanced diapycnal mixing in ZSTAR facilitates the downward diffusion of young
surface water, disrupting the natural vertical separation of water masses and eroding the salinity minimum layer. While
HYBRID preserved vertical water mass properties more effectively, spurious diapycnal mixing in ZSTAR reduced its ability
to accurately simulate intermediate water properties, particularly in regions critical for NPIW formation (Figs. 143 and
15and S315).
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Figure 16. Meridional normalized age tracer along 148°E for (a) HYBRID, (b) ZSTAR, and (c) their difference (HYBRID -
ZSTAR). The —f = (Amax — A)/Amax
AHA P max}H=AmaxAmax=A, where A, AmaxeA—fmax}Amax is the maximum age in the simulation, following Adcroft et al.

(2019). Values range from 0 (oldest water) to 1 (youngest water), representing the relative ventilation age of water masses.

normalized age is computed as__ -

In the Yellow Sea, the YBSWMYBCWM is a distinct water mass that plays a crucial role in shaping regional hydrography
and seasonal dynamics. It primarily forms in winter, when surface cooling induces vertical convection, allowing cold, dense
water to accumulate in the deeper regions of the Yellow SeaS. As spring and summer progress, surface warming enhances
stratification, effectively trapping the YBCWM at the subsurface. Accurate representation of the YBCWM is critical, as it
influences regional circulation, water mass transformation, and broader atmospheric and biogeochemical processes. The
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presence of the YBCWM modulates ocean-atmosphere interactions, potentially impacting typhoon intensification over the
Yellow SeaS basin (Moon and Kwon, 2012). Additionally, it plays a key role in regulating nutrient availability, oxygen
dynamics, and primary production, thereby shaping regional biogeochemical cycling and ecosystem productivity (Huo et al.,
2012; Su et al., 2013).

Fig.ure 17 presents the bottom temperature distribution during summer and its bias relative to the K-ORA22 reanalysis.
Since GLORYSGLORYSI12 fails to represent the YBCWM entirely (Chang et al., 2024), K-ORA22 was used as the
reference dataset for comparison. The YBCWM in summer is generally characterized by a circular water mass enclosed by
the 10°C isotherm near the bottom (Zhang et al., 2008; Li et al., 2021). This structure was well captured in K-ORA22, and
both the HYBRID and ZSTAR configurations successfully reproduced its overall pattern.

However, as shown in Fig. 11e, both configurations exhibited a warm bias of approximately 2°C at the bottom compared to
K-ORA22, with the bias being more pronounced in ZSTAR. Additionally, the YBCWM was shifted westward, resulting in a
cold bias on the western side. Despite these biases, it is notable that both configurations successfully simulated the YBCWM
without data assimilation—a significant improvement, as previous models have often failed to reproduce this feature due to

the absence of explicit tidal forcing and reliance on parameterized tidal mixing.
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Figure 17. Bottom temperature distributions in the Yellow Sea from (a) K-ORA22, (b) HYBRID, and (c) ZSTAR simulations. (d)
Temperature difference between HYBRID and ZSTAR. (e, f) Biases relative to K-ORA22. Contour lines in (d-f) indicate

temperature biases ranging from -2.0 to 2.0 °C at 0.5 °C intervals.

3.4 Volume transport

The volume transport through key straits in the Northwest Pacific (NWP) was analyzedanalysed to evaluate the performance
of the HYBRID and ZSTAR configurations (Fig. 18). The Tokara Strait serves as a crucial passage for the Kuroshio Current,
making it a key indicator of the current's transport dynamics. Meanwhile, the Korea/Tsushima Strait-(KFS}), Tsugaru Strait,
and Soya Strait play significant roles in regulating the inflow and outflow of heat and salt from lower latitudes into the
East/Japan Sea (ES)—and their subsequent exchange with the open ocean. Given the limited availability of direct
observational data for these straits, observed climatology or long-term mean values from previous studies were used for
comparison.

In the Tokara Strait, the observed annual mean volume transport from 1987 to 2010 was 21.39 Sv (Wei et al., 2013). Both
configurations overestimated this transport, with HYBRID simulating an annual mean of 28.3946 Sv (overestimating by 7.01
Sv) and ZSTAR simulating 27.15 Sv (overestimating by 5.76 Sv). The transport magnitude was consistently higher in
HYBRID than in ZSTAR.

For the Korea/Tsushima Straiti¥sS, the observed annual mean transport, derived from sea-level differences (Shin et al.,
2022), was 2.61 Sv. HYBRID simulated a higher transport of 2.7290 Sv, exceeding the observed value by 0.1129 Sv, while
ZSTAR underestimated it with an annual mean of 2.48 Sv, showing a negative bias of 0.13 Sv. Altheugh-HYBRID better

According to acoustic Doppler current profiler (ADCP}-measurements from 2003 to 2007, the mean volume transport
through the Tsugaru Strait was 1.47 Sv (Han et al., 2016), consistent with previous estimates of approximately 1.50 Sv (Na
et al., 2009; Ohshima and Kuga, 2023). Both configurations overestimated this value, with HYBRID predicting an annual

mean transport of 2.3847 Sv {exceeding-the-observed-value-by-1.00-Sv)-and ZSTAR predicting 2.04 Sv.-(overestimating-by
0-57-Sv)-

In the Soya Strait, the observed annual mean transport, estimated from high-frequency radar observations between 2003 and
2015 (Ohshima and Kuga, 2023), was 0.90 Sv. Both configurations underestimated the transport, with HYBRID simulating
0.4757 Sv {0-33-Sv-lowerthan-observed}-and ZSTAR showing 0.56 Sv.{0-34-Sv-lower):

Overall, the HYBRID configuration tended to overestimate transport, particularly through the Tokara and Tsugaru Straits,
while underestimating it in the Soya Strait. In contrast, ZSTAR generally underestimated transport, as observed in the
Korea/Tsushima Strait KFS and Soya Straits.
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Figure 18. Monthly climatological mean volume transport at (a) Tokara Strait, (b) Korea/Tsushima Strait, (¢) Tsugaru Strait, and
(d) Soya Strait. Observations (black) are compared with HYBRID (red) and ZSTAR (blue). Dotted lines represent the annual
mean for each dataset, while solid lines show the monthly climatological mean.
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3.5 Tide simulation

780 Tides play a crucial role in—the shaping ocean dynamics in the NWP, where tidal forces strongly influence circulation,
mixing, and water mass distribution. This is particularly evident in the Yellow Sea, which is characterized by exceptionally
large tidal amplitudes, with a tidal range exceeding 8 m. Given the significant impact of tides on the physical and
biogeochemical characteristics of this region, —it is essential to assess the performance of tidal representations in these
configurations.

785

60



(b) HYBRID
65°N [ 65°N = 65°N 150
55°N | 55°N 55°N
120
45°N |/ 45°N 45°N g
0 o
35°N 35°N 35°N 3
60 2
25°N 25°N 25°N z
15°N 15°N 15°N 30;
100°E 120°E 140°E 160°E 100°E 12°E 140°E 160°E 100°E 120°E 140°E 160°E 0
(d) HYBRID - ZSTAR (e) HYBRID - TPXO (f) ZSTAR - TPXO
65°N [ : 65°N : : ; : 65°N ; : ! : 60
Bias: -1.09 Bias: -1.47
o ° RMSE: 7.89 o] RMSE: 9.47
S5°N 8 35N 1 MedAk: 1.50 - 5N Vedat: 1.49 | E 40:
Corr: 0.90 Corr: 0.88 =
45°N |/ 45°N | = : 45°N — 20 E
5 -~ - | g
35°N | J 35°N -2 35°N : ?.} - 0 5
I‘ = g
25°N 25°N 7 25°N 4 20
15°N [ 15°N | 15°N e
| -60
100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E
(a) TPXO (b) HYBRID (c) ZSTAR
65°N 65°N 65°N 150
55°N 55°N 55°N
120
45°N 45°N 45°N E
0 o
35°N 35°N 35°N E
60 2
25°N 25°N 25°N <
15°N 15°N 15°N =0
A PP A 0
100°E  120°E  140°E  160°E 100°E  120°E  140°E  160°E 100°E  120°E  140°E  160°E
(d) HYBRID - ZSTAR (e) HYBRID - TPXO (f) ZSTAR - TPXO
65°N 65°N 65°N 60
55°N 55°N 55°N 40
45°N 45°N 45°N 20 E
1)
35°N 35°N 35°N o &
&
25°N v 25°N 25°N —205
15°N A 15°N L 15°N & L
7, nd Y wd y nd
A0 ird Lire -60
100°E  120°E  140°E  160°F 100°E  120°E  140°E  160°E 100°E  120°E  140°E  160°E

Figure 19. Semidiurnal M2 tidal amplitude and phase from TPXO data, HYBRID, and ZSTAR simulations. Shaded contours
represent tidal amplitude, while overlaid eeleredcoloured contours show tidal phase for M2 (a—c). Panels below display tidal
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Fig.ure 19 compares the tidal amplitude and phase of the semidiurnal M2 component between the HYBRID and ZSTAR
configurations using TPXO, which served as the tidal boundary forcing dataset. Both configurations accurately simulated the
tidal amplitude and phase, with HYBRID achieving a spatial correlation of 0.90 and ZSTAR showing 0.88, indicating a
strong representation of tidal characteristics in the region. However, both models underestimated the M2 amplitude along the

southeastern coast of China and in the Yellow Sea, while overestimating it in the Korea/Tsushima Straitk+S. Notably,

ZSTAR exhibited a more pronounced underestimation of the M2 amplitude than HYBRID in these regions.

Both configurations effectively simulated the K1 tidal amplitude and phase, with a high spatial correlation of 0.94 against
TPXO data (Fig. S32). However, both models underestimated the K1 amplitude in the Yellow Sea, with a stronger bias in
ZSTAR. In the sea of Okhotsk©kH coastal region, HYBRID overestimated the amplitude, whereas ZSTAR showed a mixed
bias, overestimating in the west and underestimating in the east, reflecting regional differences in tidal representation.
Overall, both configurations performed well in reproducing the amplitude and phase of the semidiurnal and diurnal tidal
components. Nevertheless, the consistent underestimation of the Yellow Sea tidal amplitude across both configurations
highlighted a common limitation. Importantly, the results suggested that tidal representation was influenced by the vertical
coordinate system, with HYBRID showing better agreement with TPXO tidal amplitudes than ZSTAR. This suggests that
HYBRID may offer advantages in improving tidal simulations, particularly in regions with complex bathymetry and strong

tidal forcing.

3.6 Computational cost

Compared with the previous MOMb5-based regional model described in Jin et al. (2024), MOM®6 demonstrated noticeably

higher computational efficiency, primarily due to improvements in numerical stability that allow longer stable timesteps.

Specifically, the maximum baroclinic timestep increased from 150 s in MOMD5 to 300 s in MOMBG6, and the tracer timestep

increased from 300 s in MOMS5 to 900 s in MOMG6, substantially reducing the total number of integration steps required for a

given simulation period. This enhancement in numerical stability directly translates into _greater computational efficiency

under the same model resolution.

To further assess how the choice of vertical coordinate system influences computational cost within MOMS6, we
compared the HYBRID and ZSTAR configurations using the same supercomputer node and identical processor
layouts (42 x 40 PE decomposition, with 536 PEs masked through land processor masking). The ZSTAR
configuration required an average of 23 h per simulated year, whereas HYBRID completed the same simulation in
20.2 h, indicating that ZSTAR consumed approximately 2 h more. This difference primarily reflects the number of
active vertical layers in each configuration: ZSTAR maintained a consistently high number of layers across most of
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the domain, while HYBRID adaptively reduced active layers in weakly stratified and shallow regions (Fig. S5),
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4 Discussion and-cenclusion

In this study, we updated the base model of KOOS-OPEM, which had been developed using previous versions of the MOM
series, to MOMG6 to enhance regional ocean modeling capabilities. MOM®6 introduced significant improvements in
computational efficiency, numerical stability, and flexibility in vertical coordinate selection, enabling a more advanced
representation of oceanic processes_(Jackson et al., 2008; Reichl and Hallberg, 2018; Reichl and Li, 2019; Adcroft et al.,

2019; Griffies et al., 2020). Given the increasing demand for accurate ocean predictions in the NWP and its marginal seas

under a changing climate, this update aimed to improve the model’s ability to represent key oceanic physical dynamics,
current systems, and the physical characteristics of major marginal seas. Comprehensive sensitivity experiments were
conducted to evaluate performance differences between the ZSTAR coordinate system, used in previous models, and the
HYBRID system within MOM6’s Lagrangian remapping framework. To ensure a robust assessment, both configurations
were compared against multiple observational datasets and two reanalysis products, GLORYSGLORYS12 and K-ORA22,
providing insights into how vertical coordinate systems influence the reproduction of key physical and dynamical features of
the NWP.

The results revealed significant differences between the HYBRID and ZSTAR configurations while also highlighting shared
limitations in representing certain oceanographic variabilities.

A comparison of modeled SST with OISST satellite observations showed that both configurations effectively captured
seasonal SST patterns and gradients, demonstrating strong agreement with the OISST dataset (Fig. 32 and Fig. 34). However,

both exhibited warm biases during winter, particularly in the K-KEKuroshio and its extension and East/Japan seaS-regiens.

These SST biases may partly stem from the relatively coarse vertical resolution near the surface, where the uppermost layer

thickness of 2 m in the ZSTAR grid (and similarly in HYBRID) can limit representation of diurnal SST variability (Bernie et

al., 2005; Siddorn &and Furner, 2012). Such resolution may underestimate sub-daily mixing and surface heat exchange,

contributing to persistent warm biases under strong insolation conditions. Future sensitivity experiments with finer near-

surface resolution (e.g., 1 m thickness for the upper layers) are planned to evaluate whether enhancing vertical discretization

can mitigate these SST biases.

Beyond the SST biases, both configurations exhibited noticeable differences in wintertime MLD, particularly south of the

Kuroshio Extension and in the Okhotsk Sea (Fig. 6). In the Kuroshio region (25°-35°N), both configurations captured strong

stratification beneath the mixed layer, but the vertical structure differed. HYBRID exhibited stronger stratification slightly

deeper (below ~100 m) from late summer to early winter, while ZSTAR showed stronger stratification just below the mixed

layer (around 50-100 m) (Fig. S6). The deeper stratification maximum in HYBRID stabilized the upper ocean and limited

wintertime convective deepening, resulting in a shallower and more realistic MLD compared to ZSTAR, which tended to

overestimate MLDs due to weaker near-surface stratification. In the Sea of Okhotsk, MLD differences mainly arose from the

vertical layer representation: the o2-based HYBRID coordinate formed thicker layers in weakly stratified waters (Fig. S7),

reducing vertical resolution below approximately 80—200 m and leading to slightly deeper MLDs than ZSTAR. These results
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suggest that the way each vertical coordinate system represents stratification strength and layer spacing substantially

influences the simulated MLD structure across the Northwest Pacific. —Kuroshio-Oyashio—Transition—Zone—HYBRID

The evaluation of vertical temperature and salinity structures provided further insights into differences between HYBRID

and ZSTAR. Across most regions, both configurations successfully reproduced vertical hydrographic properties comparable
to those in reanalysis datasets. However, notable discrepancies emerged in their representation of specific water masses.

The NPIW was represented more accurately in HYBRID than in ZSTAR. HYBRID closely captured the thickness and
vertical structure of the isopycnal layer associated with NPIW (Fig. 143) and exhibited lower salinity biases compared to
GLORYSGLORYSI12. In contrast, ZSTAR overestimated the thickness of the o2 layer associated with NPIW and showed a
salinity bias of approximately 0.2 psu. These differences were attributed to spurious diapycnal mixing inherent in the

traditional ZSTAR system, which disrupted stratification and reduced the accuracy of intermediate water properties.

The idealized age tracer experiment further clarified these discrepancies (Fig. 16). At depths associated with NPIW
formation, ZSTAR exhibited higher normalized age values than HYBRID, indicating the simulation of younger water
masses in these layers. This suggested that enhanced diapycnal mixing in ZSTAR facilitated downward diffusion of younger

surface waters, eroding the salinity minimum layer that defines NPIW. In contrast, HYBRID preserved vertical stratification,

leading to a more accurate representation of NPIW.

However, HYBRID exhibited poorer performance than ZSTAR in high-latitude regions, as indicated by larger temperature

and salinity biases between depths of 100 m and 600 m (Fig. 12%c). This discrepancy was primarily due to a common
limitation of isopycnal coordinates: poor vertical resolution in weakly stratified regions, which are characteristic of high
latitudes (Adcroft et al., 2019). A comparison of active layers between HYBRID and ZSTAR (Fig. S4 and Fig.S5720)
revealed that HYBRID generally maintained fewer active layers, particularly in weakly stratified regions. This reduction in
active layers likely contributed to the increased temperature and salinity biases observed in HYBRID, underscoring the

challenges of using isopycnal coordinates in high-latitude environments.
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To improve water property representation in these regions, adjustments to the maximum layer thickness or maximum-layer

thickness-er-modifications to the target density profile could enhance vertical resolution and better capture stratification.
Such refinements may mitigate resolution loss and reduce temperature and salinity biases in HYBRID.

Both configurations successfully reproduced the overall structure of the YBCWM despite the absence of data assimilation
(Fig. 17). However, notable differences were observed, with HYBRID demonstrating a more accurate representation of
temperature structure than ZSTAR. This improvement was closely linked to HYBRID’s better representation of seasonal
stratification. A well-defined seasonal stratification is crucial for YBCWM formation, as it reduces excessive vertical mixing
in summer and allows cold water to persist near the bottom. Given the sensitivity of YBCWM formation to vertical mixing,
understanding the mechanisms governing stratification is essential for improving its representation in ocean models.

To further investigate the processes influencing its formation, sensitivity experiments conducted with and without the shear-
driven mixing parameterization (Jackson et al., 2008) revealed that this parameterization played a crucial role in shaping and
maintaining the YBCWM (not shown here). However, despite its effectiveness in reproducing the YBCWM structure, the
shear-driven mixing parameterization (Jackson et al., 2008) tended to induce excessive mixing in certain shelf regions with
strong tidal forcing (Drenkard et al., 2025submitted). Therefore, future work should focus on optimizing the turbulent decay
length scale in the Jackson parameterization to better regulate mixing intensity in these regions (Drenkard et al.,
submitted2025).

Building on these findings, the evaluation of tidal dynamics further highlighted differences between the HYBRID and
ZSTAR configurations. Both effectively simulated the semidiurnal (M2) and diurnal (K1) tidal amplitudes and phases across
the NWP, demonstrating their ability to reproduce key tidal characteristics. However, HYBRID outperformed ZSTAR in

capturing the barotropic tidal amplitude in the Yellow Sea, particularly for the M2 tide. Several studies have emphasized that

barotropic tides in this region are seasonally modulated by stratification through its influence on bottom friction and energy
dissipation (e.g., Kang et al., 2002; Miiller et al., 2014).Howev

- A comparison
of the YBCWM further supports the differences in stratification representation between the two configurations. HYBRID
exhibited a lower temperature bias near the bottom compared to ZSTAR, suggesting that it better captured seasonal
stratification in the Yellow SeaS. Since seasonal stratification directly influences both YBCWM formation and internal tide
modulation, HYBRID’s improved tidal amplitude simulation is likely linked to its enhanced representation of stratification.
Given the strong dependence of baroclinic tides on stratification and vertical mixing, the choice of vertical coordinate system

plays a crucial role in accurately capturing these processes. While HYBRID demonstrated improved tidal amplitude
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reproduction in the Yellow SeaS, further investigation is needed to clarify the mechanisms through which different vertical
coordinates influence tidal dynamics, particularly the generation, propagation, and dissipation of baroclinic tides.

Both configurations showed noticeable differences in volume transport through major straits of the Northwest Pacific.

HYBRID tended to overestimate transport through the Tokara and Tsugaru Straits, whereas ZSTAR underestimated it in the

Korea/Tsushima. Since both used identical bottom drag and free-slip boundary conditions, these differences are unlikely to

result from frictional effects. Instead, the stronger stratification and steeper isopycnal slopes represented by HYBRID (Figs.

S8 and S9) may enhance the baroclinic pressure-gradient force and lead to larger transports. However, further investigation

is needed to clarify the mechanisms through which different vertical coordinate systems influence transport variability in

narrow straits.

Both HYBRID and ZSTAR struggled to accurately represent sea surface salinity, particularly in areas affected by river
discharge (Fig. 54 and Fig. 56). Despite applying bias correction to GLOFAS, both models overestimated the freshwater
influence, leading to significant negative salinity biases, exceeding -1.0 psu, in the Yellow SeaS and East China Sea. To
address this issue, repositioning the Yangtze River mouth further inland may better capture its interactions with the coastal
ocean. Additionally, further investigation into other major rivers, such as the Yellow River, and additional bias corrections
are essential to improve freshwater dynamics representation in the region.

Both configurations effectively captured the overall spatial distribution of SSH in the NWP, demonstrating strong agreement
with observed large-scale patterns (Fig. 67). However, when SSH variability was analyzed separately into large-scale and
mesoscale components using a two-year cut-off period with high- and low-pass filters, both models significantly
underestimated variability magnitude compared to observations. For large-scale variability (Fig. 78), the models failed to
fully capture SSH variability in dynamic regions such as the Kuroshio and its extension-KE and the North Equatorial Current.

Similarly, mesoscale variability, influenced by eddies and smaller-scale processes, was also underestimated, with both
configurations showing reduced intensity and weaker high-frequency fluctuations (Fig. 98). This underestimation extended
to the EKE, where both HYBRID and ZSTAR failed to reproduce the observed magnitude, particularly in regions of strong
mesoscale activity, such as the K-KE. While the models replicated spatial patterns and variability correlations, their inability
to resolve the intensity of large- and mesoscale dynamics underscores a key limitation in accurately simulating the energetic
processes defining the NWP. Addressing these limitations requires sensitivity experiments on horizontal viscosity, which
plays a crucial role in modulating mesoscale and sub-mesoscale dynamics in ocean models. Excessive viscosity can overly
dampen eddy activity and high-frequency fluctuations, leading to an underestimation of SSH variability and EKE, as
observed in both configurations. Conversely, insufficient viscosity may introduce numerical instabilities, particularly in

strong current regions such as the Kuroshio and its extension-KE. Optimizing viscosity parameters through targeted

sensitivity experiments can help balance numerical stability and realistic energy dissipation, ultimately improving the

model’s ability to resolve large- and mesoscale variability in the NWP.

67



985

990

995

1000

4005

1010

5 Summary

ta-summarytheThe HYBRID configuration demonstrated notable advantages over ZSTAR in several key aspects of NWP
simulation. It effectively captured stratification, reduced spurious diapycnal mixing, and provided more accurate
representations of features such as the NPIW and ;-tidal dynamics in the Yellow Sea;-and-the-East Kerea Warm CurrentkOA/C
separatio.n. These improvements align with findings from Adcroft et al. (2019), who showed that ZSTAR induces significant

warm drift in intermediate layers due to excessive diapycnal mixing, whereas HYBRID mitigates this issue by better
preserving water mass properties. Given that HYBRID has proven effective not only in global ocean simulations but also in
regional modeling experiments, it shows promise as a robust vertical coordinate system for high-resolution regional
applications, particularly in strongly stratified environments such as the NWP. However, HYBRID also exhibited limitations,
particularly in high-latitude regions where weak stratification led to significant vertical structure biases-and-n-the-STMW

egion-where-overlyactive-ventilation-introduced-temperature-and-salinity-biases. To overcome these limitations and further

optimize the HYBRID configuration, refinements in vertical resolution are necessary, particularly in weakly stratified high-
latitude regions-and-STM\W -formation-zones. Adjusting maximum layer thickness in these areas could help mitigate vertical
resolution loss-and-reduce-temperature—and-satinity-biases. Additionally, refining target density profiles to better capture
regional stratification characteristics may enhance the model’s ability to represent key water mass properties more accurately.
Future work should also explore the impact of horizontal viscosity tuning to improve mesoscale energy representation and
enhance eddy-driven process simulation. By addressing these issues, the HYBRID coordinate system can be further refined
to provide a more robust and accurate framework for high-resolution regional ocean modeling in the NWP.

Beyond improvements in physical ocean modeling, a coupled physical-biogeochemical model is critical for a comprehensive
understanding of ecosystem dynamics in the NWP. The NWP contains several ecologically significant regions, including the

East/Japan SeaS and Kuroshio-Oyashio Transition Zone, which support diverse marine ecosystems and essential fisheries.

To fully capture these ecosystems’ complexity, biogeochemical models must be integrated with physical models, allowing
for a more detailed understanding of nutrient cycling, primary productivity, and ecosystem responses to environmental
changes, particularly in the face of shifting climatic conditions and increasing anthropogenic pressures. Therefore, coupling
COBALT with KOOS-OPEM, based on MOMBS, is expected to provide a comprehensive tool for simulating both physical
and biogeochemical dynamics in the NWP. This coupled system will enable more accurate predictions of key
biogeochemical processes, using dynamic downscaling to assess their responses to environmental changes and long-term
oceanic trends. Such efforts are crucial for advancing sustainable resource management and ensuring the long-term resilience

of marine ecosystems in the NWP.
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Code availability

The source code for each model component has been archived at Zenodo (Chang et al., 2025¢). The MOM®6 code is available
on GitHub at mom-ocean/MOMG6 and NOAA-GFDL/MOMS6. Additional repositories for other model components can be
found at NOAA-GFDL's GitHub. Scripts for generating regional MOMBG initial and boundary conditions, along with other

required inputs and diagnostics, are maintained in the NOAA CEFI GitHub repository: https://github.com/NOAA-
GFDL/CEFI-regional-MOM6/.

Data availability
All model output used in this study is available at Zenodo (Chang et al., 2025a). The corresponding model parameters,

forcing data, and initial condition files have been archived at Zenodo (Chang et al., 2025b).

The datasets used for model validation and comparison are summarized in Table 2, along with their respective URLS or
DOIs for access. These include OISSTv2.1 (NOAA NCEI, Huang et al., 2021), GLORYS1212 reanalysis (DOI:
10.48670/moi-00021, Lellouche et al., 2021), K-ORA22 reanalysis (DOI: 10.1016/j.pocean.2024.103359, Chang et al.,
2024): de Boyer Montégut’s global ocean mixed layer depth dataset (DOI: 10.17882/98226, de Boyer Montégut, 2024), the
Global Ocean Gridded L4 Sea Surface Heights and Derived Variables dataset (DOI: 10.48670/moi-00148; CMEMS, 2023),
and the OSU TPXO9 Tide Model (TPXQO9, Egbert and Erofeeva, 2002).

Author contribution

Conceptualization: IC, YHK, Y-GP, and RH. Model configuration: IC, YHK, Y-GP, HJ, GP, ACR, and RH. Model
simulations: IC. Model evaluation: IC, YHK, and Y-GP. Formal analysis: IC, YHK, and Y-GP. Visualization: IC and YHK.
Original draft: IC and YHK. Review and editing: IC, YHK, Y-GP, HJ, GP, ACR, and RH.

Competing interests

The authors declare that they have no conflict of interest

Acknowledgements
We gratefully thank the Joint Project Agreements (JPA) between the Ministry of Oceans and Fisheries (MOF) and the

National Oceanic _and Atmospheric Administration (NOAA) for facilitating this collaborative research. This work was

supported by the Korea Institute of Marine Science & Technology Promotion (KIMST) with funding from the Ministry of
Oceans and Fisheries (RS-2023-00256005, RS-2022-KS221544), and by the National Research Foundation of Korea (NRF)
under award number NR057874.

69


https://github.com/NOAA-GFDL/CEFI-regional-MOM6/
https://github.com/NOAA-GFDL/CEFI-regional-MOM6/

050

055

060

065

070

075

Reference

Adcroft, A. and Campin, J. M.: Rescaled height coordinates for accurate representation of free-surface flows in ocean
circulation models, Ocean Model., 7, 269-284. https://doi.org/10.1016/j.0ocemod.2003.09.003, 2004.

Adcroft, A., Anderson, W., Balaji, V., Blanton, C., Bushuk, M., Dufour, C. O., Dunne, J. P., Griffies, S. M., Hallberg, R.,
Harrison, M. J., Held, I. M., Jansen, M. F., John, J. G., Krasting, J. P., Langenhorst, A. R., Leqgq, S., Liang, Z., McHugh,
C., Radhakrishnan, A., Reichl, B. G., Rosati, T., Samuels, B. L., Shao, A., Stouffer, R., Winton, M., Wittenberg, A. T.,
Xiang, B., Zadeh, N., Zhang, R.: The GFDL global ocean and sea ice model OM4.0: Model description and simulation
features, J. Adv. Model. Earth Syst., 11, 3167-3211. https://doi.org/10.1029/2019MS001726, 2019.

Alfieri, L., Lorini, V., Hirpa, F. A., Harrigan, S., Zsoter, E., Prudhomme, C., and Salamon, P.: A global streamflow
reanalysis for 1980-2018, J. Hydrol. X, 6, 100049. https://doi.org/10.1016/j.hydroa.2019.100049, 2020.

Arakawa, A., and Lamb, V. R.: Computational design of the basic dynamical processes of the UCLA general circulation
model, Adv. Geophys., 1977. https://doi.org/10.1016/B978-0-12-460817-7.50009-4.

Beckmann, A. and Haidvogel, D. B.: Numerical simulation of flow around a tall isolated seamount. Part I: Problem
formulation and model accuracy, J. Phys. Oceanogr., 23, 1736-1753. https://doi.org/10.1175/1520-
0485(1993)023<1736:NSOFAA>2.0.CO;2, 1993.

Belkin, I. M.: Rapid warming of large marine  ecosystems, Prog. Oceanogr., 81, 207-213.
https://doi.org/10.1016/j.pocean.2009.04.011, 2009.

Bernie, D. J., Woolnough, S. J., Slingo, J. M., and Guilyardi, E.: Modeling diurnal and intraseasonal variability of the ocean
mixed layer, J. Clim., 18(8), 1190-1202. https://doi.org/10.1175/JCL13319.1, 2005.

Bleck, R.: An oceanic general circulation model framed in hybrid isopycnic—Cartesian coordinates, Ocean Model., 4, 55-88.
https://doi.org/10.1016/S1463-5003(01)00012-9, 2002.

Chang, 1., Ho Kim, Y. H., Park, Y. G., Jin, H., Pak, G., Kwon, J. I., and Chang, Y. S.: Assessment of high-resolution

regional ocean reanalysis K-ORA22 for the northwest Pacific, Prog. Oceanogr., 229, 103359.
https://doi.org/10.1016/j.pocean.2024.103359, 2024.
Chang, I., Kim, H. Y., Park, Y.-G., Jin, H., Pak, G., Andrews, C. R., and Hallberg, R.: Model output for “Assessing Vertical

Coordinate System Performance in the Regional Modular Ocean Model 6 configuration for Northwest Pacific” (Version
v1) [Data set], Zenodo, https://doi.org/10.5281/zenodo.15054536, 2025a.-
Chang, I., Kim, Y. H., Jin, H., Park, Y. G., Pak, G., and Chang, Y. S.: Impact of satellite and regional in-situ profile data

assimilation on a high-resolution ocean prediction system in the northwest Pacific, Front. Mar. Sci., 10, 1085542.
https://doi.org/10.3389/fmars.2023.1085542, 2023.

70



080

085

090

095

100

105

110

Chang, 1., Kim, Y. H., Park, Y.-G., Jin, H., Pak, G., Andrews, C. R., and Hallberg, R.: Model input for "Assessing Vertical

Coordinate System Performance in the Regional Modular Ocean Model 6 configuration for Northwest Pacific" (\Version
v1) [Data set], Zenodo, https://doi.org/10.5281/zenodo.15054924, 2025b .-
Chang, 1., Kim, Y. H., Young-Gyu, P., Jin, H., Pak, G., Ross, A. C., and Hallberg, R.: Model source code for initial

submission of "Assessing Vertical Coordinate System Performance in the Regional Modular Ocean Model 6
configuration for Northwest Pacific" (\Version v1) [Code], Zenodo, https://doi.org/10.5281/zenodo.15054440, 2025c.

Chassignet, E. P., Smith, L. T., Bleck, R., and Bryan, F. O.: A model comparison: Numerical simulations of the North and

Equatorial Atlantic oceanic circulation in depth and isopycnic coordinates, J. Phys. Oceanogr., 26(9), 1849-1867.
https://doi.org/10.1175/1520-0485(1996)026<1849: AMCNS0>2.0.C0O;2, 1996.
Chen, C., Wang, G., Xie, S. P., and Liu, W.: Why does global warming weaken the Gulf Stream but intensify the Kuroshio?,

J. Clim., 32, 7437-7451. https://doi.org/10.1175/JCL1-D-18-0895.1, 2019.
Chu, P. C. and Fan, C.: Sixth-order difference scheme for sigma coordinate ocean models, J. Phys. Oceanoqr., 27, 2064—

2071. https://doi.org/10.1175/1520-0485(1997)027<2064:SODSFS>2.0.C0O;2, 1997.
Codiga, D. L.: Unified tidal analysis and prediction using the UTide MATLAB functions, Tech. Rep., Graduate School of

Oceanography, University of Rhode Island, 59 pp., 2011, http://www.po.gso.uri.edu/~codiga/utide/2011Codiga-UTide-

Report.pdf.
de Boyer Montégut, C.: Mixed layer depth over the global ocean: a climatology computed with a density threshold criterion

of 0.03 kg/m3from the value at the reference depth of 5 m, SEANOE [data set], https://doi.org/10.17882/91774, 2024.
Drenkard, E. J., Stock, C. A., Ross, A. C., Teng, Y.-C., Cordero, T., Cheng, W., Adcroft, A., Curchitser, E., Dussin, R.,

Hallberg, R., Hauri, C., Hedstrom, K., Hermann, A., Jacox, M. G., Kearney, K. A., Pagés, R., Pilcher, D. J., Pozo Buil,
M., Seelanki, V., and Zadeh, N.: A regional physical-biogeochemical ocean model for marine resource applications in
the Northeast Pacific (MOMG6-COBALT-NEP10k v1.0), Geosci. Model Dev., 18(16), 5245-5290.
https://doi.org/10.5194/gmd-18-5245-2025, 2025.

Egbert, G. D. and Erofeeva, S. Y.: Efficient inverse modeling of barotropic ocean tides, J. Atmos. Ocean. Technol., 19, 183—
204, https://doi.org/10.1175/1520-0426(2002)019<0183:EIMOB0O>2.0.C0O:;2, 2002.

Ezer, T., Arango, H., and Shchepetkin, A. F.: Developments in terrain-following ocean models: Intercomparisons of
numerical aspects, Ocean Model., 4, 249-267. https://doi.org/10.1016/S1463-5003(02)00003-3, 2002.

Flather, R. A.: A tidal model of the northwest European continental shelf, Mem. Soc. R. Sci. Liége, 10, 141-164, 1976.

Fox-Kemper, B., Danabasoglu, G., Ferrari, R., Griffies, S. M., Hallberg, R. W., Holland, M. M., Maltrud, M. E., Peacock, S.,

and Samuels, B. L.: Parameterization of mixed layer eddies. Ill: Implementation and impact in global ocean climate
simulations, Ocean Model., 39, 61-78. https://doi.org/10.1016/j.0ocemod.2010.09.002, 2011.

Gan, J., Liu, Z., and Liang, L.: Numerical modeling of intrinsically and extrinsically forced seasonal circulation in the China
Seas: A kinematic study, J. Geophys. Res. Oceans, 121, 4697-4715. https://doi.org/10.1002/2016JC011800, 2016.

71


http://www.po.gso.uri.edu/~codiga/utide/2011Codiga-UTide-Report.pdf
http://www.po.gso.uri.edu/~codiga/utide/2011Codiga-UTide-Report.pdf

1115

120

125

130

135

140

145

Gibson, A. H., Hogg, A. M., Kiss, A. E., Shakespeare, C. J., and Adcroft, A.: Attribution of horizontal and vertical
contributions to spurious mixing in an Arbitrary Lagrangian—Eulerian ocean model, Ocean Model., 119, 45-56.
https://doi.org/10.1016/j.0cemod.2017.09.008, 2017.

Griffies, S. M.: Elements of the Modular Ocean Model (MOM) (2012 release with updates), GFDL Ocean Group Tech. Rep.

No. 7, 2012, https://mom-ocean.github.io/assets/pdfs/MOM5_manual.pdf.

Griffies, S. M. and Hallberg, R. W.: Biharmonic friction with a Smagorinsky-like viscosity for use in large-scale eddy-

permitting _ocean _models, Mon.  Weather Rev., 128(8), 2935-2946.  https://doi.org/10.1175/1520-
0493(2000)128<2935:BFWASL>2.0.C0O:;2, 2000.

Griffies, S. M., Adcroft, A., and Hallberg, R. W.: A primer on the vertical Lagrangian-remap method in ocean models based

on finite volume generalized vertical coordinates, J. Adv. Model. Earth Syst., 12(10), e2019MS001954.
https://doi.org/10.1029/2019MS001954, 2020.

Griffies, S. M., Pacanowski, R. C., and Hallberg, R. W.: Spurious diapycnal mixing associated with advection in a z-

coordinate ocean model, Mon. Weather Rev., 128, 538-564. https://doi.org/10.1175/1520-
0493(2000)128<0538:SDMAWA>2.0.CO;2, 2000.

Hallberg, R. and Adcroft, A.: Reconciling estimates of the free surface height in Lagrangian vertical coordinate ocean

models with mode-split time stepping, Ocean Model., 29, 15-26. https://doi.org/10.1016/j.ocemod.2009.02.008, 2009.
Hallberg, R.: Stable split time stepping schemes for large-scale ocean modeling, J. Comput. Phys., 135, 54-65.

https://doi.org/10.1006/jcph.1997.5734, 1997.

Hallberg, R.: Using a resolution function to requlate parameterizations of oceanic mesoscale eddy effects, Ocean Model., 72,

92-103. https://doi.org/10.1016/j.ocemod.2013.08.007, 2013.

Han, S., Hirose, N., Usui, N., and Miyazawa, Y.: Multi-model ensemble estimation of volume transport through the straits of

the East/Japan Sea, Ocean Dyn., 66, 59-76. https://doi.org/10.1007/s10236-015-0896-9, 2016.

Haney, R. L.: On the pressure gradient force over steep topography in sigma coordinate ocean models, J. Phys. Oceanoqr.,

21, 610-619. https://doi.org/10.1175/1520-0485(1991)021<0610:0OTPGFO>2.0.C0O;2, 1991.
Hattersley, R., Little, B., Peglar, P., Elson, P., Campbell, E., Killick, P., Blay, B., De Andrade, E. S., Lbdreyer, D., A., Yeo,

M., Comer, R., Bosley, C., Kirkham, D., Tkknight, S., Benfold, W., Kwilliams-Mo, Tv3141, Filipe, Gm-S, Elias,
Leuprecht, A., Hoyer, S., Robinson, N., and Penn, J.: SciTools/iris: v3.7.0, Zenodo [code],
https://doi.org/10.5281/zen0d0.595182, 2023.

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horanyi, A., Mufioz-Sabater, J., Nicolas, J., Peubey, C., Radu, R.,

Schepers, D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo, G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita,
M., De Chiara, G., Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flemming, J., Forbes, R., Fuentes, M., Geer, A.,

Haimberger, L., Healy, S., Hogan, R. J., H8Im, E., Janiskova, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, C., Radnoti,
G., de Rosnay, P., Rozum, I., Vamborg, F., Villaume, S., and Thépaut, J.-N.: The ERA5 global reanalysis, Q. J. R.
Meteorol. Soc., 146(730), 1999—2049. https://doi.org/10.1002/qj.3803, 2020.

72



150

155

160

165

170

175

Horton, D. E., Johnson, N. C., Singh, D., Swain, D. L., Rajaratnam, B., and Diffenbaugh, N. S.: Contribution of changes in

atmospheric circulation patterns to extreme temperature trends, Nature, 522, 465-469.
https://doi.org/10.1038/nature14550, 2015.

Huang, B., Liu, C., Banzon, V., Freeman, E., Graham, G., Hankins, B., Smith, T., and Zhang, H.-M.: Improvements of the
Daily Optimum Interpolation Sea Surface Temperature (DOISST) Version 2.1, J. Clim., 34, 2923-2939.
https://doi.org/10.1175/JCLI-D-20-0166.1, 2021.

Huo, Y., Sun, S., Zhang, F., Wang, M., Li, C., and Yang, B.: Biomass and estimated production properties of size-
fractionated zooplankton in the Yellow Sea, China, J. Mar. Syst., 94, 1-8. https://doi.org/10.1016/j.jmarsys.2011.09.013,
2012.

Ichiye, T.: Some problems of circulation and hydrography of the Japan Sea and the Tsushima Current, Elsevier Oceanoqgr.
Ser., 39, https://doi.org/10.1016/S0422-9894(08)70289-7, 1984.

Ilicak, M., Adcroft, A. J., Griffies, S. M., and Hallberg, R. W.: Spurious dianeutral mixing and the role of momentum closure,
Ocean Model., 45, 37-58. https://doi.org/10.1016/j.0cemod.2011.10.003, 2012.

Isobe, A.: Recent advances in ocean-circulation research on the Yellow Sea and East China Sea shelves, J. Oceanogr., 64,
569-584. https://doi.org/10.1007/s10872-008-0048-7, 2008.

Jackson, L., Hallberg, R., and Leqgg, S.: A parameterization of shear-driven turbulence for ocean climate models, J. Phys.
Oceanogr., 38, 1033-1053. https://doi.org/10.1175/2007JPO3779.1, 2008.

Jin, H., Kim, Y. H., Park, Y. G., Chang, I., Chang, Y. S., Park, H., and Pak, G.: Simulation Characteristics of Ocean
Predictability Experiment for Marine environment (OPEM): A western North Pacific Regional Ocean Prediction System,
Ocean Sci. J., 59, 1-24. https://doi.org/10.1007/s12601-024-00195-6, 2024.

Kang, S. K., Foreman, M. G. G., Lie, H. J., Lee, J. H., Cherniawsky, J., and Yum, K. D.: Two-layer tidal modeling of the
Yellow and East China Seas with application to seasonal variability of the M2 tide, J. Geophys. Res. Oceans, 107, 6-1.
https://doi.org/10.1029/2001JC000838, 2002.

Kawakami, Y., Nakano, H., Urakawa, L. S., Toyoda, T., Aoki, K., and Usui, N.: Northward shift of the Kuroshio Extension
during 1993-2021, Sci. Rep., 13, 16223. https://doi.org/10.1038/s41598-023-43009-w, 2023.

Kim, C. H. and Kim, K.: Characteristics and origin of the cold water mass along the east coast of Korea, J. Oceanol. Soc.
Korea, 18, 73-83, 1983.

Kim, K., Kim, K. R., Min, D. H., Volkov, Y., Yoon, J. H., and Takematsu, M.: Warming and structural changes in the East

(Japan) Sea: A clue to future changes in global oceans?, Geophys. Res. Lett., 28, 3293-3296.
https://doi.org/10.1029/2001GL013078, 2001.

Kim, S. Y., Park, Y. G., Kim, Y. H., Seo, S., Jin, H., Pak, G., and Lee, H. J.: Origin, variability, and pathways of East Sea
intermediate _water _in _a high-resolution ocean  reanalysis, JGR Oceans, 126, 2020JC017158.
https://doi.org/10.1029/2020JC017158, 2021.

73



180

185

190

195

200

205

210

Kim, Y. H., Chang, K. I., Park, J. J., Park, S. K., Lee, S. H., Kim, Y. G., Jung, K. T., and Kim, K.: Comparison between a

reanalyzed product by 3-dimensional variational assimilation technique and observations in the Ulleung Basin of the
East/Japan Sea, J. Mar. Syst., 78, 249-264. https://doi.org/10.1016/j.jmarsys.2009.02.017, 2009.
Kim, Y. H., Hwang, C., and Choi, B. J.: An assessment of ocean climate reanalysis by the data assimilation system of

KIOST from 1947 to 2012, Ocean Model., 91, 1-22. https://doi.org/10.1016/j.0cemod.2015.02.006, 2015.
Large, W. G. and Yeager, S. G.: Diurnal to decadal global forcing for ocean and sea-ice models: The data sets and flux

climatologies, UCAR Tech. Rep., https://doi.org/10.5065/D6KK980Q6, 2004.
Large, W. G., McWilliams, J. C., and Doney, S. C.: Oceanic vertical mixing: A review and a model with a nonlocal

boundary layer parameterization, Rev. Geophys., 32(4), 363—403. https://doi.org/10.1029/94RG01872, 1994.

Lee, S., Park, M.-S., Kwon, M., Kim, Y. H., and Park, Y.-G.: Two major modes of East Asian marine heatwaves, Environ.

Res. Lett., 15, 074008. https://doi.org/10.1088/1748-9326/ab8527, 2020.

Leqgg, S., Hallberg, R. W., and Girton, J. B.: Comparison of entrainment in overflows simulated by z-coordinate, isopycnal

and non-hydrostatic models, Ocean Model., 11(1-2), 69-97. https://doi.org/10.1016/j.ocemod.2004.11.006, 2006.
Li, D., Chen, Y., Qi, J., Zhu, Y., Lu, C., and Yin, B.: Attribution of the July 2021 record-breaking northwest Pacific marine

heatwave to global warming, atmospheric circulation, and ENSO, Bull. Am. Meteorol. Soc., 104, E291-E297.
https://doi.org/10.1175/BAMS-D-22-0142.1, 2023.
Li, J., Jiang, F., Wu, R., Zhang, C., Tian, Y., Sun, P., Yu, H., Liu, Y., Ye, Z., Ma, S., Liu, S., and Dong, X.: Tidally induced

temporal variations in growth of young-of-the-year Pacific cod in the Yellow Sea, JGR Oceans, 126, €2020JC016696.
https://doi.org/10.1029/2020JC016696, 2021.
Liao, E., Resplandy, L., Yang, F., Zhao, Y., Ditkovsky, S., Malsang, M., Pearson, J., Ross, A. C., Hallberg, R., and Stock, C.:

A high-resolution physical-biogeochemical model for marine resource applications in the Northern Indian Ocean
(MOMG6-COBALT-IND12 v1.0), EGUsphere [preprint], https://doi.org/10.5194/equsphere-2024-3646, 2025.
Marchesiello, P., McWilliams, J. C., and Shchepetkin, A.: Open boundary conditions for long-term integration of regional

oceanic models, Ocean Model., 3, 1-20. https://doi.org/10.1016/S1463-5003(00)00013-5, 2001.
McDougall, T. J. and Jackett, D. R.: An assessment of orthobaric density in the global ocean, J. Phys. Oceanoagr., 35, 2054—

2075. https://doi.org/10.1175/JP0O2796.1, 2005.

Megann, A.: Estimating the numerical diapycnal mixing in an eddy-permitting ocean model, Ocean Model., 121, 19-33.

https://doi.org/10.1016/j.0cemod.2017.11.001, 2018.

Mellor, G. L., Ezer, T., and Oey, L. Y.: The pressure gradient conundrum of sigma coordinate ocean models, J. Atmos.

Ocean. Technol., 11, 1126-1134. https://doi.org/10.1175/1520-0426(1994)011<1126:TPGC0OS>2.0.CO;2, 1994.

Mellor, G. L., Oey, L. Y., and Ezer, T.: Sigma coordinate pressure gradient errors and the seamount problem, J. Atmos.

Ocean. Technol., 15, 1122-1131. https://doi.org/10.1175/1520-0426(1998)015<1122:SCPGEA>2.0.C0O;2, 1998.
Met  Office:  Cartopy: A cartographic python library with a Matplotlib interface, Zenodo [code],

https://doi.org/10.5281/zenodo.1182735, 2022.

74



1215

220

225

230

235

240

245

Moon, I. J. and Kwon, S. J.: Impact of upper-ocean thermal structure on the intensity of Korean peninsular landfall typhoons,

Prog. Oceanoqr., 105, 61-66. https://doi.org/10.1016/j.pocean.2012.04.008, 2012.
Mueller, M., Cherniawsky, J. Y., Foreman, M. G. G., and von Storch, J. S.: Seasonal variation of the M2 tide, Ocean Dyn.,

64, 159-177. https://doi.org/10.1007/s10236-013-0679-0, 2014.

Na, H., Isoda, Y., Kim, K., Kim, Y. H., and Lyu, S. J.: Recent observations in the straits of the East/Japan Sea: A review of

hydrography, currents and volume transports, J. Mar. Syst., 78, 200—205. https://doi.org/10.1016/j.jmarsys.2009.02.018,
2009.
Ohshima, K. I. and Kuga, M.: 50-year volume transport of the Soya Warm Current estimated from the sea-level difference

and its relationship with the Tsushima and Tsugaru Warm Currents, J. Oceanogr., 79, 499-515.
https://doi.org/10.1007/s10872-023-00693-6, 2023.
Oliver, E. C. J., Donat, M. G., Burrows, M. T., Moore, P. J., Smale, D. A., Alexander, L. V., Benthuysen, J. A., Feng, M.,

Sen Gupta, A., Hobday, A. J., Holbrook, N. J., Perkins-Kirkpatrick, S. E., Scannell, H. A., Straub, S. C., and Wernberg,
T.. Longer and more frequent marine heatwaves over the past century, Nat. Commun., 9, 1324.
https://doi.org/10.1038/s41467-018-03732-9, 2018.

Orlanski, I.: A simple boundary condition for unbounded hyperbolic flows, J. Comput. Phys., 21, 251-2609.
https://doi.org/10.1016/0021-9991(76)90023-1, 1976.

Pacanowski, R. C. and Griffies, S. M.: MOM3.0 manual, GFDL Tech. Rep., Available at:
http://www.gfdl.gov/~smg/MOM/MOM _manual.html, 1999.

Park, Y. G. and Bryan, K.: Comparison of thermally driven circulations from a depth-coordinate model and an isopycnal-

layer model. Part I: Scaling-law sensitivity to vertical diffusivity, J. Phys. Oceanogr., 30(3), 590-605.
https://doi.org/10.1175/1520-0485(2000)030<0590:COTDCF>2.0.C0O;2, 2000.

Park, Y. G. and Bryan, K.: Comparison of thermally driven circulations from a depth-coordinate model and an isopycnal-

layer model. Part Il: The difference and structure of the circulations, J. Phys. Oceanogr., 31(9), 2612-2624.
https://doi.org/10.1175/1520-0485(2001)031<2612:COTDCF>2.0.CO:;2, 2001.

Park, Y. G., Choi, A., Kim, Y. H., Min, H. S., Hwang, J. H., and Choi, S. H.: Direct flows from the Ulleung Basin into the
Yamato Basin in the East/Japan Sea, Deep-Sea Res. I, 57, 731-738. https://doi.org/10.1016/j.dsr.2010.03.006, 2010.

Qiu, B.: Observational and theoretical studies on the North Pacific upper ocean circulation and its variability, Oceanogr. Jpn.,
32, 67-93. https://doi.org/10.5928/kaiyou.32.3-4 67, 2023.

Reichl, B. G. and Hallberg, R.: A simplified energetics-based planetary boundary layer (ePBL) approach for ocean climate
simulations, Ocean Model., 132, 112-129. https://doi.org/10.1016/j.0ocemod.2018.10.004, 2018.

Reichl, B. G. and Li, Q.: A parameterization with a constrained potential energy conversion rate of vertical mixing due to
Langmuir turbulence, J. Phys. Oceanogr., 49, 2935-2959. https://doi.org/10.1175/JPO-D-18-0258.1, 2019.

Ross, A. C., Stock, C. A., Adcroft, A., Curchitser, E., Hallberg, R., Harrison, M. J., Hedstrom, K., Zadeh, N., Alexander, M.,
Chen, W., Drenkard, E. J., du Pontavice, H., Dussin, R., Gomez, F., John, J. G., Kang, D., Lavoie, D., Resplandy, L.,

75



250

255

260

265

270

275

280

Roobaert, A., Saba, V., Shin, S. I., Siedlecki, S., and Simkins, J.: A high-resolution physical-biogeochemical model for
marine resource applications in the northwest Atlantic (MOM6-COBALT-NWA12 v1.0), Geosci. Model Dev. Discuss.,
2023, 1-65. https://doi.org/10.5194/gmd-16-6943-2023, 2023.

Seelanki, V., Cheng, W., Stabeno, P. J., Hermann, A. J., Drenkard, E. J., Stock, C. A., and Hedstrom, K.: Evaluation of a
coupled ocean and sea-ice model (MOMG6-NEP10K) over the Bering Sea and its sensitivity to turbulence decay scales,
EGUsphere, 2025, 1-40. https://doi.org/10.5194/equsphere-2025-1229, 2025.

Seijo-Ellis, G., Giglio, D., Margues, G., and Bryan, F.: CARIB12: A regional Community Earth System Model/Modular
Ocean Model 6 configuration of the Caribbean Sea, Geosci. Model Dev., 17, 8989-9021. https://doi.org/10.5194/gmd-
17-8989-2024, 2024.

Senjyu, T.. The Japan Sea intermediate water; its characteristics and circulation, J. Oceanogr., 55, 111-122.
https://doi.org/10.1023/A:1007825609622, 1999.

Seo, S. N.: Digital 30 sec gridded bathymetric data of Korea marginal seas — KorBathy30s, J. Korean Soc. Coast. Ocean
Eng., 20, 110-120, 2008.

Shin, H. R., Lee, J. H., Kim, C. H., Yoon, J. H., Hirose, N., Takikawa, T., and Cho, K.: Long-term variation in volume

transport of the Tsushima warm current estimated from ADCP current measurement and sea level differences in the
Korea/Tsushima Strait, J. Mar. Syst., 232, 103750. https://doi.org/10.1016/j.jmarsys.2022.103750, 2022.

Siddorn, J. R. and Furner, R.: An analytical stretching function that combines the best attributes of geopotential and terrain-
following vertical coordinates, Ocean Model., 66, 1-13. https://doi.org/10.1016/j.0cemod.2013.02.001, 2013.

Stock, C. A., Dunne, J. P., Fan, S., Ginoux, P., John, J., Krasting, J. P., Laufkétter, C., Paulot, F., and Zadeh, N.: Ocean
biogeochemistry in GFDL's Earth System Model 4.1 and its response to increasing atmospheric CO2, J. Adv. Model.
Earth Syst., 12(10), e2019MS002043. https://doi.org/10.1029/2019MS002043, 2020.

Su, N., Du, J., Liu, S., and Zhang, J.: Nutrient fluxes via radium isotopes from the coast to offshore and from the seafloor to

upper waters after the 2009 spring bloom in the Yellow Sea, Deep-Sea Res. 1I, 97, 33-42.
https://doi.org/10.1016/j.dsr2.2013.05.003, 2013.

Tan, H. and Cai, R.: What caused the record-breaking warming in East China seas during August 20167, Atmos. Sci. Lett.,
19, e853. https://doi.org/10.1002/asl.853, 2018.

Wei, Y., Huang, D., and Zhu, X. H.: Interannual to decadal variability of the Kuroshio Current in the East China Sea from
1955 to 2010 as indicated by in-situ hydrographic data, J. Oceanogr., 69, 571-589. https://doi.org/10.1007/s10872-013-
0193-5, 2013.

Yamaguchi, J., Kanno, Y., Chen, G., and Iwasaki, T.: Cold air mass analysis of the record-breaking cold surge event over
East Asia in January 2016, J. Meteorol. Soc. Jpn., 97, 275-293. https://doi.org/10.2151/jmsj.2019-015, 2019.

Yeo, J.-H. and Ha, K.-J.: Combined effects of blocking and AO on a prolonged snowstorm in Jeju island, Asia-Pac. J. Atmos.

Sci., 55, 401-414. https://doi.org/10.1007/s13143-018-0088-x, 2019.

76



Yoon, J. N., Lee, M., Jin, H., Lim, Y. K., Ro, H., Park, Y. G., and Baek, S. H.: Summer distributional characteristics of

surface phytoplankton related with multiple environmental variables in the Korean coastal waters, J. Mar. Sci. Eng., 10,
850. https://doi.org/10.3390/jmse10070850, 2022.
Zhang, S. W., Wang, Q. Y., L, Y., Cui, H., and Yuan, Y. L.: Observation of the seasonal evolution of the Yellow Sea Cold
285 Water Mass in 19961998, Cont. Shelf Res., 28, 442-457. https://doi.org/10.1016/j.csr.2007.10.002, 2008.

290

295

300

305

310

77



78



79



380

385

390

395

400

405

410

80



81



445

450

455

460

465

470

475 2 Er 0e hiooldeore MO E0D0 o 20 0 L B D000

82



480

485

490

495

500

505

83



510

515

520

525

530

535

540

84



85



580

585

590

595

600

605

86



610

615

620

625

630

635

640




645

650

655

660

665

670




675

680

685

690

695

700

705




710

715

720

725

730

735

740 https//doi-orgl10.1016/jpocean-2009.04.011 2000.

90



1770

1745

91



775

780

785

790

795

800

92



805

810

815

820

825

830

835

93



840

845

850

855

860

865

870

94



875

880

885

890

895

900

95



905

(a) GLORYS (JJA)

65°N
MEAN: 33.72

55°N STD: 1.67

45°N

350N S
~ >_/—"j€

25°N g: T

15°N o e

100°E  120°E  140°E  160°E
(d) HYBRID - ZSTAR
65°N

55°N

45°N

35°N

25°N

15°N

120°E 140°E 160°E

(b) HYBRID
65°N
MEAN: 33.76
55°N STD: 1.80
as°N
35°N L
25°N o
5_ 7 SO el
15°N e
100 120 140°E  160°E
(e) HYBRID - GLORYS
65°N

55°N

45°N

35°N

25°N

(c) ZSTAR
65°N
MEAN: 33.69
55°N STD: 1.90
45°N
35°N
e
= |
25°N
\
15°N =
100°E 120°E 140°E 160°E
(f) ZSTAR - GLORYS
65°N

Bias: -0.03
55°N

45°N

35°N

25°N

2“’\;‘?
v

140°E 160°E

. R e A
§ 8

w
@

®

w
@

32

31

Salinity [psu]

29

28

o
o
Difference [psu]

35°N

25°N

15°N

2

35°N

25°N

15°N |

35°N

25°N

o
o
Difference [psu]

100° 100°E
(a) GLORYS12 (JjA) (b) HYBRID () ZSTAR
65°N 65°N 65°N 55
MEAN: 33.72 MEAN: 33.76 MEAN: 33.69
55°N STD: 1.67 55°N STD: 1.80 55°N STD: 1.90 34
33
450N a5°N a5°N =
28
350N 35°N 35°N L2
P~ £
25°N < 25°N 25°N -
15°N NBWN 15°N 15°N 29
o~ , 3 & 28
100°E  120°E  140°E  160°F 100°E  120°E  140°E  160°E 100°E  120°E  140°E  160°E
(d) HYBRID - ZSTAR () HYBRID - GLORYS12 (f) ZSTAR - GLORYS12
65°N 65°N 65°N | 15
550N 55°N 55N 10
450N a5°N 45N Los

160°E

100°E 120°E

100 120°E




(a) Deboyer (JJA) (b) HYBRID (c) ZSTAR

65°N 65°N 65°N

55°N 55°N 55°N

45°N 45°N 45°N

35°N 35°N 35°N

25°N 25°N 25°N

15°N |- 15°N | :

50
40E
g
aQ
308
g
203
o
X
10=
[ £\ N W lZ : b 20 6
100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E
(d) HYBRID - ZSTAR (e) HYBRID - Deboyer (f) ZSTAR - Deboyer
65°N 65°N 65°N 20
Bias: -2.33 - Bias: 9.43
RMSE: 5.08 RMSE: 4.35 5
oM 35°N | Medak: 2.69 | N vedak: 2.23 % &
Corr: 0.83 4 Corr: 0.91 < o
45°N 45°N E 45°N & £
4 S 3§ ‘s
350N 350N f(f 350N £ rm\) o 5
B G = Cg_/ o o:f J/QC\/‘/ g
25°N 25°N ALER le2 o 25N ~(2VERIS ot g
BW’_\J% = & g = -10
& i 38 < o
15°N 15°N o SRL I EE  1sen (=0 9 AL s
Tty s . TONRY S I I

100°E 100°E 120°E 140°E 160°E 100°E 120°E 140°E

910

97



(b) HYBRID (c) ZSTAR
65°N [ 65°N T 65°N ———— ko
55°N | 55°N S55°N | 1
60,
45°N | 45°N 45N £
| | 50 %
35°N | 35°N 35°N | 403
2
25°N 25°N 25°N ]
20
15°N 15°N 15°N
10
0
100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E
(d) HYBRID - ZSTAR (e) HYBRID - TPXO (f) ZSTAR - TPXO
65°N [ : : 65°N : : : 65°N ; - : : ; 20
| - Bias: -1.55 ! 2 Bias: -1.70 ‘ Y
o i o RMSE: 3.65 o RMSE: 4.00 1 15
25N i 35tN MedAE:1.89| + 35°N MedAE: 1.74 | g
) Corr: 0.94 ! Corr: 0.94 0 _
45°N | s 4 ; 45°N | = T 45°N | - o : . i 2 E
| J e ! £, | I
35°N | B g 1 35°N - i ! 350N [N e 0 é
| P y -5 ;‘;’
25°N = + 25°N ' + 25°N i ; + : 4 a
& e ¢ -10
15N 15°N | | S 15°N S ‘ ! -15
{ ‘ | ! -20
915 100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E 100°E 120°E 140°E 160°E

(a) HYBRID (c) HYBRID - ZSTAR
65°N [ ‘ 65°N 43 65°N ]
5N [ 55°N i 550N
f f 655
450N 45°N > 45°N o
| 60 2
35°N | 35°N & 35°N &
55 é &
on 5 : 2
5N | 25°N 502 N
15°N | 15°N 4 15°N
b X
100° 100°E  120°E  140°E  160°E 100°E  120°E  140°E  160°E

98



