
Dear Editor and Reviewer, 

Thank you for the constructive feedback regarding our submission. We have revised the manuscript 
based on the suggestions. Detailed point-by-point response to the reviewer's comments follows 
below. 

 

COMMENT 1: 
The manuscript presents an interesting study on learning from observational datasets, and 
the authors propose a novel approach, building on their previous work on the HIDRA family, 
to generate dense grid predictions. The text is generally well written; however, the model 
architecture is not explained as clearly as expected, and my major concerns are regarding the 
evaluation, explainability, and generalization aspects. How can one transfer the model to 
other regions, and what are the limitations?  

RESPONSE 1: 
We sincerely thank the reviewer for the positive feedback of our work and for raising many 
interesting points that helped us improve the paper. We address all the raised concerns carefully in 
the following. In particular, to summarize the general concerns stated in this comment: 

(1) The model architecture clarity concerns: we address this in the revised paper by adding Problem 
definition subsection (see Response 2) and by further detailing the captions of the architecture 
figures (see Responses 9 and 10). For full transparency and reproducibility, the complete source 
code for training and evaluation is available. 

(2) The evaluation, explainability, and generalization concerns: we agree that these are critical 
aspects of data-driven modeling. Unlike numerical models based on physical laws, HIDRA-D learns 
highly nonlinear statistical relations, which limits its interpretability. We have added a discussion on 
these trade-offs to the Introduction of the revised paper (see Response 3). Regarding generalization, 
we acknowledge that the current trained model is specialized for the Adriatic basin. However, the 
model architecture is general and designed to work for any location, though applying it to new 
regions requires retraining on local datasets. We have revised the Conclusions section to explicitly 
discuss these limitations (see below). Furthermore, we added a citation to a recent study where the 
HIDRA2 architecture was successfully applied to the Baltic basin, which gives us optimism regarding 
the transferability of HIDRA-D, its successor. 
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Updated paragraph in the Conclusions: 

 

COMMENT 2: 
Suggesting sections 2.3 and 3.1 to a dataset section, along with the training dataset, to 
improve clarity and flow. Adding a problem definition subsection before the model 
architecture would be beneficial. The number of figures and tables is considerably higher 
than in a typical paper. I suggest reducing them in the main text and relocating additional 
information to an appendix to avoid distracting from the main flow of the research.  

RESPONSE 2: 
As the reviewer suggested, we have reorganized the text by creating a unified Data and experimental 
setup section (merging Sect. 2.3 and Sect. 3.1) and adding a Problem Definition subsection prior to the 
model architecture (see below). We have also moved Figure 7 and Figure 11 to the Appendix to 
improve the readability of the main text. 

 

 



COMMENT 3: 
L36: This statement requires an appropriate reference. Also, it is appreciated to mention the 
limitations and challenges of data-driven models, such as stability and physical fidelity?  

RESPONSE 3: 
As suggested, we have added the necessary references to support this statement, and we revised 
the text to discuss the limitations of data-driven models: 

 

 

 

COMMENT 4: 
L41: There are several successful models for ocean emulation and forecasting. It is unclear 
why the authors primarily cite their own work to demonstrate the capabilities of data-driven 
models in ocean applications. Also, Rus et al. is cited repeatedly in some parts of the text, 
which is somewhat distracting.  

RESPONSE 4: 
We thank the reviewer for these valid points. We have modified the introduction of the revised 
paper to contextualize our work within the broader field, we have added citations for major global 
initiatives (ORCA-DL, TianHai, XiHe) and relevant regional architectures (OceanNet, MedFormer, 
SeaCast) to properly expose the state-of-the-art in ocean emulation. We paste here the revised 
paragraph: 



 

 

COMMENT 5: 
L57: The terminologies of sea level are mixed here. SLA and ADT are distinct terms. Some 
studies use these terms imprecisely; however, when SLA, ADT, MDT, and SSH are discussed 
together, their distinct definitions should be respected. SSH represents sea level relative to 
the reference ellipsoid. ADT corresponds to sea level relative to the geoid (i.e., SSH - 
geoidHeight) and is fundamentally different from SLA, which measures sea level relative to a 
given mean sea surface (i.e., SSH - MSS); and MDT = MSS - geoidHeight. Hence, it is 
recommended to use the appropriate terms consistently throughout the paper.  

RESPONSE 5: 
We thank the reviewer for spotting this. We have revised the manuscript to ensure the terms SLA, 
ADT, and SSH are used correctly. For satellite data, we have replaced SLA with ADT throughout the 
manuscript when referring to the satellite observations, as the variable we use is the sum of SLA, 
MDT, and corrections. 

We have retained the term SSH for tide gauge observations. This distinguishes the in-situ 
measurements, which are relative to local vertical datums (often tied to a local reference ellipsoid), 
from the satellite ADT, which is relative to the geoid.  

 

COMMENT 6: 
L115: By adding MDT to SLA, we will have ADT? If instantaneous satellite data are required for 
this task, why are OTC and DAC applied?  

RESPONSE 6: 
In standard CMEMS L3 altimetry products, the variable SLA_filtered is provided with ocean tides 
(OTC) and atmospheric forcing (DAC) removed (i.e., corrected). However, the objective of HIDRA-D is 



to forecast the total sea level (i.e., what a tide gauge measures) to support coastal flood risk 
management. Therefore, we add the provided ocean_tide, MDT and DAC components back onto the 
SLA_filtered. Such handling of the altimetry data is the same as in the Mediterranean Copernicus 
ocean model NEMO. A personal communication with the colleagues at CMCC, the CMEMS 
Mediterranean NEMO model provider, confirmed that HIDRA-D predictions are comparable and 
compatible with NEMO model results. 

We have added additional explanation to the manuscript: 

 

 

COMMENT 7: 
L126: It's not clear what adjustments were applied, and is it only for visualization? Weren't 
they applied for model training and evaluation? 

RESPONSE 7: 
For the plots, we subtracted the mean so that positive/negative values represent points 
above/below the average. The same adjustment is applied for model training and evaluation. As 
detailed in Section Aligning ADT and Tide Gauges, we independently center both satellite ADT and tide 
gauge time series by removing their respective means as a standard pre-processing step. 

We have updated the text to explicitly state that this visualization adjustment is consistent with the 
pre-processing used for training: 

 



COMMENT 8: 
L154-155: This sentence is not clear. Is this HIDRA models' challenge or a general challenge? 

RESPONSE 8: 
We intended to express that the high dimensionality of the output is a general challenge in dense 
field forecasting by deep learning, rather than a specific limitation of the HIDRA architecture. We 
have revised the sentence: 

 

 

COMMENT 9: 
Fig.5: GT was not defined. L(s) and their arrows are confusing, perhaps require an explanation 
in the caption. Is block HIDRA3 frozen, fine-tuned, or jointly trained during the training of 
model HIDRA-D? 

RESPONSE 9: 
We have updated the caption to explicitly define GT, and described the specific role of each loss 
term indicated by the arrows. HIDRA3 block is jointly trained with the rest of the model, we have 
added the statement to the caption to make this clear: 

 

 



COMMENT 10: 
Fig.6: How can we intuitively explain the 2D Fourier domain? The reshape block and how the 
data are transformed from physical space to Fourier space are not clear. 

RESPONSE 10: 
Note that the Dense Decoder module does not transform data from physical space to Fourier space. 
Instead, the neural network uses the learned latent features to directly predict the coefficients in the 
Fourier domain - the final dense layer of the network outputs values, which represent the amplitudes 
and phases (real and imaginary parts) of the sea level's low-frequency spatial components. The 
Reshape block in Fig. 6 reorganizes the flat output vector (dimension 6,480) into the 3D tensor shape 
required to populate the low-frequency corners of the Fourier grid. Then, as shown in the broader 
architecture (Fig. 5), these coefficients are subsequently transformed into physical space predictions 
using 2D IDFT. Since the 2D IDFT is differentiable, this allows us to place supervision on the spatial 
reconstruction at sparse locations, while the error gradient flows backward through the IDFT to 
supervise the network's ability to directly predict the complete dense output in the frequency 
domain. 

To make this clearer to the reader, we updated the text: 

 

Updates in the caption of Figure 6: 

 



COMMENT 11: 
L231: If b is due to the difference between the vertical reference surface, it should be 
constant or change due to vertical land movements at the location of tide gauges. Isn't it? 

RESPONSE 11: 
We agree that the parameter bi represents the offset between the satellite geoid reference and the 
local tide gauge datum, which we assume to be physically constant. Any temporal variation in this 
parameter would indeed be due to slow geological processes. Our original phrasing (generally 
changing in time) was intended to acknowledge these potential long-term trends, but we recognize 
that it misleadingly implied high-frequency variability. We have revised the text to clarify that this 
offset is effectively constant by definition, with vertical land movements being the only (negligible) 
source of variation over the studied period: 

 

 

COMMENT 12: 
Table 1: Could you also add the performance of Nemo and HIDRA-D against the tide gauge 
over the testing period? 

RESPONSE 12: 
We thank the reviewer for this suggestion. While we agree that comparing performance against tide 
gauges is essential, we have chosen to keep the tide gauge evaluation separate from Table 1. The 
results in Table 1 utilize the full HIDRA-D model trained on all available tide gauges to evaluate dense 
basin-scale performance against satellite data. However, the experiment, where HIDRA-D is 
evaluated against tide-gauges, tests ability to make accurate predictions for new locations without 
tide-gauge data available for training – this requires a leave-one-out approach (denoted as HIDRA-DN 
in the manuscript) to ensure the network is not tested on the location which was available during 
training. Mixing results from the full network and the leave-one-out networks in a single table could 
be misleading, as they were trained on different datasets and under different setups. 

To ensure the readers can immediately locate this information, we have added a sentence explicitly 
referencing the later section: 



 

 

 

COMMENT 13: 
Fig. 7 & 8: It would be helpful to indicate the RMSE value for each panel in the bottom row. 

RESPONSE 13: 
As suggested, we have calculated the root mean square difference (RMSD) between the HIDRA-D 
and NEMO forecasts, these values are now explicitly indicated in each panel of the bottom row: 

 



 

 

COMMENT 14: 
Sec. 3.2: I suggest adding (or replacing with Fig. 7 or 8) the RMSE contour of HIDRA-D against 
Nemo for the lead times over the test dataset. 

RESPONSE 14: 
We have included a new figure (see below) showing the spatial distribution of the RMSD between 
HIDRA-D and NEMO for lead times T+1 h, T+24 h, T+48 h, and T+72 h. The results indicate that 
discrepancies are highest in the Northern Adriatic and remain stable across different forecast 
horizons. 

 



 

 

COMMENT 15: 
L323: according to Fig. 7, visually, one can observe that the difference between NEMO and 
HIDRA-D contains processes greater than \lambda_R=150km. Suggest comparing the radially 
averaged power spectrum of NEMO and HIDRA-D to discuss the spatial scales that the model 
can capture. 

RESPONSE 15: 
We agree that comparing the radially averaged power spectra of NEMO and HIDRA-D would be an 
excellent method to quantitatively verify which spatial scales both models capture and to confirm if 
they share similar energy distributions in the low-frequency domain. 

We attempted to perform this spectral analysis as suggested; however, we encountered significant 
technical challenges due to the complex geometry of the Adriatic basin. The irregular land-sea mask 
introduces sharp edges that severely distort the Fourier spectrum when standard 2D FFT methods 
are applied. We attempted to mitigate this by inpainting the land areas (e.g., using a Gaussian 
kernel), but the resulting spectra were dominated by processing artifacts, showing energy at 
frequencies that are explicitly excluded from HIDRA-D by design. Since we could not produce a 
faithful spectral representation without these artifacts, we omitted the plot. 

At first glance an alternative would be to compute 1D power spectrum along a given line of sight 
(along the long axis of the basin or across the basin) but here we encounter the problem that the 
basin is 800 km long and 170 km wide, again limiting the spatial scales in one of the two directions. 
Therefore we could unfortunately not find a way to accommodate the reviewer's remark in a 
satisfactory manner. 

 

 



COMMENT 16: 
Table 3: For what lead time? As a question, is RMSE simply averaged over all tide gages, or 
RMSE=sqrt(mean(MSE_i)). The second form should be presented as RMSE total. I suggest 
adding the performance of a naïve baseline model for comparison with Nemo and HIDRA-D, 
in which the forecast for the next time step is simply the last observed value (i.e., yp_{t+1} = 
y_t). 

RESPONSE 16: 
Table 3 presents the average performance computed over all forecast lead times, spanning from T+1 
hour to T+72 hours. The reported RMSE value is the average of the individual RMSE values computed 
for each tide gauge station. 

As the reviewer suggested, we have computed a naïve Persistence baseline (yt+1 = yt). Results indicate 
that this baseline performs significantly worse than both NEMO and HIDRA-D (e.g., Overall MAE of 
15.46 cm vs. 3.61 cm for HIDRA-D), which shows the complexity of the forecasting task and the skill 
of the dynamic models. Given this, we chose not to include it in the revised version of the 
manuscript but provide the values here for reviewer’s reference.  

 

 

COMMENT 17: 
Fig. 10,13,14: I suggest including or replacing the plot with RMSE as a better index for 
performance assessment. I realised that black and gray colors in the legend refer to dark and 
light colors, but it's not a good way to show. Please show, e.g., dark and light orange for Nemo 
(and similarly for HiDRA-D) in the legend or simply remove the black and gray and mention it 
in the caption.  



RESPONSE 17: 
We have replaced MAE with RMSE in Figures 10, 13, and 14. We removed the confusing color 
references from the legends and explicitly described the solid (overall RMSE) and semi-transparent 
(high SSH) distinctions in the captions: 

 

 



 

 

We have also updated the manuscript text to compare performance using RMSE at tide gauge 
locations used in training: 

 

 

COMMENT 18: 
Fig. 11: Are the time series hourly? Has any smoothing been applied to the tide gauge data? 
Have you calculated the correlation between tide gauges? I can see the neighbor tide gauges 
have similar behavior, so we can expect that excluding one tide gauge is unlikely to have a 
significant impact on model training. 

RESPONSE 18: 
The data is hourly; we have made sure this information is in the Problem Definition section (see 
Response 2). The original data (1 min or 10 min resolution) was resampled to satisfy Nyquist 
constraints, i.e., the signals have been smoothed using a Gaussian kernel with σ = 25 min and then 
downsampled to an hourly resolution. See the updated section: 



 

 

We agree that neighboring tide gauges in the Adriatic often exhibit similar behavior due to the 
basin's cohesive dynamics. To expose and validate this property, we have calculated the Pearson 
correlation coefficients between all tide gauge pairs and added a correlation matrix heatmap to the 
manuscript in the appendix: 

 

The plot confirms that there are high correlations between neighboring stations, particularly 
between northern (Koper, Venice, Ravenna, Ancona) and southern/central tide gauges. We agree 
that in the leave-one-out experiment, the model can indeed leverage information from highly 
correlated neighbors. However, this finding reinforces the importance of our Removing regions of tide 
gauges experiment. In that experiment, we deliberately removed correlated northern stations 
(Koper, Venice, Ravenna, Ancona). Despite this lack of correlated neighbors, HIDRA-DS still 



performed with minimal degradation, proving that the model learns valid basin-scale dynamics and 
does not rely solely on local interpolation from nearby sensors. 

Changes in Training and testing datasets: 

 

Changes in Removing regions of tide gauges: 

 

 

COMMENT 19: 
L402: The variants are not clear. Has the grid size changed after reshaping, or was the feature 
vector dimension modified and then reshaped to 4by4 instead of 5by5? 

RESPONSE 19: 
The final spatial grid size (94 x 115) remains constant in all variants, the modification applies strictly 
to the cutoff frequency in the Fourier domain. Changing the size of the predicted Fourier 
submatrices requires modifying the output dimension of the final dense layer to match the changed 
number of Fourier coefficients. These coefficients are then placed into the corners of the full-size 
Fourier matrix (with high frequencies zeroed out) before applying the inverse transform. We have 
updated the Section: 



 

 

COMMENT 20: 
In the model definition, it would be worth mentioning that the tensor of Fourier components 
is padded to produce the desired output grid (?). 

RESPONSE 20: 
The high-frequency components in the Fourier matrix F are set to zero to match the dimensions 
required for the inverse 2D discrete Fourier transform. We have added a sentence to clarify that: 

 

 

COMMENT 21: 
L418: This is a strong claim, as the Nemo model is evaluated in an autoregressive (AR) mode, 
whereas HIDRA-D is assessed for single-step forecasting. I think these two evaluation settings 
are not directly comparable. 

RESPONSE 21: 
We agree that the wording is too broad given the differences in methodology. However, we 
emphasize that both models are evaluated on exactly the same task: predicting the hourly evolution 
of sea level over a 72-hour horizon, given only the information available at T=0. Neither model has 
access to ground truth data during the forecast window. We have revised the text in both the 
Abstract and Conclusions to be strictly precise about the comparison. Instead of claiming general 
superiority, we explicitly mention the circumstances of comparison: 



Changes in Abstract:​

 

Changes in Conclusions: 

 

 

COMMENT 22: 
-- Some Minors: 

Check the first line of the abstract. It's not aligned with the title regarding using satellite 
altimetry data. 

RESPONSE 22: 
We have updated the abstract to explicitly mention that the model uses both sparse satellite 
altimetry and in situ tide gauge data: 

 

 

COMMENT 23: 
L30: "when modeling using a numerical model", what about data-driven models? Is it only for 
numerical models? 

RESPONSE 23: 
The inherent uncertainties in initial conditions and physical processes require a probabilistic 
approach in all types of models; we have revised the text to read when modeling complex geophysical 
systems to reflect this. 

 



COMMENT 24: 
L31-33: This statement is somewhat overstated. Numerical models do not always rely on 
ensemble modeling, as this depends on the task. Also, ensembles vary not only in parameters 
but also in initial conditions, boundary conditions, and forcing fields (?). 

RESPONSE 24: 
We agree. Numerical models are indeed often used deterministically, and ensemble spread is not 
generated just by varying parameters. Here is the revised text: 

 

 

COMMENT 25: 
L38-41: It is expected that forecasting at a single point would be substantially faster than 
performing spatiotemporal Nemo forecasting? 

RESPONSE 25: 
We agree that a significant speedup is naturally expected given the reduced scope of a single-point 
model compared to a numerical model covering the entire Mediterranean Sea. We have revised the 
text to claim vastly reduced computational costs instead of a specific multiplier, emphasizing the 
operational benefit rather than a direct computational comparison: 

 

 

COMMENT 26: 
L61: "As a rule, "? 

RESPONSE 26: 
We have removed the phrase. 

 

 



COMMENT 27: 
L64-66: Please revisit these lines to ensure clarity. 

RESPONSE 27: 
We have revised the lines: 

 

 

COMMENT 28: 
The term “swath” is not commonly used for conventional satellite altimetry data, except for 
the SWOT dataset. Standard altimeters provide along-track measurements. 

RESPONSE 28: 
We thank the reviewer for pointing this out. We have replaced all instances of swath with track, 
ground track, or along-track. 

 

COMMENT 29: 
L222: "SLA represents the level relative to a reference geoid."? 

RESPONSE 29: 
With the update from Response 5, the text now reads ADT instead of SLA. 
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