
Reviewer comments are in bold and the authors’ responses are in blue. 
 
We thank the reviewer for their thorough and constructive evaluation of our manuscript. The 
comments have been invaluable in helping us clarify the scope of our study, better communicate 
the limitations of our modeling framework, and improve the presentation of the results. In 
revising the manuscript, we have explicitly noted caveats regarding missing processes in the 
model (e.g., fixed tropospheric photolysis, absence of ammonium/nitrate aerosols), clarified 
which conclusions apply specifically to the ARISE scenarios, and removed language that 
overstated the comprehensiveness of the model. We have also improved the abstract and 
figures, added references and explanations where needed, and corrected wording and 
formatting issues. We have also implemented many of the text, wording, and grammar edits that 
have been suggested by the reviewer. We appreciate the reviewer’s concern regarding the 
length of the manuscript. While the overall message may appear conceptually straightforward, 
arriving at this conclusion requires careful and detailed analysis across multiple facets. We have 
thoroughly reviewed the manuscript and find that the content presented is necessary to support 
our conclusions rigorously. Below, we provide point-by-point responses to the reviewer’s 
comments and describe the corresponding changes made in the revised manuscript. 
 
This paper claims that it is better than previous work because it includes a more 
comprehensive treatment of the climate system.  But it needs to make clear right at the 
beginning what it does not include.  There is no treatment of UV changes (now possible 
with TUV incorporated in WACCM) and tropospheric chemistry does not include changes 
in photolysis.  So all the conclusions have to be tempered by these omissions, and this 
has to be made clear in the abstract. The abstract focuses on SAI impacts, but that is not 
correct.  This specific SAI scenario, with more forcing in the SH, produces direct effects 
there.  So the results here are not general results for SAI, and that also needs to be made 
clear in the title and the abstract. 
 
We thank the reviewer for this important clarification. We realized that stating that the model 
does not include photolysis changes is incorrect. The photolysis rates are calculated using  
lookup tables that take into account the overhead ozone column and clouds (Emmons et al., 
2020; Kinnison et al., 2017). However, this approach does not include the direct effects on 
actinic flux from aerosol scattering and absorption. In response, we have revised the abstract to 
acknowledge the limitations of our study more explicitly. We also emphasize that our analysis is 
specific to the ARISE-SA-1.5 scenario, which applies stronger forcing in the Southern 
Hemisphere.  
 
We would also like to point out that even though a full interactive TUV scheme is now being 
incorporated into WACCM (as opposed to look-up table approach), it has only just been 
released and was not available at the time these CESM2(WACCM) simulations were carried 
out. Hence, if one wanted to use the new version, one would need to re-run both the 
10-member ensemble of the control SSP2-4.5 simulations and all the SAI simulations, which is 
beyond the scope of the current study. 
 



It is certainly not correct to present results in the abstract to three significant figures 
without error bars, particularly since 10-member ensembles were used here. 
 
In the revised abstract, we now report results to two significant figures rather than three. In 
addition, we have included the ensemble range of PM2.5 and ozone-related mortality estimates 
to better reflect the uncertainty across the 10-member ensemble.  
 
In the title → “Small” → as compared to what? 
 
We appreciate the reviewer’s request for clarification. By “small,” we mean the additional air 
quality-related mortality impacts of SAI relative to those projected under the baseline SSP2-4.5 
scenario. As shown in the abstract, the percentage changes in air-quality–related mortality 
under SAI are comparable to the magnitude of the changes projected under SSP2-4.5 alone. 
 
L 58: “comprehensive” → NO.  It does not account for changes in UV due to ozone 
depletion, and its effects on ozone chemistry in the stratosphere or troposphere. 
 
“Comprehensive” is a term often used in connection with WACCM (including WACCM page: 
https://www2.acom.ucar.edu/gcm/waccm). We also would like to point out that the reviewer is 
mistaken, and that the current photolysis does take into account the overhead ozone column 
and, as such, can represent changes in UV from ozone depletion. We have therefore removed 
phrasing that described the model as “comprehensive” throughout the manuscript. 
 
L 74: How well does this model simulate PM2.5?  Ozone?  Please show evaluations of the 
control simulations as compared to observations.  If not well, this model should not be 
used. 
 
We appreciate the reviewers' request to demonstrate how well CESM2-WACCM6 simulates 
PM2.5 and ozone in the control climate. Our simulations use CESM2–WACCM6 with the 
MOZART‐T1 tropospheric chemistry scheme and the MAM4 aerosol module, which have been 
extensively documented and evaluated in prior work.  Gettlemen et al. (2019) showed that 
WACCM6 can reproduce observed climatology of trace constituents, in particular ozone, in the 
middle atmosphere. They concluded that it was capable of reproducing the evolution of ozone in 
the 20th and 21st centuries. Tilmes et al. (2019), Emmons et al. (2020) and Schwantes et al. 
(2020) further describe and evaluate the new chemistry mechanisms in CESM2(WACCM6) 
using both previous model versions and observations such as the NASA ATom aircraft mission, 
surface ozone data from the Tropospheric Ozone Assessment Report (TOAR) and carbon 
monoxide from the Measurements of Pollution in The Troposphere (MOPITT), finding good 
agreement with ozonesonde data and seasonality of surface ozone, while finding some spatial 
biases in some specific regions. Furthermore, Griffiths et al. (2020) benchmarked CMIP6 
models, including WACCM, against observed tropospheric ozone distributions and found overall 
agreement in the spatial and seasonal variability. For aerosols and PM2.5, Hancock et al. (2023) 
used WACCM to study air quality over India and found that while the model underestimates 
PM2.5 in some regions due to missing secondary species (i.e., ammonium), the model 

https://www2.acom.ucar.edu/gcm/waccm


reproduces the observed spatial patterns and long-term trends. Taken together, these 
evaluations demonstrate that CESM2–WACCM6 reproduces the global and regional 
distributions of ozone and aerosol species with skill comparable to or better than previous 
CESM versions, and within the performance range of current state‐of‐the‐art chemistry–climate 
models.  
 
In response, we now state more clearly in the methods and conclusion sections the explicit 
caveats of WACCM6 while also emphasizing that our conclusions rely on scenario differences 
rather than absolute concentrations.  
 
L 106: “For PM2.5” → Doesn't it depend on the chemistry of the particles and not just 
their concentration? 
 
The toxicity of PM2.5 can vary depending on its chemical composition and source, and there is 
active research on quantifying such differences (Lippmann et al., 2013; Stanek et al., 2011). In 
this study, we follow the Global Burden of Diseases (GBD) framework, which applies a 
concentration–response relationship for PM2.5 exposure that does not distinguish by 
composition. While this represents a simplification, it enables consistency with widely used 
health impact assessments.  
 
L 118: What are each of these physically?  What are the units? 
 
The parameters θ, α, μ, and v are not physical quantities with units, but rather empirical 
coefficients of the Global Exposure Mortality Model (GEMM) function that defines the 
concentration–response relationship between PM2.5 exposure and relative risk of mortality. 
These parameters are estimated by fitting the IER function to epidemiological data for each 
cause of death and age group, and they are dimensionless. Their role is to shape the curve of 
the exposure–response relationship (e.g., slope, curvature, and inflection point) rather than 
representing a physical process. Table 1 serves as a reference for the specific parameter 
values. 
 
Equation 2 has multiple variables that are not explained.  What do each of them mean?  
What are the units?  And what is the science behind this equation?  Furthermore, where 
does the equation come from?  What is the reference? 
 
We thank the reviewer for pointing this out. In the revised manuscript, we have added explicit 
descriptions for all variables in Eq. 2, including units (e.g., PM2.5 concentration and relative risk 
(RR).  The scientific basis for equation 1 is that it follows the standard health impact function 
commonly used in air pollution epidemiology, which relates changes in pollutant concentrations 
to attributable health impacts. This formulation is consistent with the methodology presented in 
the 2015 EPA BenMAP User’s Manual (US EPA), which we now cite directly in the text. 
 
How can OSMDA8 (the highest daily 8-hour average ozone concentration during the 
ozone season) be important for mortality?  Shouldn’t the impact of ozone on mortality be 



the amount of ozone times the exposure?  What if there are many days in a season with a 
little less ozone, and hence a lower OSMDA8, and in a different season only one day with 
a high OSMDA8 value and all the other days very low?  Wouldn’t the first case be worse 
for health?  Please explain why the metric you are using makes sense.   
 
OSMDA8 is a common ozone metric used for human health in recent studies, such as in the 
Global Burden of Disease, an international effort, as well as many other studies (Malashock et 
al., 2022; Murray et al., 2024;  Sun et al., 2024). In order to match the methods used in these 
newer studies, we have decided to use it in this study as well. 
 
OSMDA8 is not the highest daily 8-hour average ozone concentration during the ozone season, 
but rather the highest 6-month rolling average daily 8-hour average ozone concentration. The 
text has been revised to reflect this. This means that the OSMDA8 reflects the highest average 
MDA8 over a 6-month period, and is a good metric to use for long-term exposure to elevated 
ozone levels. The typical ozone season is from March to August in the Northern Hemisphere, 
and from September to February in the Southern Hemisphere, corresponding to their respective 
Spring and Summer months, but the ‘ozone season’ paradigm breaks down in the Tropics. The 
method of checking, for each grid box, where the 6-month rolling average MDA8 is maximized, 
allows for a better reflection of ozone exposure risk in the Tropics than just a blanket ‘March to 
August North of the Equator and ‘September to March’ South of the Equator. 
 
Also, how much would ozone exposure affect mortality as a function of time over a 
person’s lifetime?  Does it matter at what age they are exposed?  
 
Ozone exposure, similar to PM2.5, would likely have different RR values for different age 
groups. However, due to the lack of data on age-specific RR values, the Global Burden of 
Disease uses a single value for all adults (Murray et al., 2020). This assumption of a constant 
RR value with age has since been used in other studies as well (Malashock et al., 2022; Murray 
et al., 2024;  Sun et al., 2024). However, while the RR (i.e., the concentration–response function 
linking pollutant exposure to mortality risk)) is constant across age groups in our study, the 
baseline mortality rates (BMR) we apply are age-specific. For ozone, BMR refers specifically to 
mortality from respiratory and cardiovascular diseases, which determines how the 
exposure–response relationship translates into actual deaths. BMR for respiratory and 
cardiovascular diseases are much higher for older adults compared to younger adults. Thus, for 
the same RR value, premature deaths from respiratory and cardiovascular diseases due to 
ozone exposure are still higher for older populations. 
 
Lines 148-150.  You can’t just choose to ignore uncertainty that you know about.  This 
will give you the wrong answers.  This just reinforces that the numbers in the abstract to 
3 significant figures and no error bars can’t possibly be correct. 
 
We thank the reviewer for this important point. Our analysis is designed to assess relative 
differences in mortality outcomes between scenarios using a consistent set of SSP2-4.5 inputs, 
rather than provide absolute projections with full quantified uncertainty bounds. We agree that 



reporting numbers to three significant figures without error ranges overstated the precision of 
our results. In response, we have rounded all mortality estimates to two significant figures in the 
abstract.  
 
Fig. 3 has multiple issues:   
- You have to use the same scales for all the panels in each row, like you did for Fig. 1, so 
that they can be compared.  Otherwise the same color means different things in each 
panel. 
- The shading in Figs. 2-3 is hard to make out, as only two colors are used, and the 
boundaries between the different values are not clear.  Use distinct different colors. 
- Needs stippling like in Fig. 1 to indicate which results are significant. 
- Is it height above sea level?  How can you have values under the ice in Antarctica? 
- Mark the latitude in more increments, and use natural ones, every 15 or 30 degrees. 
- The font in the figures is too small to see. 
- You plot water concentration, but is it water vapor or total water, including liquid and 
solid?  If water vapor, you have to use normal meteorological units of mixing ratio or 
absolute humidity.  And you show large changes in the Tropics, but the ITCZ has a large 
seasonal cycle and spatial variations.  Showing zonal-mean annual-mean values 
obscures much of the signal. 
 
We thank the reviewer for these detailed suggestions. Figure 3 has been revised to address the 
concerns raise: i) all panels within each row now share the same colorbar scale, enabling direct 
comparison, ii) stippling has been added, consistent with Fig. 2, to indicate regions that are not 
statistically significant across ensemble members, and iii) latitude increments are now shown at 
30 degree intervals, and font size has been increased for readability. Regarding the plotted 
variable in Fig. 3j, k, and l, the figure shows the percentage change in water vapor 
concentration. 
 
We agree that the ITCZ exhibits a strong seasonal cycle and spatial variability, and 
acknowledge that zonal-mean, annual-mean values inevitably obscure aspects of this signal. 
Because our health impact analysis is based on annual, population-weighted concentrations of 
OSMDA8 and PM2.5, the zonal-mean changes presented here are the most relevant for our 
study design. To provide additional context, we now include seasonal zonal-mean figures of 
water vapor mixing ratio (% changes) in the Supplementary Information to show how seasonal 
variations compare to the annual-mean changes, while keeping the main analysis focused on 
the health outcomes. 
 
H2O levels [What does it mean? Is it just water vapor?] Why would surface cooling 
produce this, in the ignorance of other factors, including circulation changes? —> “This 
reduces chemical ozone loss in the free-troposphere, as indicated by an increased net 
photochemical ozone production (Fig. 3c).” 
 
By ‘H2O levels’, we are referring to water vapor concentrations. Surface cooling would reduce 
ambient water vapor concentrations generally due to the Clausius-Clapeyron relationship. While 



there could be regional changes in water-related quantities such as precipitation and soil 
moisture, the relationship between ambient water vapor concentrations and surface temperature 
are robust and identified as a mechanism that influences tropospheric chemistry under SAI (see 
for instance, Visioni et al., 2017). 
 
Explain how this happens: “This reduces chemical ozone loss in the free-troposphere, as 
indicated by an increase in net photochemical ozone production”. What does water have 
to do with it? 
 
In daytime conditions, a primary route of ozone loss is via gas-phase photochemistry. Ozone 
(O3)  can undergo photodissociation reactions to generate energetic oxygen radicals (O(1D)), 
which in turn can react with water vapor to generate hydroxyl radicals (OH). 
 
O3 + hv → O2 + O(1D) 
O(1D) + H2O → 2OH 
 
In unpolluted regions (aka regions with low nitrogen oxide (NOx = NO + NO2) concentrations, 
such as the remote troposphere), further reactions between O3 and OH can lead to catalytic O3 
losses: 
 
OH + O3 → HO2 + O2 
HO2 + O3 → OH + 2O2 
Net: 2O3   → 3O2 
 
The most recent IPCC AR6 report (Szopa et al., 2021) states with high confidence a positive 
relationship between increasing surface temperatures and increased O3 loss via increasing 
water vapor concentrations (which, in turn, occurs due to the Clausius-Clapeyron relationship) 
over unpolluted areas. The reverse is also true: cooling reduces water vapor, weakens this 
pathway, and thereby reduces chemical ozone loss (Visioni et al., 2017; Bednarz et al., 2023). 
This appears as an increase in net photochemical ozone production in our simulations. 
 
L 186: “modifications in photolysis rates due to changes in stratospheric radiation…” 
What does this mean?  In the stratosphere only?  What wavelength radiation?  Is it 
temperature dependent reactions?  And you ignore changes in UV. 
 
We thank the reviewer for pointing out this contradiction. We have now rephrased this to read: 
“modifications in photolysis rates due to changes in actinic flux from changes in the overhead 
ozone column and aerosol absorption and scattering” 
 
As mentioned, photolysis rates are included in the model but they are pre-calculated using 
lookup tables that take into account overhead ozone column and clouds  However, there are 
limitations with this approach in that they do not include changes caused by aerosol absorption 
and scattering, which we have now included in the text. 
 



In addition, we have performed preliminary offline analyses of surface UV radiation differences 
between ARISE-SAI-1.5 and SSP2-4.5 using the Tropospheric Ultraviolet and Visible (TUV) 
model developed at NCAR to explore TUV changes in response to aerosol scattering and 
absorption. These results, now included in the Supplementary Information, indicate small 
changes but highlight a promising direction for further investigation. 
 
Figure A4:  Text is much too tiny to read.  Make the panels much bigger and use fewer 
per row.  Since the color bar is the same for all the panels, get rid of the small ones and 
just use one large one.  And what are the ////? It looks like Fig. A4 was done with GrADS, 
and it looks much better than the others, with better labeling of the axes and distinct 
colors for the shading.  But why is there no white box behind each number in the contour 
labels, so they can be more easily read? 
 
Figure A4 and other figures in the Appendix are more appropriate for the supplemental 
materials and have been moved to the supplement. We have also replotted Figure A4 taking the 
reviewer suggestions into account. 
 
Figure 4:  It is really hard to compare the two columns, as they need to be plotted with 
the same color scale.  But it looks like the values in the left column for some countries 
like India and larger than the standard deviation.  So why are they indicated as being 
significantly different from zero? 
 
Figures 4 and 6 have been replotted with the same color scale. The color scales now show that 
the values on the left column are larger than the standard deviation. The stippling is added over 
countries where the country’s mean change is not statistically significant across ensemble 
members at 95% confidence interval.  
 
The paper uses “notably” randomly.  These should all be deleted.  Every sentence should 
be noted or it should not be in the paper. 
 
The use of “notably” and derivations of the word have been removed from the text. 
 
The paper references Fig. 7 before Figs. 5 and 6.  This is confusing.  Figures have to 
appear in numerical order in a paper. 
 
References to Fig. 7 in the first paragraph of Section 3.2 have been removed. 
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