Authors Response to Reviewer #1

This manuscript presents MESMER-RCM, a modular and computationally efficient probabilistic
emulator for annual mean 2 m temperature at regional (EURO-CORDEX) scales. The approach is
conceptually simple and interpretable: a Lasso based deterministic mapping from nearby GCM
grid points to each RCM grid point, combined with a data-driven, two-stage shrinkage estimator
for the RCM residual covariance that enables sampling of spatially correlated internal variability.
| think the illustrations in this manuscript is valuable, but there are still some issues need to be
addressed before acceptance.

We thank Reviewer #1 for the accurate summary of this study and the constructive evaluation,
which has helped us improve the manuscript.

1. The authors need to clarify the MESMER method in detail, maybe in the supporting
information. A schematic diagram is necessary.

We thank Reviewer #1 question for guiding us to improve the scientific communication of this
study. We improve the clarity of MESMER method, training and testing data preparation, and
training procedure in sections 3, 4.1 and 4.2, respectively. We also designed a new schematic
showcasing MESMER-RCM (Figure 1), which we believe to help convey MESMER-RCM
methodology better.

2. The authors need to describe why you choose MESMER framework and its advantages
compared with other generative Al models.

We thank Reviewer #1 for this question about MESMER-RCM framework and its significance. The
MESMER-RCM framework is designed to be seamlessly coupled with existing global climate
model output or the existing MESMER emulator, taking the MESMER emulation output (2m
temperature field in GCM resolution) to generate a 2m-temperature field in RCM resolution at a
comparably low computational cost. In line with MESMER, we designed MESMER-RCM such that
model parameters to have a clear interpretation. For instance, the regression coefficient a;
represents the local scaling relationship between GCM and RCM that encapsulates the response
signal of RCM temperature to GCM temperature. And the covariance matrix ;73 describing the

spatially correlated variability, which represents the intrinsic natural variability of the RCM.

3. How to divide the training samples and testing samples in MESMER-RCM? And how many
years for training and testing? In addition, please mark the time span of every dataset in
Table S1.

Regarding training samples and testing samples split, we correspondingly improved the
description of training-testing experiment settings in section 4.1.

By default, 129 years are used for training and another 129 years for testing. However, we also
perform sensitivity experiments on training sample size in section 4.4, where we use several
ensembles members for training. For the sensitivity experiments we use 1n;,4i, years for training,



where N¢p4in is Nnumber of ensemble members. We keep single simulation pair for testing
throughout this paper, hence the year for testing is 129 years. The time span for all GCM
simulations is from 1850 to 2100 (251 years) and 1971 to 2099 (129 years) for all RCM simulations.
We have now added this information to the caption of Table S1.

4. Why the residual variability belongs to a multivariate Gaussian distribution? Is there any risk
for underestimations under some extreme events? Please clarify this issue.

We note that it is a well established and common practice to parameterize annual mean
temperature variability using a normal distribution (e.g. von Storch & Zwiers 1999; Wilks 2006)
and prior efforts within the MESMER framework have confirmed this practice (Beusch et al. 2020,
2022). Empirically, we have newly performed empirical diagnostics using a Shapiro-Wilk test for
normality and show the percentage of RCM grid points that pass the test (new Figure S1), and
the results suggest that the Gaussian assumption is a reasonable approximation for our residuals.
The residual of RCM simulations, after removing the forced response, is the internal variability
implied by the RCM. Such variability in the climate system is typically spatially correlated. A
particular advantage of the multivariate Gaussian distribution is that it is fully determined by its
mean and covariance, which allows us to capture both the central tendency and the spatial-
temporal correlation structure of the residuals in a concise way.

We acknowledge that the multivariate Gaussian distribution has limitations in capturing
extreme values. However, for modeling annual mean temperature, we consider this effect to be
minor compared to its ability to represent the mean property. Since extreme signals are largely
smoothed in yearly mean data, using a multivariate Gaussian distribution is unlikely to pose a
substantial risk of underestimating extremes. One of the MESMER’s emulator extensions,
MESMER-X (Yann et al, 2022), is capable of emulating extreme temperature by assuming GEV
distribution, which potentially can be extended to regional scale in the future work.

5. 1think there should be another benchmark method to compare for further confirm the
advantage of MESMER-RCM.

We have carefully designed new benchmarks for the deterministic response module and the
residual variability module, respectively. Details of the benchmark design are provided in Section
4.3, and the corresponding comparison is presented in Figure 5.

6. Could you provide more metrics on result evaluation? Such as CRPS

We thank the reviewer for the suggestion to include additional evaluation metrics such as CRPS.
In our study, we used the log-likelihood as a complementary metric to the rank histogram for
evaluating MESMER-RCM. The rank histogram assesses whether the ensemble spread effectively
captures the RCM reference at each grid point, whereas the log-likelihood measures how well
the Gaussian distribution emulated by MESMER-RCM fits the RCM reference. We note that the
log-likelihood serves a similar purpose to CRPS as a generic measure of distributional accuracy.



However, since MESMER-RCM explicitly assumes a parametric Gaussian distribution for the
annual mean temperature, the log-likelihood is a more natural and theoretically consistent
choice for assessing the fidelity of this probabilistic model.

7. Whether the residual covariance matrixes for different time ranges (e.g., 1979— 2000, 2001-
2050, 2051-2099) are various? If so, whether such variations are significant? Please clarify
its effectiveness.

We thank the reviewer for this insightful question. In the MESMER framework, the residual
covariance matrix is estimated based on the residuals of the training data as a whole and is
therefore not explicitly dependent on the time period. This approach increases the stability of
the covariance estimate in a high-dimensional setting, where dividing the data into shorter
subperiods (e.g., 1979-2000, 2001-2050, 2051-2099) would lead to unreliable estimates
dominated by sampling uncertainty. We acknowledge that this design implies an assumption of
stationarity in the residual variability, meaning that potential non-stationarities in the
covariance structure are not explicitly resolved. However, the relatively stable model
performance in terms of log-likelihood across yearly test samples suggests that such effects are
minor for our application and do not compromise the robustness of the MESMER-RCM
emulation.
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