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Abstract. Windblown dust emissions are governed by near-surface wind speed and soil erodibility, the latter influenced-by

hydroeclimate-conditions-modulated by hydroclimate and land use —Aecurate-representations-of-the-inflaence-of these-drivers
inBarth-system-medels—is—eritical-conditions. Accurate model representations of these drivers are essential for reproducing

historical dust variability and projecting

hydfee}rma{efiﬂvefs—mﬂﬂnﬁfuture dust changes. Recognizing the unobservable, model-specific nature of dust emission fluxes
this study evaluates the discrepancies among 21 Earth system models <

representing the relative influences of wind speed versus hydroclimate drivers on the interannual variability of dust emissions.
In the hyperarid climate zone, the models exhibit-show poor agreement in simulated dust variability, with only 10% out of 210

pairwise comparisons showing significant positive correlations. In arid and semiarid zones, the models display a dipele-dual

pattern driven by a "double-edged sword" effect of land surface memory: models with coherent hydroclimate variability show

improved agreement, whereas those with divergent hydroclimate representations show inereased-disagreement—Mest-medels
larger disagreement. The models mostl capture the dominant mﬂ-ueﬂe&efﬂﬂﬂérspeeéeﬁdﬂs%eﬁﬂssteﬂs—tﬁhypefaﬂdﬂfeas

wind control over the hyperarid zone, but show great discrepancies in the
relative importance of wind versus hydroclimate drivers over arid and semiarid zones. GFDL-ESM4 and CESM2-CAM-Kok

overestimate the hydroclimate influence in the hyperarid zone. Implementing the Kok et al. (2014) dust scheme in CESM
and E3SM generally amphi

vartaneereduces wind contributions to dust variability, e.g., from 56% to 46%fer-44% in CESM and from 86% to 75%for
E3SM-n-74% in E3SM within the arid zone. These findings underscore the need to improve the representations-ofnear-surface

winds-wind simulations in hyperarid areas and hydroelimate-and-tand-surface-proeesses-land surface process representations

in arid and semiarid areas to reduce moedel-uncertainties in dust emission estimatessimulations.
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1 Introduction

Windblown dust aerosol is an essential element of the Earth’s biogeochemical cycle s-but-and has become a global concern due

to its wide-ranging impacts on the climate, ecosystems, agriculture, and society. Dust emission is modulated by a-number-of

m%w@mm which collectively determine
the timing, location, duration, intensity;-and-impaets-and intensity of dust events (Xi, 2023). The most abundant sedinent
supply is-fine sediments are typically found in tew-relief-low-relief areas with thick layers-of-fine;unconsolidated-materials
generated-via-accumulations of unconsolidated materials produced by weathering, fluvial, and/or aeolian processes (Bryant,
2013). The sediment-availability for-airborne-sediment availability for dust production is strongly-affected-by-influenced by
environmental conditions such as surface soil moisture and surface-armoring (e g., vegetation, soil crust;nen-eredible-coarse

pafﬁeles) which determine the minimum or fhﬁ:’{s‘-]‘tf)ld—ﬂ%md—vﬁl%ﬁy

he-threshold wind velocity —As-aresult;the

>-that must be reached to mobilize soil

The-three-dust-emission-drivers-(Bullard et al., 2011). The environmental controls of dust emissions have been incorporated
in global-aerosol-elimate-medels-and-Earth system models (ESMs) to eapture-the-environmental-controls-on-the-dusteyele-
Dust-emissionsehemes-in-many -ESMs-use-a-project dust aerosol responses to climate variability and change. Specifically,
the horizontal saltation flux is parameterized as the third or fourth power of wind speed, reflecting the dominant role of
infrequent, high-wind events. Many ESMs use prescribed, time-invariant dust source funetion—te-represent-the-functions to
Wspatlally varying sediment supplyabundance with high values generally-asseciated-with-topographie-depressions

mwe@%mﬁﬂwmmmwwmmm@q@%@m
activity as observed by satellites (Ginoux et al., 2001; Prospero et al., 2002; Zender et al., 2003). The sediment abundance is
typically assumed to be unlimited without accountmg for depletlon or replemshment over time (Zhang et al., 2016a). The-In
a-closely_coupled
with hydroclimate and land surface processes. Surface soil moisture, as simulated by land surface schemes, is directly used
to determine the threshold wind velocity for saltation (e.g., Fécan etal., 1999). The bare soil fraction seating factor-is-often

is used to exclude non-erodible surfaces covered by snow, ice, water bodies, or vegetation. Vegetation also increases the

ESMs, sediment availability is <

surface roughness and reduces the wind stress—acting—on—erodible—surfaces;—which—shear stress exerted on exposed soils

Marticorena and Bergametti, 1995; Shao et al., 201 1) This effect can be represented by—a—éfag—paf&&emﬂg—seheme%f&eefeﬂaﬂ%d%efg
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artitioning schemes but is currently not considered in most ESMs.

The-Numerous studies have evaluated the consistency and performance of current ESMs in simulating the global dust cycle
under the Aerosol Comparisons between Observations and Models (AeroCom) initiative and Coupled Model Intercomparison

Project (CMIP) k

—Generally;the-(Textor et al., 2006; Huneeus et al., 2011; Kim et al., 2014; Wu et al., 2020; Glif} et al., 2021; Zhao et al., 2022; Kim et al.

. Overall, modern-day dust aerosol column burden is reasonably constrained by ground- and satellite-based aerosol optical

depth (AOD) observationsovercontinental-outflow-areas;resultingin-, leading to better model agreement eempared-to-than that
in dust emission and deposition estimates. Knippertz and Todd (2012) suggested that model tunings-tuning to match satellite ob-

servations, e.g., via the use of prescribed dust source functions, iadtee-induces a compensational effect between dust emission

and deposition, both of which lack robust observational constraints at glebal-sealesthe global scale. Indeed, previeusAereCom

the-annual-eyele-of dust-over-major souree-regions;they struggle-past studies have reported persistent, substantial model
discrepancies in global dust emission estimates and difficulties in reproducing the elust—mfef&nﬁual—vaﬂabﬂﬁy—aﬂd—fe}&&eﬂ&htps
withrhistorical dust variability and its dependence on wind speed and soi
—Reeentstudiessuggested-thatal-CMIP-medels-bare soil fraction (Huneeus et al., 2011; Evan et al.
. More recently, Kok et al. (2023) suggested that current ESMs failed to capture the large increase of global dust burden since
preindustrial times, likely due to inaccurate medelrepresentations—of-historieal-representations of the climate and land-use
ehaﬂge%dmm and/or the dust sensitivity to these eha&ges—KeleeFal—@GQ%)—Lew&ge&al—@@%)—%geﬂae%

R} (X} ;)

D

)

The model discrepancies can be explained, at least in part, by the choice of dust emission schemes. Earlier-generation

schemes-relied-on-empiricaltemporally-invariant-Earlier schemes rely on prescribed, time-invariant dust source functions to
shift emissions towards satellite-observed hotspot regions (Ginoux et al., 2001; Zender et al., 2003), whereas newer schemes
adopt more mechanistic approaches that aceount—for-represent sediment availability as a function of land surface condi-
tions, thereby eliminating the need for dust-prescribed source functions (Kok et al., 2014b). These-process-based-schemes
also-introduce-more realistic-parameterizations-of_ With improved model physics, however, newer schemes require a larger
set of input parameters that may introduce additional uncertainties. In addition, some schemes explicitly represent sand-
blasting efficiency to represent-describe the momentum transfer from salting soil grains to the-entrainment-of-fine-particles

3

2014; Evan, 2018; Pu and Ginoux, 20]



e.g., Zender et al., 2003; Kok et al., 2014b

roaches assume a linear scaling between the vertical and saltation dust fluxes (e.g., Ginoux et al., 2001; Volodin and K

95 . The choice of wind speed also varies: some schemes use 10-m wind-speeds-winds for simplicity, while others use friction
velocity, which better-more accurately captures the wind stress acting on soil surfaces but requires information on surface
roughness. Because surface roughness length is poorly constrained by observations, models empley-rely on varying assump-
tions and tunings to account for its effects on dust emission-emissions (e.g., Peng et al., 2012; Albani et al., 2015; Tegen et al.,
2019).

100 Even with-when using the same dust scheme, ESMs can diverge substantially due-to-in dust emission simulations because
of differences in model configurations (e.g., horizontal resolution, vertical levels), parameter tunings, and coupled physical
parameterizations. For instance, the bare soil fraction is determined from land type, vegetation fraction, and snow areal-area
extent, all of which may differ between-across ESMs. In particular, vegetation cover may be prescribed from a-fixed-satellite
climatology or simulated interactively —Further-diserepaneies-may-within the model. Dust emission discrepancies may also

105 result from differences in soil properties (e.g., hydraulic conductivity), soil column structure (e.g., number and thickness of
layers), and hydrologic processes (e.g., precipitation, runoff, evaporation), which ultimately determine the water-content-of
WWWMWMM&MM&M&WWWWMQ&MMX The soil moisture effect on
threshold wind velocity is also treated i 1in different ways, for example, in how
models define the residue moisture level below which soil meistare-wetness is assumed to have no effects-on-dust-emission

ffect (e.g., Fécan et al., 1999; Ginoux et al., 2001; Evans et al.

110

layer-and-land-surface-proeessesdiffer in the parameterizations for convection and atmospheric boundary layer processes, both
of which strongly influence the generation of peak low-level winds. Therefore, it is not surprising that dust emission esti-
115 mates are strongly model-dependent, considering the tight coupling between dust emission and the broader model physics and

configurations.
While past=

model discrepancies
in_global dust emission estimates are well documented in past studies, a key question remains as to how consistently and
120 accurately current ESMs capture the interannual variability of dust emissions and their sensitivitiesto-wind-and-hydrochmate
sensitivity to physical drivers. Addressing these-questions-this question is essential for understanding and reducing model un-
certainties in projecting dust emissien-responses to future ehaﬂge&ﬁe}mﬁeﬁﬂéﬁmm& In
this study, we provide-a-detatled-assessment-of-evaluate the interannual variability
quantifying-the-inherentof dust emission fluxes and quantify the relative influence of near-surface wind speed-and-hydroclmate
125 conditions-n-modutatingthe-dust-variability-within—and hydroclimate drivers simulated by a suite of state-of-the-art ESMs.
Compared to-previous-studies;we-shift-with previous work, our analysis shifts the focus from climatological means to temporal
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variability and meve-moves beyond documenting uncertainties to diagnosing their physical origins, thereby offering-eritical
providing new insights for improving the-dustrepresentation-dust emission representations in ESMs.
A major challenge in evaluating dust models is the lack of direct --global-observational constraints on dust emission fluxes.

While

satellite-based dust AOD and in-situ

dust concentration measurements provide valuable insights into dust variability (e.g., Prospero and Lamb, 2003; Zender and

Kwon, 2005; Ginoux et al., 2012), they integrate informationfrom-the effects of emission, transport, and deposition, making it
difficult to isolate the emission process (the focus of this work)—Fhereforestudy). Thus, rather than validating absetate-model

performance against observations, we focus on diagnosing the inter-model consistency efsimutated-in dust emission variability

—Here-we-treat-model-simulated-across_different climate zones (i.e., hyperarid, arid and semiarid). In contrast to previous
W dust emission flux as an unobservable, model-specific quantity —whiehﬁ%ehafaeteﬁzeﬁayﬂflyﬁaimeﬁmge

is—analogous—in our study, similar to Koster et al. (2009)’s view of root-zone soil mmstureaﬂdrfeﬂeet&wimw
recognizes the fact that medel-simulated-simulated dust emission fluxes cannot be directly validated with field observations-

. and are

characterized by a dynamic range defined by each model’s physical parameterizations, parameter uncertainties, and structural
configurations. The true information content He-of model-simulated dust emission fluxes therefore lies not necessarily in the

abselute-magnitudestheir absolute magnitudes, but in their spatiotemporal variability and sensitivities to physical drivers. By

The remainder of this paper is organized as follows. Section 2 describes the ESMs and reanalysis datasets considered in
this study, and the dominance analysis technique used to quantify the joint and relative influenee-influences of dust emission
drivers. Section 3 presents the mf&ee&ma&%&%wmof dust interannual variability and the-relative influence of

wind

2 Data and Approach

2.1 ESMs and aerosol reanalysis produets-

We consider a total of 21 ESMs

7 AR A AN AN A AAANAAAANAAARAAAAAAA

summarized in Table 1. These include 18 are-models from the CMIP6 historiealfully-coupled-experiments—fully coupled

historical experiment (1980- 2014) We-For each model, we use the first ensemble member (r111p1f1) from-each-model-un-

AANAARRAAANAAAAIAANA

less otherwise stated.

Two CESM variants employ

the dust sehem&mpggmof Zender et al. (2003) (hereafter the Zender scheme) but use different atmo-



Table 1. Summary of the Earth system models and aerosol reanalysis datasets considered in this study. Dust source function (DSF) column
indicates whether an-empirieal-a prescribed dust source function is used. Leaf area index (LAI) column indicates whether LAl is treated as a

prognostic variable. D,,, dust particle diameter upper limit.

Model Resolution D, Wind DSF LAI Dust Scheme Referen
CESM2-EAM-Zender-CESM2-WACCM-Zender  0.9°x1.25° 10 ul Y Y Zender et al. (2003) Adbani<
CESM2-WACEM-ZenderCESM2-CAM-Zender  0.9°x1.25° 10 ul Y Y Zender et al. (2003) Gettelm
CESM2-CAM-Kok 0.9°x1.25° 10 ul N Y Kok et al. (2014b) Li et al.

E3SM2-Zender 1°x1° 10 ul Y ¥-N  Zender et al. (2003) Feng et

E3SM3-Kok 1°x1° 10 ul Y Y Zender-et-al(2003)-Kok et al. (2014b) ~ Xie et al
CanESM5-1 2.8°%2.8° Bulk w3 Y Y Peng et al. (2012) Sigmon
CNRM-ESM2.1 1.4°x1.4° 20 ul N Y Tegen et al. (2002) Séférian
EC-Earth3-AerChem 2°%x3° 20 ul Y N Tegen et al. (2002) Van Noi
GISS-E2.1-OMA 2°x%2.5° 32 udo Y N Miller et al. (2006) Miller e
GISS-E2.1-MATRIX 2°x%2.5° 32 udy Y N Miller et al. (2006) Miller e
GISS-E2.2-OMA 2°%2.5° 32 udy Y N Miller et al. (2006) Rind et
GFDL-ESM4 1°x1.25° 20 ul Y Y Ginoux et al. (2001) Shevlial
HadGEM3-GC31 0.6°x0.8° 63 ul Y N Woodward (2011) Roberts
UKESM1.0 1.25°x1.9° 63 ul N Y Woodward (2001) Woodw:
INM-CM5.0 1.5°x2° Bulk N N Volodin and Kostrykin (2016) Volodin
IPSL-CM6A-LR 1.26°x2.5° Bulk ud, Y Y Balkanski et al. (2004) Lurton ¢
MRI-ESM2.0 1.9°x1.9° 20 ul N N Shao et al. (1996) Yukimo
MIROC6 1.4°x1.4° 10 udo N Y Takemura et al. (2009) Tatebe ¢
MIROC-ES2L 2.8°x2.8° 10 udo N Y Takemura et al. (2009) Hajima
MPI-ESM-1.2 1.9°x1.9° Bulk ? Y Y Cheng et al. (2008) Maurits
NorESM2 0.9°x1.25° 10 ul Y N Zender et al. (2003) Seland ¢
MERRA2 0.5°x0.63° 20 udo Y N Ginoux et al. (2001) Randles
JRAero 1.1°x1.1° 20 ul N N Shao et al. (1996) Yumimc




160 spheric schemes: the Community Atmosphere Model (CESM2 CAM-Zender) vs-versus the Whole Atmosphere Community
Climate Model (CESM2-WACCM-Zender);—wi i i i

165

170

2004-2013) coupled with the dust scheme of Kok et al.

(2014b) (hereafter the Kok scheme; CESM2-CAM-Kok) (Li et al., 2022);—and-the EnergyExaseale Earth-System—Meodel
€. In_addition, we conducted two experiments using the DOE E3SM s-model (1980-2014)using-, which are coupled with
the Zender (E3SM2-Zender) and Kok schemes (E3SM3-Kok)sehemes(Fengetal;-2022;Xie-et-al5-2025)—The-, respectively
M&&m&key difference between the %@QMMM schemes is thatfhe—Kek—seheme—adepfs

175

seheme, the Zender scheme relies on a prescribed, time-invariant dust source function to shift emissions towards contemporar:
dust source areas, whereas the Kok scheme applies more physically based parameterizations of the dust sensitivity to soil

erosion thresholds, thereby improving dust simulations without the use of prescribed source functions (Kok et al., 2014a).
These paired CESM and E3SM ¢ expenments allow us to evaluate how the choice of dust sechemes<(Zender-vs—Kok)-or-models

at-emission schemes and host models

affect the simulated dust sensitivities to physical drivers. However, it is worth noting that CESM2-CAM-Zender does not
account for dust mineralogy, whereas CESM2-CAM-Kok simulates dust as mineral components with observatlonally con-

180

strained mineral optical properties (Li et al., 2024);-wheres

and-simulates-different-dust-optical properties-that-may-affeet-dust, This may lead to different radiative feedback on meteorol-
185 ogy ~#lseand contribute to model disparity in dust emissions. Similarly, E3SM3 inetudes extensive updates-overincorporates
extensive model updates relative to E3SM2that-may-affeet-the-, which may affect simulations of near-surface meteorological

and land surface conditions relevant to dust emissions (Xie et al., 2025).
Several other model families share common heritage but differ in physics options and configurations. For example, three
190 scheme: One-Moment Aerosol (OMA; ensemble member rlilp3fl) versus Multiconfiguration Aerosol TRacker of mIXing
HadGEM3-GC3.1 general circulation model. They use the same dust scheme of Woodward (2001) but differ in parameter




195 version 5.2 (MIROCS) (Hajima et al., 2020), while MIROC6 incorporates updated physics that improved the mean climate
state and internal variability compared to MIROCS5 (Tatebe et al., 2019).

We further compare the ESMs-ESM simulations with two aerosol reanalysis products: Modern-Era Retrospective Anal-
ysis for Research and Applications version 2 (MERRA2, 1980-2014) (Gelaro et al., 2017), and Japanese Reanalysis for
Aerosol (JRAero, 2011-2017) (Yumimoto et al., 2017). i i

200

ton-parameterization within the GOCART
aerosol module of the GEOS-5 model. In JRAero, dust emissions are simulated using the Shao et al. (1996) energy-based

scheme ;-same-as-(same as in MRI-ESM2.0

205 conditionsin-) within the Japan Meteorological Agency MASINGAR mk-2 global aerosol transport model (Yum1m0t0 et al., 2017; Yukimo
. In both MERRA?2 and JRAeroare

historical-elimate—and-land-—ecoverchanges—than—the ESMs—, the meteorological inputs for dust emission calculations are

enerated via data assimilation of diverse in situ and remote sensing observations (including surface and upper-air wind

measurements), which improves the accuracy of near-surface winds compared to free-running models (Gelaro et al., 2017; Yumimoto et al.,
210 . The surface soil moisture in MERRA2 and-JRAero-also-benefit-from-assimilation-of-also benefits from the assimilation

of observation-corrected precipitation. Although both reanalyses assimilate bias-corrected total AOD, which-provides—some
tonsit is expected to have limited effect on dust

We evaluate the consistency between-among the ESMs and reanalysis products in fepfeseﬂﬂﬂg%hé interannual
215 variability of tetal-dust emission fluxes. To facilitate

souree-areasTegionally consistent comparisons, global dryland areas are categorized into three climate zones+hyperaridzones—hyperarid,
arid, and semiarid;-based-on-the-semiarid—based on aridity index (Al), defined as the ratio of +976-2006-climatological mean

precipitation to potential evapotranspiration using-the-datafromZomeret-al-+2022)for 1970-2000 following (Zomer et al., 2022)
. The hyperarid zone is defined as AI<0.05, arid zone as 0.05<AI<0.2, and semiarid zone as 0.2<AI<0.5. Using—these

220

fhe—hypef&ﬂd—zefwﬁﬂmaﬂlryfevef&As shown in Figure 1, hyperarid areas primarily cover North Africa, Arabian Penin-

sula, Iranian Plateau, and Tarim Basin. Arid and semiarid zones-areas cover other major dust sources, including the Sa-
hel (North Africa), Turan Depression (Central Asia), Gobi Desert (East Asia), Thar Desert (South Asia), Kalahari Desert
(Southern Africa), Chihuahua Desert (North America), Patagonia steppe (South America), and the Great Sandy and Simpson
225 Deserts (Australia). The rationale of-this-elimate-zone-based-for climate zone analysis is that the relative importance of wind
speed-versus-hydroclimate-conditions-versus hydroclimate controls on dust emission is expected to depend-strongly-on-climate
regime—Specifically,-hyperarid-areas-are-expeeted-to-be-vary with climate aridity. Hyperarid areas are dominated by perma-
nently dry, barren surfaces with verytew-minimal hydroclimate variability, and-thits-so dust emission is primarily controlled

by wind speed. Whereas;-the-In contrast, arid and semiarid zones are-expeeted-to-exhibit-inereased-experience greater precipi-
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Figure 1. Definitions of hyperarid, arid, and semiarid climate zones.

tation and hydroclimate v

influences on soil erodibility.

ityfluctuations, which exert stronger

2.2 Dominance analysis technique

Past-studies-have-Previous studies have commonly used linear regression coefficients to quantify dust-sensitivities-to-its-the
dust sensitivity to physical drivers (e.g., Pu and Ginoux, 2016; Aryal and Evans, 2021; Zhao et al., 2022). In multiple lin-
ear regression, a regression coefficient represents the mean change in the response variable per(e.g., dust emission flux or
AOD) associated with a unit change in a given predictor, while holding all other predictors constant. This interpretation as-
sumes mutual independence among predictors, an assumption thatis-eften-violated by strong correlations among hydroclimate
variables. As a result, linear regression coefficients may-can yield misleading inference of-predictorimportanceregarding the
relative importance of predictors. Moreover, regression coefficients, standardized or not, may not provide a directcomparison
of predictor-influenee due to-the varying dynamie ranges-in-ESMsconsistent basis for comparing predictor importance across

the ESMs, due to inconsistent dynamic ranges of predictors among models.
In this study, we apply the dominance analysis technique to quantify the relative influence of wind and hydroclimate drivers

on dust variabilityemissions. Dominance analysis quantifies the marginal contribution of each predictor to the total explained
variance (R?) in the response variable by evaluating all possible subset models (2P — 1 subsets for p predictors) in a multiple
linear regression framework (Budescu, 1993; Azen and Budescu, 2003). For each predictor, the method calculates its average

incremental contribution to the total R? across all subset models of the same size (i.e., models with the same number of

predictors);-and-then-average-these-vatues—, These incremental R? values are then averaged to obtain the predictor’s unigue
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overall contribution to the total R%. A key propertyof-this-methedfeature of this approach is that the sum of individual
predictor contributions equals the total R? of the full model (i.e., with all predictors included), thereby allowing the partitioning
of explained variance among correlated predictors. The predictor-speeifieresulting predictor R? values ean-thus-be-interpreted
as-the-pertions-thus represent the proportions of total variance in the response variable that are-uniquely-andjointly—can be
attributed to each predictor, accounting for their interactions-and-multicollinearity.

We-use-the-monthly-fotat-dust-emission-flux-The monthly dust emission fluxes simulated by each ESM are used as the
response variableand:, Although the models differ in how the total emission flux is partitioned into discrete size bins—a key.
factor influencing dust transport and atmospheric lifetime—the size partitioning has minor effects on diagnosing the emission
process itself. In particular, the physical drivers considered here operate upstream of the size partitioning, and thus mainly.
control the initiation and magnitude of total dust emission rather than its size-resolved characteristics.

For each ESM, we consider six predictors: 10-m wind speed, total precipitation (including liquid and solid phases), water

content in the uppermost soil layer (hereafter-as-soil moisture), 2-m specific humidity, 2-m air temperature, and leaf area index

sotl-particles—The-sixpredietors-These predictors are chosen because they are either directly used as input parameters in dust

flux ealeulations-orstrongly-correlated—with-parameterizations or are closely linked to dust emission intensity, as suggested
in numerous-previous studies (e.g., Engelstaedter et al., 2003; RAVI et al., 2006; Zou and Zhai, 2004; Sokolik et al., 2021;

Cowie et al., 2015; Kim and Choi, 2015; Xi and Sokolik, 2015a, b; Xi, 2023). Among them, 10-m wind speed represents
the wind erestvity-drivershear drag responsible for dust mobilization, while the remaining variables eeHeetively-represent the
hydroclimate effeet-controls on sediment availability.

Dominance analysis is performed—for-applied to all ESMs and MERRA?2 over grid cells with nonzero emissionsusing

R A cro-i1ce

time-span—Wefirst-subtraet-. Prior to analysis, the data are first deseasonalized by subtracting month-wise climatological means
from the-monthty-cstboth the dust emission fluxes and predictors, and then-convert-the-deseasonalized-datainto-subsequently

normalized to the 0-1 range via min-max nermalization—For-ESMs-that-use-bare-soil-fraction-as-a-sealingfactor-in-dust-flu

S scaling. The resulting grid-level total-and-predictor-speeifiepredictor R?
values are then used to assess (1) the internal spatial variability {i-e--of predictor importance within each climate zone and
model, and (2) and inter-model consistency in the-total-explained-variance-and-predictor relative-impeortanee-representing the
predictor relative influence on the interannual dust emission variability. JRAero is excluded from this analysis due to missing.
predictor data.

10
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Figure 2. Climatological mean dust emission fluxes from (a—u) individual-21 Earth system models, (v) model ensemble mean, (w) MERRA2

reanalysis, and (x) JRAero reanalysis. Global annual total dust-emissions are displayed on each panel.
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3 Results
3.1 Climatological distribution

Figure 2 displays the climatological mean annual dust fluxesfrom-emission fluxes from the 21 ESMs, the-model-their ensemble
mean, and the MERRA?2 and JRAero datasetsfor-the-reanalyses for 2005-2014 peried-(2004-2013 for CESM2-CAM-Kok
and 2011-2017 for JRAero). All datasets capture the global dust belt stretching from West Africa across the Middle East to
East Asia, as well as the-less-intense-weaker sources in the Americas and Australia. Among the models, E3SM3-Kok and
HadGEM2-GC31 simulate the most extensive dust-emitting areasinetuding-, extending into high-latitude and subhumid areas.

Treontrast-CESM2-CAM-Zender, CESM2-WACCM-Zender ;-and NorESM2 simulate-diserete-and-limited-dust-emitting-areas
by-excluding-areas-with-restrict emissions to regions where the dust source function values-below-exceeds 0.1, resulting in
discrete and spatially limited emission areas. Conversely, E3ASM2-Zender uses-the-eriginalunmodifiedZenderet-al(2003)-
employs the original dust source function and-thus—preduees-of Zender et al. (2003), producing a more spatially continuous
emission pattern (Fig. 2e).

The globaktotal-dust-flux-varies greatly among the ESMs-Global annual dust emissions simulated by the ESMs vary greatly,

ranging from 890 to 7727 Tg yr—*

with nearly an order of magnitude difference (Fig. 2a—2u). The medel-ensemble mean
estimate is =L (Fig. 2v) is 2786 Tg yr—! with a standard deviation of 1821 Tg yr—!, corresponding to a diversit
g 18 2700 18 YL Y gy P g y

of 65% (defined as the ratio of the standard deviation to medel-the ensemble mean). Based on models with a-dustsize-upper

1 1

an upper particle size limit of 20 pum, global dust-emissions vary from 1062 to 6561 Tg yr~

and diversity of 51%. This-uncertaintyrange-is-consistent-with-prior-Compared to aerosol reanalysis data, the ensemble mean
estimate is close to JRAero (2780 Tg yr—!, Fig. 2x), but considerably higher than MERRA?2 (1605 Tg yr—!, Fig.

the ensemble mean exhibits a more spatially homogeneous pattern over North Africa and the Arabian Peninsula, whereas
MERRAZ and JRAero display more heterogeneous and localized emission patterns.

The model discrepancies in dust emission magnitude is consistent with previous assessments. For example, Huneeus et al.
(2011) compared 14 modelsfrom-AeroCom Phase I models and reported a global dust emission range of 500-4400 Tg yr—!

, with a mean of 3012 Tg yr™

with-a-diversityof (diversity=58%-Outof the-14-mode s F-models considered particle diametersup-to-), of which seven using a
20 mr-and-reported-a-flax-of um upper size limit yielded 980-4300 Tg yr—! wi ivers (diversity=46%). Similarly, Glif3

etal. (2021) compared 14 AeroCom Phase III models and feund-reported a range of 850-5650 Tg yr~! with a diversity of 64%.
Based on 15 CMIPS models Wu et al. (2020) reported a range of 740-8200 Tg yr~! with-a-diversityof(diversity=66%based

2, with seven models
(diversity=43%). More recently, Zhao

1

using particle diameters up to 20 ym producing 740-3600 Tg yr—
et al. (2022) eompared-examined 15 medelsfrom-the-CMIP6 AMIP expertment-models and reported a range of 14007600

Tg yr—! sith-a-diversityof-(diversity=61%-Paststudies;together-). Collectively, these studies, along with our results, indicate
persistent-targe-demonstrate persistent large model uncertainties in global dust emissions;—despite—improvements—emission
estimates, despite advances in model resolutions and-physies—
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Figure 3. Contributions of different climate zones to global annual dust emissions. Numbers indicate percentages above 5%.

and-lecalized-patternsparameterizations, and process understanding.

Figure 3 displays the fractional-contributions of different climate zones to global dust emissions. The hyperarid zone accounts
for more than half of global total-emissions-inmestESMs-execepttwo-models+—emissions in all models except CanESMS5.1 and
INM-CMS5.0, both of which simulate relatively uniform emission patterns with less than 50% from the-hyperarid-zone-hyperarid
areas (Fig. 2i, 2q). This may be due-to-known-deficiencies-of-these-two-modelscaused by known model deficiencies. As noted

in Sigmond et al. (2023), improper parameter tuning-tunings related to the hybridization of dust tracers caused spurious dust
events and inaccurate dust distributions in CanESMS5. 1. An interpolation error in the bare soil fraction also distorted the model’s
dust source characterization, resulting in poor agreement with satellite observations{Sigmond-et-al52023). In INM-CMS5.0, the
vertical dust flux is calculated as a function of frietion-wind velocity only, without accounting for the-dependence-of-threshold
wind-veloeity-on-land-surface-conditions-land surface controls on the erosion threshold (Volodin and Kostrykin, 2016; Volodin,
2022). While this simplification may be appropriate for the-hyperarid-hyperarid climate zone, it can introduce-significantbiases
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overestimate dust emissions over arid and semiarid zones where hydroclimate-conditions-play-an-inereasingly-importantrole
in-dustemissionsincreased soil wetness and armoring suppress dust mobilization.

330 Over-The contribution of the arid climate zone ;—the-dust-emissionfractionranges from 8% (CESM2-CAM-Kok) to 37%
(UKESM-1.0), refleeting substantiat-indicating substantial model discrepancies compared to the hyperarid zone. The discrep-
ancies among-the-ESMs—These-diserepaneies-become even larger over the semiarid zone, where the eentribution-emission
fraction ranges from less than 1% to 18%. Three-ESMs-Particularly, three models allocate more than 10% ef-dust-to the semi-
arid zone: CanESM5.1 (18%), INM-CMS5.0 (15%), and UKESM1.0 (12%) FhusOverall, as the climate Zeﬁe—%hift%we\glvw

335 transitions from hyperarid to semiarid,

he-model-estimated dust source strengths
become less consistent, revealing increasing uncertainty in how ESMs represent dust sensitivity to hydroclimate conditions.

340 contributions from-the semiarid zone .

Among the ESMs, CESM2-CAM-Zender -CESM2-WACCM-Zender-and-NorESM2-produeesimilar-and CESM2-WACCM-Zender
roduce nearly identical total emissions and regionat-fractionsspatial distributions, suggesting that the choice between CAM

and WACCM has—ﬁﬁﬂtmahﬂﬂueﬂee—w%eﬂ—me—safﬂeﬂﬂs%seheme&endeﬂﬁ—used tmospheric components has minimal effect.
The paired CESM and E3SM experimentssh

345 , however, show opposite tendencies: the hyperarid-zone contribution increases from 61% in CESM2-CAM-Zender to 88% in

CESM2-CAM-Kok, but shghtly decreases from 63% in E3SM2-Zender to 58% in E3SM3-Kok. The three GISS-E2 models
issionris-produce consistent distributions across climate
zones, although total emissions are about 40% lower when using the MATRIX aerosol scheme—This-could-be-due-to-different
modeHtuning parameters;-or-underestimation, possibly due to parameter tunings or underrepresentation of coarse dust particles

350 (>5 pum diameter) in the MATRIX modal size distribution ;-as-peinted-outbyBaueret-al(2022)—(Bauer et al., 2022).
UKESM1.0 simutates-emits nearly twice as much dust as HadGEM3-GC3.1, along-with-slightly-mere-even-and exhibits

slightly more uniform spatial distributions. As described in Woodward et al. (2022), UKESM1.0 is built en-upon HadGEM3-

GC3.1 but applies model-parameter tunings that enhance friction velocity and suppress soil moisture—Fhese—tunings—are

expeeted-to-inerease,, effectively increasing the wind gustiness and soil Wm@mnﬂsskmsin UKESM1.0;
255 . - - . .

. The three Japanese models (MRI-ESM2.0,

MIROC-ES2L, and MIROC6) exhibitlarge-differenees-also differ markedly in total emissions and, to a lesser degree;regional
extent, spatial distributions. MRI-ESM2.0 produces similar regional fractions to JRAero but nearly twice-thetotalemissionsdoubles

the total emission magnitude. Despite using the same dust schemeparameterization, MIROC-ES2L preduces-emits roughly five
360 times more dust than MIROCS6. This discrepancy can be largely explained by the-stronger winds in MIROC-ES2L, which pro-

duces 50% higher global mean wind speed than MIROC6. Moreover, MIROCG6 prescribes non-zero LAI even in hyperarid
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Figure 4. Percentage of statistically significant (p<0.1), positive correlations out of every possible pairwise comparisons of deseasonalized
monthly dust emission fluxes from 21 Earth system models. Black contours representindicate the model ensemble mean anntal-dastemission
flux of 10 and 100 Tg yr—*.

regions;-which-ikelyfurthersuppresses-dust-emissions-areas, likely further suppressing dust generation relative to MIROC-
ES2L (Hiroaki Tatebe, personal communications).
Based on the model ensemble mean, global dust emissions are partitioned as 61% from hyperarid, 27% from arid, and 5%

3.2 Interannual variability

This section evaluates the consistency among the ESMs in simulating the interannual variability of dust emissions. Monthly
dust emission fluxes from all ESMs are first regridded to a common resolution of 0.9°x1.25° (the native grid of CESM2). To
remove the influence of annual cycles, we-subtract-the-month-wise climatological means are subtracted from each grid cell,
yielding deseasonalized dust emission flux anomalies. Spearman’s rank correlation coefficients are then calculated between

the deseasenalized-anemaliesfor-all-possible-medel-pairsmonthly anomalies for every possible model pair. With 21 ESMs,
this yields-results in 210 pairwise comparisons. To quantify the-extent-of-inter-model agreement, we calculate the percentage

of model pairs that-exhibit-exhibiting statistically significant (p<0.1), positive correlations;-which-is-displayed-inFig—4— A

15



375

380

385

390

(a) Hyperarid zone (b) Arid zone (c) Semiarid zone
iy 23 Aero [ Totalp0.1p>0.1]| A os iy £ ero [ Totalp<0.1p>0.1| A os oy o/l Total[p<0.1p>0.1]| Ao
MIROC6 [Positive [57%| 10%| 48% MIROC6 [Positive | 57%| 14% | 43% MIROC6 [Positive [ 48%| 17% 30%
MIROC-ES2L| MW | Negative | 43%| 5% 38% MIROC-ES2L | Negative [ 43%| 6% 37% MIROC-ES2L @ - | Negative | 52%| 15%( 37%
MRI-ESM2.0 - . i 0.2 MRI-ESM2.0 i 0.2 MRI-ESM2.0 7 02
INM.CME.0 . [Ratio 13[ 18] 13 INM.CME.0 | Ratio 13[ 24[ 12 NV CMS o[ [ Ratio 0.9] 1.1] 0.8
UKESM1.0| B UKESM1.0 UKESM1.0
HadGEM3-GC3.1 . 0.1 HadGEM3-GC3.1 | 0.1 HadGEM3-GC3.1 0.1
GISS-E2.1-MATRIX GISS-E2.1-MATRIX . GISS-E2.1-MATRIX .
GISS-E2.2-OMA GISS-E2.2-OMA! . GISS-E2.2-OMA .
GISS-E2.1-OMA . o GISS-E2.1-OMA! . o GISS-E2.1-OMA! SR o
GFDL-ESM4 GFDL-ESM4 GFDL-ESM4
EC-Earth3-AerChem . . EC-Earth3-AerChem | « EC-Earth3-AerChem |«
CanESM5.1| B . CanESMS.1 [ CanESMS.1
IPSL-CMBA -0.1 IPSL-CM6A -0.1 IPSL-CMBA s . -0.1
CNRM-ESM2.1 . CNRM-ESM2.1 .. CNRM-ESM2.1 H-- .
E3SM3-Kok .. . E3SM3-Kok [ . E3SM3-Kok . . L]
E3SM2-Zender -0.2 E3SM2-Zender . -0.2 E3SM2-Zender [ B -0.2
CESM2-CAM-Kok . L] CESM2-CAM-Kok|® = CESM2-CAM-Kok: . L] ]
NorESM2 | . NorESM2 NorESM2| M - . . .
CESM2-WACCM-Zender| M _0.3 CESM2-WACCM-Zender . H- _0.3 CESM2-WACCM-Zender| M . . . 03
CESM2-CAM-Zender . - § CESM2-CAM-Zender - . . - CESM2-CAM-Zender . SEE : -EEE ’
NONOIOOO~-X<<IE-<-%55N5 NONRIOOO-X<<IE-<- %5595 NONRIOOO-XI<TE-<— X555
L5-0N e 583 L5o08 = 583 588w 2 ek
£2s97RYLs8ERg5 088 EY a7 E2sopRdesgEgss sdegieiae £2=07YLs8E85 20292050
CrpElhin0<LiWUOn0OnQLeSWe CrpEYron0< L UOn0on2SWY CrpWHSnd<LiUOnon2osSWwe
WS USOowIweasSYgoow yw=Ng 5N WSUSowsweasSYnaow yw=aNg 5N USUSowIwaSYnabw jw=Ng 5N
S I20:i3x2FNNALCcHLDICZS S I20:i3x 2T NNALcHLDIOZS S I20i=Sx QT NNALcHpLDIOZS
L ErzSZ-UUL 8S@2954°0 & gTzSZ-UWUEISPSeS1°5 a grz32-WUE S8P22954°0
S S35 40w c20=Cund S S35 ddoac20=Cung S S35 4doac20=Cugnd
= cUBB°s" Zz 3z % = CURR°E" Z 8z 2 = cUBB°E" Z 8z %
2890 & 8 2 £8°0 & 8 2 2890 & 8 2
° 8 : ° g H s 3 g
(72} (%] 172}
it o it
o o o

Figure 5. Spearman’s rank correlation coefficients between dust emission flux anomalies averaged over hyperarid, arid, and semiarid climate
zones. Dots indicate statistically significant correlations (p<0.1). Summary tables are based on Earth system models only (MERRA2 and
JRAero not included).

higher percentage indicates stronger inter-model agreement in simulating the interannual-variability-of-dust-emissions—dust

variability, and vice versa. The results are displayed in Fig. 4.
Despite its-the dominant contributions to global dust emissions, the hyperarid zone-shews-generally-poor-medel-climate zone

exhibits generally poor inter-model agreement, with less than 10% of pairwise comparisons yieldingstatistically-significant
+showing statistically significant positive correlations. Because dust emissions from hyperarid areas are primarity-controted
by-predominantly controlled by near-surface wind speed, this weak-agreement-reflects-inconsistent-wind-simulations-in-poor
agreement reflects inconsistencies in wind simulations among the ESMs. Indeed, we find that only 10% of model pairs produce

statistically-significant;-positively correlated wind variabilityin-the-hyperarid-zone—Similarly;-. Evan (2018) reported that dust-

producing winds over the Sahara Desert are mainly driven by large-scale meteorological processes and that most CMIP5 models

failed to capture the near-surface wind variability. These results saggestthat-accuratelyrepresenting-indicate that improving the
representation of near-surface winds is critical for reducing

areasregions.

Compared-In contrast to the hyperarid zone, the arid and semiarid zones (such as the Sahel, South Asia, East Asia and
Australia) exhibit significantly stronger-model-better agreement. To tHustrate-further assess how model consistency varies with
chimate-zonesacross climate regimes, Fig. 5 presents the-pairwise correlation matrices based on dust

medel-inter-model discrepancies in dust variability over hyperarid

emission flux anomalies

averaged over hyperarid, arid, and semiarid zones. The percentage of statistically significant, positively correlated model pairs

increases from 10% in the hyperarid zone to 14% in the arid zone and 17% in the semiarid zone, indicating progressively

higher-medel-agreement-in—regions-better agreement where dust emissions are increasingly influenced by hydroclimate and
land surface conditions. Meanwhile, the semiarid zone exhibits-shows a larger percentage of negatively correlated model pairs

(15%) compared-to-than the hyperarid (5%) and arid (6%) zones. This dipele-dual pattern suggests that as the climate regime
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Figure 6. Statistical associations between the-pairwise model correlation coefficients (p<0.1 shown in red) in dust emission fluxes and

hydroclimate variability over (a) hyperarid, (b) arid, and (c) semiarid climate zones.

395 transitions from hyperarid to semiarid, the ESMs exhibit both stronger agreement and wersened-heightened disagreement in

simulating dust-emission-vartabitity-the interannual variability of dust emissions.
What-eauses-this-complex-behavior 2 tn-semiarid-environment This behavior can be explained by the strong influence of

%Q@%@EBL@Q&L%&EQMM%@M@W%%SU@ as temperate grasslands and steppes -dust

400 Wsueh as prempltanon soil moisture, and vegetatlon growth-decay-eyele;which-exert-stronglagged

growth—decay cycles have lagged and

long-lasting impacts on the availability of erodible sediments. For example, dry anomalies during the prior-wetseason{(e-g=

reduced-snowfallor rainfall—aceelerated snow-retreat) can-subsequently-wet season such as reduced rainfall or earlier snowmelt

can decrease soil cohesion and suppress Vegetatlon growth, thereby prolongmg bare soil exposure and mefeasmg—wrﬂdefeﬂeﬂﬂskglh/ggggl\g

“response exemplifies

405  the risk of wind erosion. This delayed ¢

the land surface memory ;-whereby-effect, in which the slow adjustment of

cover-and-vegetation—)-s0il and vegetation conditions over weeks to months influences subsequent dust emission-emissions

long after the 1n1t131%g@gggt&forcmg (e.g., drought). Fhereforewespeetlate-We therefore hypothesize that the simultane-

ous increase S i -in both model agreement and disagreement from hyperarid to semiarid

410 zones reflects a *“‘double-edged sword™” effect of land surface memory: models with coherent representations of hydroclimate

variability eonverge-in-the-simulated-dust-emission-tend to converge in simulated dust variability (i.e., more positive corre-

lations), while-whereas those with divergent hydroclimate representations diverge in the dust variability (i.e., more negative
correlations).

To verify this hypothesis, we examine the statistical association between pairwise model correlations in dust emissions and

415 those in hydroclimate variability. Specifically, we first-perform a principle component analysis (PCA) of the five hydroclimate
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variables (i.e., precipitation, soil moisture, specific humidity, air temperature, LAI) separately for the hyperarid, arid, and
semiarid zones. The leading principle component (PC1), which explains at least 40% of the total variance in all zones, is used
as a proxy for the dominant hydroclimate variability. Spearman’s rank correlation coefficients are then ealeutated-computed
for all pairwise model-comparisons of deseasonalized monthly PC1 values, following the same approach as in Fig. 5.

420 Figure 6 compares the correlation coefficients for model pairs with the same sign (i.e., either-both positive or both negative)
in dust emission fluxes and hydroclimate PC1. The regression slope and coefficient of determination (r2) quantify the degree
of statistical association between medel-inter-model correlations in dust emission and hydroclimate variability. The positive
asseetation-in-relationships across all climate zones suggests that ESMs with stronger consensus in hydroclimate variability
also _tend to produce more consistent dust variability, and vice versa. More importantly, both the number of significantly

425 correlated model pairs (N) and correlation strength (slope and r2) show significant increases from hyperarid to semiarid zones.
This result supports our hypethesis-speculation regarding the dual role of land surface memory: it enhances agreement among
ESMs with coherent hydroclimate representations, while simultaneously exaecerbating-amplifying disagreement among those

with divergent hydroclimate variability.

3.3 Relative importance of wind and hydroclimate drivers

430 In this section, we present the-dominance-anatysis-of-dominance analysis results on the collective and relative influence of

wind and hydroclimate drivers on the dustemission-variability-simulated dust variability within each model. Figure 7 presents
shows the total variance explained (R?) by near-surface-wind speed and five hydroclimate variables-drivers (precipitation, soil

moisture, specific humidity, air temperature, and LAI) in the ESMs and MERRAZ2. Results for CESM2-WACCM-Zender and
NorESM2 are very similar to those of CESM2-CAM-Zender and thus not shown.

435 The ESMs exhibit-substantial-differenees-show large discrepancies in the total R?, reflecting a-large-spread-in-the-internat
model-vartability-and-inherent differences in the coupling strength between dust emission and the-six—selected-predictors:
N)g@ggg@mwwemfﬂlmmw&followed by MPI-ESM1.2, MIROC6, and EC-Earth3-AerChem;-in-which-the-seleeted

v-. The weak predictor-response
factors. Model deficiencies or errors (e.g.,

440 relationship can be explained by several
in CanESMS5.1, Section 3.1) may-can weaken or distort the simulated relationships between dust emissions-and-the-predietors:
The-use-of-over-simplified-emission and physical drivers. Simplified parameterizations and/or static land surface input {e-g=

ﬂHNM-GM&G}ﬁayweakeﬂ—%h&dﬂﬁ-pfedteteﬁehMGﬂshipcan reduce the dust sensitivity to hydroclimate conditions. In ad-
dition,

ith-because dust emission is governed
445 by highly nonlinear threshold processes, its dependence on the predictors may deviate from the tinearity-assumptionin-linear
assumptions underlying dominance analysis. As shown in Fig. 7, the-total R? values tend-to-be-much-are generally lower in

arid and semiarid zenes-than-in-the-hyperarid-zoneareas than in hyperarid areas, likely due to increased nonlinearity between
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Figure 7. Total explained variance (R?) in dust emission fluxes by six near-surface predietors—variables (wind speed, precipitation, soil
moisture, specific humidity, air temperature and LAI) in Earth system models and MERRA2. Global mean R? values are shown on each

panel.
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Figure 8. The ratio of wind speed-associated R? to the combined R? of five hydroclimate vartables—drivers (precipitation, soil moisture,

specific humidity, air temperature and LAI) in Earth system models and MERRA?2.
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s—in the dust-hydroclimate relationships that diminishes the

explanatory power of multilinear regression models.
Despite these limitations, most ESMs produce significant total R? values over major seuree-areasdust sources, especially

in the-hyperarid-zone-where-the-total-hyperarid areas with R? exeeeds-0-6above 0.5. Switching from the Zender to Kok dust
scheme leads-to-generatly lowergenerally reduces R? vatuesin-in both CESM and E3SM (Fig. 7a-d). The GISS-E2 models

show little differences between the OMA orMATREX-schemes—and-and MATRIX aerosol schemes, with a modest increase

AR AAAANAANAAAARANARRANRRAR AN A

from version 2.1 to 2.2. UKESM1.0 and HadGEM3-GC3.1 show minimal differences, both with-showing high R? values

globally. MIROCS yields lower R? than MIROC-ES2L, espeeiatly-overthe-hyperarid-zoneparticularly over hyperarid areas.
MERRA?2 produces hlgher R? than most ESMs, espe01a11y over-within arid and semiarid zones%summaw—fhefeﬂfe—lafge

he-, indicating a

stronger overall coupling between dust emissions and the selected predictors.
To assess the relative importance of wind and hydroclimate drivers, Fig. 8 displays-presents the ratio of the wind speed-

associated R? to the combined R? of the five hydroclimate variables. In all ESMs except GFDL-ESM4, the-this wind-to-

hydroclimate R? ratio is well above 1 over the-hyperarid-zone—which-is-hyperarid areas, consistent with the dominant rele
control of wind speed in-eontroling-dustemissions-on dust emission from persistently dry, barren surfaces. In contrast, arid and

semiarid zenes-exhibit-greater-areas exhibit greater inter-model dlscrepam:les with ratios either above or below 1 depending on
the model. This reflects in i substantial uncertainty in
how models represent the relative influence of wind versus hydroclimate drivers in transitional-regions-where-dustemission-is

inereasingly-inflaeneed-byregions where hydroclimate and land surface conditions exert strong effects on sediment availability.
Based on the wind-to-hydroclimate R? ratios, we classify global dust-emitting areas into three regimes: wind-dominated

(ratio>1.2), hydroclimate-dominated (ratio<0.8), and equally-important (0.8—1.2). We-then-Then we calculate the fractions of
dust emissions-originating-from-the-three regimes-in-emitted from these regimes within each model. The results are displayed in
Fig. 9. The ESMs show general agreement in the “equally-important” regime, with most models produeing-simulating less than
10% eof-dustfrom regions where wind and hydroclimate drivers have nearly equal influenceen-dust-emissiens. GFDL-ESM4
produces the highest contribution (12%) in this regime.

The wind-dominated regime eontributes—accounts for the majority of globat-dust emissions (>80%) in most ESMsand
MERRAZ, consistent with the dominant contribution of-the-hyperarid-zone-from hyperarid areas (Fig. 3). However, three mod-
els yield anomalously low eentributionsestimates: GFDL-ESM4 (36%), INM-CM5.0 (5443%) and CanESMS5.1 (75%). These
deviations can be explamed by different reasons. As shown in Flg 3, INM-CM5.0 and CanESMS5.1 produce relatlvely spatially
fractional contribution from hyperarid or wind-dominated areas—tn-comparisonregions. In contrast, the low estimate in GFDL-
ESM4 is-due-to-the-model’sresults from its anomalously strong hydroclimate influence over the-hyperarid-zenehyperarid areas.
As shown in Fig. 8i, GFDL-ESM4 exhibits-yields markedly low wind-to-hydroclimate ratios (<1) over North Africa, Arabian
Peninsula, and Iranian Plateau, which-are-consequently-misetassified-into-the-leading to the misclassification of these inherently
wind-dominated regions as hydroclimate-dominatedregime—Theseregions-are-characterized-by searce-precipitation-and-very
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Figure 9. Fractional contributions of wind-dominated, equally-important, and hydroclimate-dominated regimes to global dust emissions in

Earth system models and MERRA?2.

. Given the extremely scare precipitation and low hydroclimate variability -which-is-expected-to-havenegligible-influenece-on
dust-emisstons—in these regions, such strong hydroclimate influence is likely unrealistic and points to possible deficiencies in

the model.

For CESM and E3SM, switching from the Zender to Kok dust scheme slightly reduces the wind-dominated dust fraction:
from 85% to 8079% in CESM, and from 99% to 96% in E3SM. The GISS-E2 models yield similar estimates-results re-
gardless of model version or aerosol scheme, with $2—8587-90% dust from the wind-dominated regime. SimitartyLikewise,
UKESM1.0 and HadGEM3-GC3.1 yield similar-nearly identical estimates, with 90% of dust emitted-from wind-dominated
regions. MERRA?2 simulates 98% emissions from the-wind-dominated regimeareas, higher than most ESMs.

The above analysis not only confirms the anomalous dust emission patterns in CanESMS5.1 and INM-CMS5.0 as-previeusly
(shown in Fig. 3), but also identifies GFDL-ESM4 as an outlier due to its misrepresentation of predictorrelative-importance

the relative importance of wind and hydroclimate drivers. Here we further evaluate-the-contribution-of-wind-speed-examine the
wind speed fractional contributions to the total R? in-across different climate zones. For each elimatezone, we use ridgeline
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Figure 10. Ridgeline plots of the fractional contributions of wind speed to the total R2 over (a) hyperarid, (b) arid, and (c) semiarid climate

zones. -Black vertical lines srespeetivelyindicate median values. Color shading

represent the mean total R? values.

plots to illustrate the statistical distributions of grid-level Wmd»%peed-a%%eela{eekvwvdvggsvovcwmmi R? fractions. The results are
displayed in Fig. 10. In
MQ&%IMWVMWMWRQ Fractions tdenored by red vertical fine in T 0 fraction
is above 50%, it-means-wind-speed-dominates-the-dust-variability-at-more than half of the grid cells —H-the-median—valueis
w@w@w&%&@g‘m&zwrwwmmwﬁwmbem
50%, shydroclimate drivers exert

dominant control over the majority of the climate zone.
In the hyperarid zone (Fig. 10a), most ESMs and-MERRA2-capture the dominant control of wind speed, with the-median

median wind-associated R? fractions exceeding 80%. The three GISS-E2 models show-display similar spatial variability, albeit
with slightly lower WWM%) Two models stand out as netable-outliers: GFDL-ESM4
and CESM2-CAM-Kok, both

variability and anomalously low wind influence, indicating an overestimation of hydroclimate influence over permanentl
, barren regions. Specifically, GFDL-ESM4 y1elds a median Mﬂfkm R? fraction of 42%, indieating—an

due to excessively strong hydroclimate
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influence across North Africa, Arabian Peninsula, and Iranian Plateau (see Fig. 81). Similarly, CESM2-CAM-Kok exhibitstarge
spatial-variabitity-with-a-median-wind RZfraction-yields a median of 64%, driven-by-due to dominant hydroclimate influence
over West Africa and the Tarim Basin (see Fig. 8b). In comparisoncontrast, CESM2-CAM-Zender captures the dominant
wind-influenee-expected wind dominance with a median value-of-860f 87%. The subeptimat-performanee-of-overestimated

515 hydroclimate influence in CESM2-CAM-Kok relative to CESM2-CAM-Zender persists when-comparing-common-dust-producing
even when compared over common dust-emitting areas in the two-models.

In the arid zone (Fig. 10b), the total R? is-generatty-smatter-due-to-values are generally lower, reflecting reduced explana-
tory power of the selected predictors. The ESMs also show-larger-disagreement-exhibit greater discrepancies in the rela-
tive importance of wind and hydroclimate drivers. The-influenee-of-wind-speed-Although the wind influence is reduced and

520 more variable --but-stitt-than in the hyperarid zone, it remains dominant in most ESMsand-MERRA2. The GISS-E2 mod-
els produce retatively-equal-importanee-of-simulate nearly equal wind and hydroclimate drivers—in-contrastfour-influences.

Four models—GFDL-ESM4, INM-CM5.0, MIROC-ES2L and MIROC6—yield-dominant-hydroclimate-influence—with-the
median-wind MIROC6—exhibit median wind-associated R? fraetion-fatting fractions well below 50%, indieating-signifying

a transition from wind- to hydroclimate-dominated regimes. CESM2-CAM-Kok also reflects this transition, although to a
525 swrgglvlvgm with a median vatae-of 46%. In both CESM and E3SM, swﬁehﬂ%gffeﬁrfhe—zeﬁdeﬁe—léelesehemﬁesuk&m
he replacing the Zender with Kok dust scheme weakens the
56% to 44% in CESM and from 86% to 74%. This is consistent with previous findings that physically based soil erodibil-
ity treatment-formulations in the Kok scheme which-enhanees-enhance the dust sensitivity to hydreclimate—variabitity—as

530 previously-suggestedin-climate variability Kok et al. (2014a).
Results for the semiarid zone (Fig. 10c) are eensidered-less robust due to significantly smaller dust-emitting areas or meodel

grid cells (see Fig. 1). In-general—the-wind-influencefurther-deelinesOverall, the influence of wind speed further weakens,
while hydroclimate divers-drivers become more important. The magnitude of this shift, however, varies widelyleadingto

larger-diserepaneiesconsiderably among ESMs. Specifically, hydroclimate-drivers-continue—to-dominate-only three models

E3SM3-Kok, EC-Earth3-AerChem and MPI-ESM1.2) retain the wind dominance, albeit with greater spatial variability.
Hydroclimate dominance persists in CESM2-CAM-Kok, GFDL-ESM4, INM-CM5.0, MIROC-ES2L and MIROC6, same-as
consistent with their behaviors in the arid zone—ThefolowingESMs-disptay—a-elear-transition—climate zone. In contrast,
multiple models display a transition from wind- to hydroclimate-dominated regimes: E3SM2-Zender, CNRM-ESM2.1, CanESMS5.1,
HadGEM3-GC3.1, and UKESM1.0. IPSE-EM6A—and-The GISS-E2 models alse—show-inereased-and IPSL-CMO6A exhibit

540 moderate increases of hydroclimate influence, theugh-to-atesser-extent—TFhe rematning ESMsand-resulting in roughly equal
&WCMWMQMMERRMWHWW

enerally produces dominant wind influence across all three climate zones.
The above analysis indicates that GFDL-ESM4 and CESM2-CAM-Kok simulate anomalously strong hydroclimate influenee

535

irrinfluences within the hyperarid zone. To tdentity-the speetfie-drivers-diagnose the sources of these anomalies, Fig. 11 presents

545 the median fractional contributions of five hydroclimate variables to the total R?. In the hyperarid zone, most ESMs capture
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Figure 11. Median factional contributions of hydroclimate variables-drivers to the total explained variance (R?) in Earth system models
and MERRAZ2 over (a) hyperarid, (b) arid, and (c) semiarid climate zones. Hydroclimate variables are precipitation (P), soil moisture (SM),

specific humidity (SH), air temperature (T), and leaf area index (LAI).

drivers. GFDL-ESM4 WWWWMMM
producing anomalously high influence from soil moisture and precipitation, respectively. The influence attributed to specific
550  humidity can be interpreted as a soil moisture effect, given the close coupling between surface soil water content and near-surface
humidity through evapotranspiration. The GISS-E2 models display-moderately-elevated-sensitivity-to-also display elevated

contributions from soil moisture and specific humidity, which explains their mederate-modest wind influence in the hyperarid

zonef, as shown in Fig. 10a).
The ev&es&maﬂe&e#m%ydrochmate influence in the hyperand zone may-can be explalned by a-combination-of

555 two-two possible mechanisms: (1) the hy
the hydroclimate variability, leading to spurious effects on dust emissions; or (2) the hydroclimate—variability-is—reasonably

eaptured;-butthe-dustscheme-incorperates-overlystrong-model reasonably represents the hydroclimate variability but overestimates
the dust sensitivity to hydroclimate drivers. WShevhakova et al. (2024) reported that the GFDL-ESM4 land model

es:model overestimates

significantly overestimates surface soil moisture over
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of two compared to satellite observations. This bias likely explains the strong-apparent-sensitivity-of-dust-emission—to-soil
meoisture unrealistically large soil moisture influence on dust emissions in GFDL-ESM4(Fig-—tHa)-—.

The abrormal-anomalous hydroclimate influence in CESM2-CAM-Kok may be partly explained-by-due to dust emission

parameterizations in the Kok scheme ;-which introduces enhanced sensitivity to the-threshold-wind-—velocity-compared—te

565 ﬂmmhe Zender scheme (Kok et al., 2014a). Beeaus&e#fht&hetgh{eﬂed»depeﬂdeﬂeeeﬂ%méﬁtfﬁdee

s—Another possible reason is the relatively-short simulation

period in-for CESM2-CAM-Kok (2004-2013), which may net-fully-capture-the-tong-term-be insufficient to capture the full
range of dust variability and predictor influenee-as—in-relationships relative to CESM2-CAM-Zender (1980-2014). In this

570 regard, the E3SM experiments provide a more robust comparison between the Zender-and-lok-two dust schemes. As shown in
Fig. 11a, the E3SM-medels-both E3SM2-Zender and E3SM3-Kok exhibit negligible hydroclimate influence in the hyperarid

Zone‘fegafdless—ef—fhe&&st—sehefﬂ&ﬂsed In the arid zone, however, E3SM3-Kok WMhydroehmate
influence than E3SM2-Zenderdue

. providing new evidence that the Kok scheme amplifies the dust emission sensitivity to hydroclimate conditions compared to

575 the Zender scheme, as previously suggested by Kok et al. (2014a).
In the arid zone (Fig. 11b), mestESMs-shew-enhanced-influeneefrom-the enhanced hydroclimate influence is primaril

W soil moisture and spemﬁc humldlty IPALHPASLEASAMNS consistent with empmeai—ewdeﬁeeihat—befh—vaﬁ&bles—s&eﬁg%y

., Csavina et al., 2014; RAVI et al., 2006; Kim and Choi, 2015). Several models—including CESM, GFDL-ESM4
M@Wother hydroclimate variables, LAI ean-may be either prescribed
from climatology or simula interactively simulated in models coupled with

dynamic vegetation components, such as CESM and GFDL-ESM4 (Table 1). Models using prescribed LAI are expeeted-te
shew-minimal-likely to show limited interannual var1ab111ty and henee-Jimited-minimal influence on dust emissions. SeeendFor

585 CESMand GFDL-ESM4, the LAT e

580

590

is-. Specifically, bare soil fraction is calculated from LAI
assuming a linear relationship in CESM and an exponential relationship in GFDL-ESM4which-exhibits-the-strongestsensitivity
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4 Conclusions

This study evaluates discrepancies and-biases-among 21 ESMs in representing the interannual variability of windblown dust
emissions and the relative importance of near-surface wind speed and hydroclimate-drivers-five hydroclimate variables (pre-
cipitation, soil moisture, specific humidity, air temperature, and LAI) —We-treat-in modulating the dust variability. Treating
dust emission flux as an unobservable, model-specific quantityand-tse-, we apply dominance analysis to quantify the varianee
explained-in-dust-emissionfluxes-by-wind-and-hydroctimate-relative influences of physical drivers within each model—Fhe
mﬁmmwmﬁaw@m&m@mmmmmmm

climate zones (hyperarid, arid, and semiarid)

extent of inter-model agreement in simulated dust variability
exhibits a strong dependence on climate aridity. In the hyperarid zone, the ESMs exhibitpooragreementwith-each-otherand
with-MERRAZ-in-simulating-the-dust-vartabilityshow poor agreement, with only 10% ef-pairwise-medel-out of 210 pairwise
comparisons yielding statistically significant, positive correlations. This poor agreement largely reflects inconsistencies in
simulated near-surface winds. In arid and semiarid zones, the ESMs exhibit a dipole-pattern-with-both-improved-agreement-and
inereased-disagreement—This-behavior-ean-be-explained-dual pattern driven by a "double-edged sword" effect of land surface

memory: models with coherent representations of hydroclimate variability tend to converge in their simulated dust variability,
while-whereas those with divergent hydroclimate representations diverge in dust emission responses.

The relative influenee-importance of wind and hydroclimate drivers also varies with climate fegime%—MG%W

hyperarid zone, most ESMs capture the

hyperaridzeneexpected dominant wind control and minimal hydroclimate influence, except CESM2-CAM-Kok and GFDL-
ESM4, be : i i

which show unusually strong sensitivities to precipitation and soil moisture. The overestimated hydroclimate influence in

GFDL-ESM4 can be explained by the model’s overestimation of soil moisture in drylands and consequent spurious effects on
dust emissions. The enhaneed-overestimated hydroclimate influence in CESM2-CAM-Kok (relative-to-CESM2-CAM-Zender)
may-be-explained;-atleast-parthy--may be partly explained by the physically based soil erodibility fermutationsformulation
in the Kok et al. (2014b) scheme;—whichreplaces—thetse-of predefined-dust-sourcefunetionsdust scheme. A similar pat-
tern is found in E3SM, where switchingfrom-the Zender-et-ak(2003)to-replacing the Zender et al. (2003) scheme with the
Kok et al. (2014b) scheme s%fe&gfheﬂfrﬂae—hydfeelmemﬂueﬁe& M@g&%ﬂm

in the arid zone.

meteorology);,—further-Due to compounding factors such as model physics and dust mineralogy treatments in CESM and

E3SM, however, additional experiments are needed to isolate-disentangle the effects of dust emission parameterizations on

dust—chmate-sensitivities-the simulated sensitivities to physical drivers.
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In arid and semiarid zones, the influence-of-wind-speed-wind influence generally weakens while the hydroclimate influence
strengthens —However-in all ESMs. But the relative importance of wind-and-hydrechmate-these drivers becomes increasingly
inconsistentbetween—the—meodels;—with-an—inereasinenumber-of ESMs—shiftine—toward—comparable—or-dominant-dominated

regimes—In—general, with contrasting model behaviors in either retaining wind dominance or shifting toward hydroclimate

dominance or near-equal importance between the two. Compared to the ESMs, MERRA? preduces-generally produce stronger
wind influence and weaker hydroclimate influence than-the-ESMsacross all three climate zones.

-summaryQOverall, this study provides new insights into how current ESMs represent the temporal-interannual variability

and physical drivers of windblown dust emissions. M

Our findings underscore that
reducing model uncertainties in dust emission simulations requires (1) improved representations of near-surface winds—Fhe

variability and gustiness in hyperarid regions, and (2) more accurate treatment of hydroclimate and land-surface processes in
arid and semiarid regions.
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