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We sincerely thank Reviewer 2 for the constructive and very detailed feedback. The suggestions and comments considerably
improved the quality of the manuscript.

We have substantially revised the preprint in response to the reviewers’ comments, incorporating two main updates:

1. A full solution for calculating the deposition coefficient-based (axp-based) reduction factor has been implemented. a.p
depends on temperature, pressure, humidity, and ice particle radius. These are now referred to as the deposition-adjusted
(DA) simulations, replacing the previous sensitivity experiments Dep_0.6, Dep_0.8, and Dep_0.9, which are no longer

required (Suggested by reviewer 2).

2. The analysis has been extended beyond a single emission index (EI = 1 x 10'®) to a range of EI values representing

soot-rich to soot-poor regimes, allowing assessment of their impact on contrail evolution (Suggested by reviewer 1).

Below we present a detailed response with the reviewer comments in black, our responses in blue and additions to the

manuscript in blue italics.

Major comments

1. From my perspective, the manuscript has two separate topics:

(a) Better forecasting relative humidity and ice supersaturation by adjusting the deposition coefficient. As a conse-

quence, contrail-forming areas are better predicted, which is a valuable goal.

(b) A case study comparing contrail occurrence in model and multi-faceted observations.

Both topics are relevant, but it should be made clearer that both topics are somewhat independent of each other. For
the first topic, a less detailed description of contrails would suffice to identify ice-supersaturated regions. What’s your

opinion about my perspective?

We appreciate the reviewer’s perspective. While points 1a and 1b address distinct aspects of the study, they are inherently
connected. Accurate forecasting of ice-supersaturated regions is essential for reliable contrail prediction. For example,

in our CNTL simulations, underestimating ice supersaturation led to poor contrail representation if any at all. Thus,



although these are separate topics, improved simulation of ice supersaturation directly supports more accurate contrail
forecasting. We agree that this distinction could be made clearer in the manuscript and will revise the last paragraph of
the Introduction (giving the paper overview) to better delineate and connect these topics. Therefore, we modified the last

paragraph in the Introduction:

Section 3.1 focuses on the role of the deposition coefficient. Sections 3.1.1 and 3.1.2 compare the control deposition-
adjusted (CNTL DA) simulation to the control (CNTL) simulation, in which the deposition coefficient is set to unity, and
examine the resulting impacts on upper-tropospheric RH;. Section 3.1.3 contrasts the two simulations over the Toronto
region and discusses their implications for persistent contrail-forming conditions. Section 3.2 investigates the sensitivity
of contrail formation and persistence to varying soot emission regimes within the DA simulations. Section 4 discusses the
broader implications of these findings, followed by a summary of key results and recommendations for improving contrail
representation in weather and climate models. Appendix A provides the physical basis and equations describing the

depositional growth of ice crystals and the influence of the deposition coefficient ap under ice-supersaturated conditions.

We realized that the description could be more concise and have therefore already shortened it by moving the a.p calcu-
lations to the Appendix. In the Appendix, we provide the theoretical basis for ice crystal growth under ice-supersaturated
conditions. In this revision, we also followed the reviewer’s suggestion to include a full analytical solution to GEM for

calculating avp, rather than heuristically adjusting a.p and comparing simulations based on heuristic parameter choices.

. It is not clear how you define contrail persistence. It seems that contrails that have enough ice crystals at the end of
vortex phase are called persistent? In GCMs or in contrail plume models, contrails are typically initialized after the vortex
phase. Hence, 5-min old contrails may be considered being part of an extended formation stage. Then, persistence relates
to contrails with larger lifetimes (let’s say e.g. at least 60min, but choosing a precise threshold is certainly subjective).
Similarly, around line 80 you state that contrail formation covers the vortex phase. This would contradict your persistence
definition (tage being larger than around Smin). Please define formation and persistence and use it consistently. Check
also line 399, it may be beneficial to describe in the summary section again precisely what is meant with formation
and persistence. Typically, SAC only refers to temperature-controlled formation criterion and not really to persistence in

ice-supersaturated regions. Please, be verbose that every reader knows exactly what is meant.

We clarified the standard definition presented in the Introduction:

While some contrails dissipate quickly, persistent contrails form when the environmental air is ice-supersaturated, al-
lowing ice crystals to grow rather than sublimate. Such persistent contrails may either retain their linear shape or spread
into contrail cirrus, thereby contributing to cloud cover and significantly altering the Earth’s radiative balance (Kdircher,

2018; Lee et al., 2023).

Thank you for pointing this out. We had not previously provided a clear definition of persistent contrails as used in CoAT.
We have now added our definition in the Contrail model: CoAT section:

This ensures that the relative humidity over water exceeds the critical threshold required for condensation of exhaust



water vapor. Under these conditions, water vapor condenses and freezes onto soot and ambient aerosol particles, form-
ing ice crystals that subsequently grow by vapor deposition. If ice supersaturation persists (i.e., RH; exceeds 100 %),
contrails can remain and evolve into long-lived cirrus. Although Li et al. (2023) demonstrated that contrails may persist
under ice-subsaturated conditions, for consistency with the parameterization of Unterstrasser (2016)—which assumes
formation and growth under ice-supersaturated conditions—we restrict persistence to regions where ice supersaturation

is maintained.

In the Summary and Conclusions, the following was added: The Contrail Avoidance Tool (CoAT) first applies the
Schmidt—Appleman Criterion (SAC) to identify regions favorable for contrail formation and then utilizes the wake vortex
model where both SAC conditions and ice supersaturation are met to diagnose persistent contrails and their properties

under different soot emission regimes.

3. (a) You determined an optimal deposition coefficient for one synoptic scenario: How universally valid is this value?
Using GEM-P3 for other synoptic scenarios, would you obtain a similar value? Is your optimal value also relevant
for other microphysical models, or do you consider it to be only a tuning parameter of your P3 model?

In response to the reviewer’s concern in point 4, we have implemented a direct calculation of ap within P3 rather
than heuristically modulating op. By diagnosing «pp as a function of temperature, pressure, ice particle radius, and
humidity, the formulation becomes physically based and broadly applicable to other synoptic scenarios and mi-
crophysical models, rather than serving as a tuning parameter specific to P3. The description of the modifications

made to the P3 cloud microphysics scheme is explained in Section 2.2.2 and Appendix A.

(b) Please also state explicitly that your contrail initialization does not depend on the deposition coefficient, i.e. your
CoAT model is independent of ad. Both, ice crystal formation and ice crystal loss during the vortex phase may,
however, depend on ad but this is neglected in the parametrisation of Unterstrasser (2016). Lewellen (2014) looked

at a variation of the deposition coefficient.

We have added the following to the text:
The ap is used only within the P3 microphysics scheme and is not included in the CoAT framework; hence, ice

crystal formation and loss during the vortex phase are independent of ap.

4. The deposition coefficient is varied only implicitly, see description Appendix Al. I wonder whether it wasn’t technically
possible to directly vary the parameter within P3. This would simplify the presentation of the results and remove the
uncertainty by the non-ideal relation between deposition coefficient and mass growth rate for differently sized ice crystals

(e.g. the appendix would be superfluous).

Yes, this is correct and fair. We have implemented a direct calculation of avp within P3 rather than heuristically modu-

lating avp. The description can be found in Section 2.2.2. We found it necessary to retain the additional description in



Appendix A; however, it has been revised and clarified. We neglected to mention that we only applied the deposition
adjustment 7' < -38 °C. We now clarify that the reduction factor was applied only for upper tropospheric conditions, and
have added this to the manuscript.

Line 178. Thedeposition adjustment was implemented only in the upper troposphere for T < =38 °C consistent with lab-
oratory and modeling studies (Fukuta and Takahashi, 1999; Gierens et al., 2003; Lohmann et al., 2008; Skrotzki et al.,
2013; Lamb et al., 2023; Kdrcher et al., 2023)

. I am not sure whether all relevant information is given to understand how contrails are initialized in your model. You
mention Unterstrasser (2016), which provides a parametrization of ice crystal survival fraction. What’s your choice of
the initial ice crystal number (prior to loss)? Does this number depend on ambient conditions? (for ambient temperature
close to the SAC temperature, not all soot particles are activated (Lewellen, 2020, Bier et al, 2022)). How do you deter-
mine number concentrations n, which requires the specification of a contrail cross-section? How do you determine the
ice mass concentration m? Do you specify a mean mass to obtain m from n? How are contrails initialized in subsaturated
air, for which Unterstrasser (2016) makes no prediction? Moreover, Unterstrasser (2016) assumes an icesupersaturated
layer with a constant RHi value. As a consequence, the parametrization was not made for shallow layers where the wake
vortices move out of the moist region and for which it seems you apply it. At the end of section 2.2.3 you write that the
surviving ice crystals grow through deposition. Due to the very short paragraph, I am not sure whether you really simu-
late contrails beyond the vortex phase? Then I would assume that you had to feed the contrail properties into P3, which
is however not explicitly stated. You also write that GEM advects the number and mass concentrations? Are the contrail
ice crystals treated as passive tracers? Or do you really include microphysical processes? Could you please clarify this.
Our description was lacking in several ways. We have added the relevant details on the choice of the initial ice crystal
number (prior to losses), which in CoAT does not depend on ambient conditions. A full description has been included in
the CoAT section, and a brief summary of these additions is provided here.

The initial contrail ice number (Ny) and water vapor emission rate (/) were estimated from aircraft properties and emis-
sion indices, following Unterstrasser (2016). After the vortex phase, the surviving ice crystals (Clg,,,) were obtained
by applying a survival fraction ( fxs). The resulting contrail ice number (CINC) and ice mass (CQI) concentrations were
determined using the flight distance within each grid box and dividing by the grid volume, and then distributed along
the flight path within the corresponding GEM grid cells. Sensitivity simulations were performed across different soot
emission regimes (Very-High-Soot, High-Soot, Normal-Soot, Low-Soot) to assess how soot number emissions influence
contrail ice formation and persistence. The sensitivities are tabled in Table 3.

Regarding the use of Unterstrasser (2016) only in shallow layers: We spread the contrail over multiple grid boxes be-
cause the simulated contrail depth can exceed the vertical extent of a single model layer in GEM. The Unterstrasser
(2016) scheme assumes a constant-RHi layer, but in GEM the vertical grid spacing is often shallower than the diagnosed

contrail depth. Confining the entire contrail ice content (CINC and CQI) to one grid cell would therefore overestimate



local ice concentrations. Distributing the ice content to a lower grid box (typically the layer below the flight level) pro-
vides another representation of contrail vertical extent, and accounts for dynamical effects such as shear-induced vertical
dispersion. We recognize that both approaches have their limitations, but we adopted the latter approach.

Furthermore, we use CoAT only in ice-supersaturated regions to simulate persistent contrails, while contrails are not
simulated beyond the vortex phase. We have removed the short paragraph at the end of section 2.2.3, which caused the
confusion.

Once the survived contrail ice crystals have been determined after the wake vortex phase they are passed into the first

ice category of P3, they are subjected to all microphysical processes simulated by P3. Therefore, they are not just tracers.

Minor comments

1. The title of the study could be refined to “Improved forecast of persistent contrail occurrence . ..”, because you do not

simulate persistent contrails.

We do simulate persistent contrails and have made the text clear. See point 2 in Major comments.

2. Line 52: turbulence is typically not a crucial process. Shear and sedimentation are much more important for contrail

spreading, see Lewellen (2014) or Unterstrasser & Gierens (2010).

Thank you for the information. We have added the following to the description of turbulence:
Nevertheless, turbulence is generally of secondary importance, with shear and sedimentation identified as the dominant

processes controlling contrail spreading (Lewellen, 2014, Unterstrasser and Gierens, 2010).

3. I do not understand why precise time periods and drift distances are provided for 300hPa.

Our radiosonde—model comparisons focus on jet cruising altitudes. To accurately assess the simulated atmospheric state,
it is important to account for where the radiosonde will be located and how long it takes to reach cruising levels. There-
fore, we extract model vertical profiles at the radiosonde’s position when it reaches 300 hPa. Without this procedure, the
radiosonde-model comparisons would be less reliable and more prone to error. We have added the following to the text:
Knowing the balloon’s trajectory enables matching its observations to the nearest model grid point in both space and
time. For example, a balloon launched at 12 UTC requires several minutes to reach cruising altitude, so temporal align-
ment is also necessary. The drift distance was therefore calculated between the launch site and the 300 hPa pressure

level (approximately jet cruising altitude) for multiple stations at 12 UTC on 25 Nov 2023.

4. The definition of G is introduced in Schumann (1996), not in Schumann (2012).

We corrected the reference.



10.

11.

Line 211: you may cite Lewellen (2012) instead of Jensen (2024).
We included Lewellen (2012)

Figure 2 says 5 km, but the text states 30 km. What is true? The 5km x 5km is a mistake. The captions in Figure 2 and
3 now says:

Skm x 5km

Line 317: what are the numbers in the square brackets?

It is the range of values that are within the 5 km x 5 km. domain. We have in the meantime removed this whole section

because the other reviewer suggested we include simulations of different soot emissions.

Is it correct that o4 is implicitly defined by Eqs. A3 and A4?

Yes, ap is implicitly defined in the nonlinear expressions of Eqs A3 and A4. Starting from an initial guess of ap =0.1,

the Newton—Raphson method is applied to obtain the numerical solution.

Section Al uses radius, Figure Al uses diameter. Moreover, the axis titles are not “nice” (long, different styles, etc.).

We changed everything to radius for better consistency. We made Fig. A1 less "cluttered" and only show the results for
T =225K and P =275 hPa with a varying RH;. The description in Appendix Al was modified:

Figure Al shows the results under typical cruising-altitude conditions. For example, in young cirrus clouds with particle
diameters of 12-25 um at RH; = 110 %, the depositional mass growth ratios range from 0.9 to 0.8, indicating a 10-20 %
reduction relative to the reference case. At RH; = 105 % for the same particle sizes, the ratios decrease to 0.85-0.65,

reflecting slower depositional growth.

In general, I believe the font sizes in the figures are too small.

We updated all the figures. Figure 1b and 3c have been update with appropriate legends to show where each station,

including Toronto where the ceilometer is located.

Line 55: Unterstrasser (2016) provides a parametrization of early contrail properties. Contrail-cirrus simulations are

presented in Unterstrasser et al. (2017a,b) or Lewellen (2014a,b).

Thanks for this correction. We modified our section to reflect the suggestion.

Lewellen et al. (2014) and Lewellen (2014) employed large-eddy simulations with size-resolved microphysics to follow



12.

13.

contrails from their formation a few wing spans behind the aircraft through many hours of evolution, highlighting the
roles of turbulence, crystal loss, and radiative feedbacks. Unterstrasser (2016) complemented this by developing a pa-
rameterization for the formation and properties of young contrails, while Unterstrasser et al. (2017a, b) extended the
analysis to contrail—cirrus interactions with natural cirrus. Together, these studies using large-eddy simulations capture
the progression from contrail initiation to their full development into cirrus-scale, including the conditions under which

contrails lose their distinct identity once embedded in surrounding cirrus.

Line 421 and 427: It depends which models you talk about. In typical LES, no phase relaxation (saturation adjustment)

is used.

That is correct and our statement was intended to reflect numerical weather prediction models. We modified the sentence

to make our statement clear.

The parametrization of Unterstrasser (2016) has been applied in regional and global-scale models. You may find similar

findings on ice crystal loss in those studies (Gruber et al., 2017; Bier & Burkhardt, 2022).

Indeed, and thank you.

Technical corrections

14.

15.

16.

17.

A temperature cannot be warm, cooler, or colder. This is a feature of the air mass. Temperature is low/high. Similarly, a

rate is not fast, only the process that is described.

We made the corrections in the manuscript.

I would not refer to wake vortices as wake turbulence. Once the vortices break up and no coherent dynamical structures
exist, then the elevated turbulence intensity might be called wake turbulence.

We agree and have corrected our statements.

I believe you forgot to delete the sentence in lines 191 & 192.

We removed the sentense.

Figure 7 should zoom into the 200 to 400 hPa layer. In the present form, most areas in the panels are just white and

wasted space.

The figure, noe Figure 6, was adapted.



18.

19.

20.

21.

22.

23.

24.

25.

Make sure to use the same subscript: you use ag and ap.

Done.

I prefer a mathematically correct notation in Eq. A4. One can use units in equations (S /% = ... AT /K).

Done.

Figure A1 should extend the y-axis down to 0.0 in all panels.

The figure was simplified by removing panels that were not discussed, and the remaining information was de-cluttered

for clarity.

Please check your reference section thoroughly; e.g., COs in line 562.

Good catch. Thank you.:

Line 150: Why is a refinement of the tropical troposphere relevant in your study?

The word "tropical" should not be there and have been removed. A refinement of the troposphere is relevant because it
allows for a more accurate representation of ice-supersaturated regions. At coarser vertical resolutions, thin supersatu-
rated layers may be poorly resolved or entirely missed, whereas a finer resolution increases the likelihood of capturing
these features more realistically. We modified our statement slightly.

...the vertical resolution in the upper troposphere with grid spacings of ~230m at 300 hPa for a more accurate repre-

sentation of ice supersaturated regions.

Line 390: from STUDY XX?

We incorporated the references.

Line 405: for the summary section, it might be useful to explain again what Depy g refers to.

We have removed these sensitivity simulations, but we have defined all acronyms again in the Summary section so that

it is easier to follow.

Line 424: Should this be 0.2 mm = 200 pym?

You are correct, and we corrected this error.
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