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Abstract. Changing Arctic climate patterns have led to sea ice retreat, impacting ocean and atmospheric dynamics as well as

marine ecosystems. Reduced sea ice cover likely enhances emissions of primary marine aerosols (sea salt and organic mat-

ter) via bubble bursting, potentially amplifying aerosol-cloud interactions. Moreover, primary marine organic aerosol (PMOA)

production is closely linked to variations in marine biological productivity. This study examines the emission patterns, sea-

sonality, and historical trends of key biomolecule groups (dissolved carboxylic acidic containing polysaccharides ,(PCHO),;5

dissolved combined amino acids ,(DCAA),; and polar lipids ,(PL)) within the Arctic Circle from 1990 to 2019. Surface ocean

concentrations of these groups are derived from a biogeochemistry model and used as input to the aerosol-climate model

ECHAM-HAM. Results indicate that the strong seasonality in biomolecule concentrations and PMOA emissions is driven

by marine productivity and sea salt emissions, with the peak occurring from May to September. These quantities peak from

May to September, coinciding with the phytoplankton bloom and seasonal sea ice minimum. AccumulatedTotal aerosol emis-10

sions and burdens over the Arctic increased by at least 712 % and 4 %, respectively, between the first and second halves of

the study period1990–2004 and 2005–2019. Summer trend analysis (June–August) trend analysis over the 30 years reveals

a strongpronounced reduction in sea ice that correlates with rising concentrations of organic groups in seawater in the in-

ner Arctic. Positive emission anomalies have become more frequent over the past 15 years, indicating an overall upward trend.

AverageTotal PMOA production has increased by 0.8 % per year since 1990. However, changes vary across biomolecular types15

and Arctic subregions, with PCHO showing the largest relative increase, with 1.13 % and 0.8 % per year for the emissions

and aerosol concentration, respectively.
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1 Introduction

The Arctic region is undergoing drastic changes as surface air temperatures are increasing more rapidly than those for the

rest of the world (Wendisch et al., 2019; Rantanen et al., 2022; Wendisch et al., 2023). This phenomenon, known as Arctic20

amplification, is driven by several feedback mechanisms (Block et al., 2020; Wendisch et al., 2023). One key process is the

sea ice–albedo feedback, in which the decline of highly reflective sea ice and snow surfaces contributes to further warming

and melting sea ice (Serreze and Barry, 2011). Particularly, the unprecedented decline in sea ice area over the past 30 years

presents an urgent call for research (Johannessen et al., 2004). Since the positive ice-albedo feedback mechanism in the Arctic

has contributed to warming the ocean, the open water season has consequently extended (Perovich et al., 2007; Stammerjohn25

et al., 2012; Arrigo and van Dijken, 2015). The retreating sea ice also impacts the marine biological activity by a complex

chain of processes linked to light availability, fresh nutrient supply and vertical mixing (Ardyna and Arrigo, 2020; Nöthig

et al., 2020). As a result, the distribution and magnitude of phytoplankton blooms, as well as the duration of the growing

season, have notably changed in the last decades (Arrigo et al., 2008; Arrigo and van Dijken, 2011; Ardyna and Arrigo, 2020).

These factors modify the total primary production and determine regional differences within the Arctic (Arrigo et al., 2008;30

Kahru et al., 2011; Aksenov et al., 2011; Fernández-Méndez et al., 2015; Cherkasheva et al., 2025).

This likely also affects the Arctic aerosol burden, which has a significant contribution from local marine sources (Moschos

et al., 2022). Here, sea spray aerosol, primarily generated through bubble bursting of breaking waves driven by wind action on

the sea surface, is a major contributor during the Arctic summer (Leck et al., 2002; Deshpande and Kamra, 2014; Heintzenberg

et al., 2015; Willis et al., 2017; Lawler et al., 2021; Gu et al., 2023). Organic surfactants present in seawater attach to rising35

bubbles and are released into the atmosphere together with sea salt (Facchini et al., 2008; Keene et al., 2007; Gantt et al., 2011;

Gantt and Meskhidze, 2013). The organic particles originated through this mechanism are known as primary marine organic

aerosol (PMOA) (Facchini et al., 2008; Gantt et al., 2011; de Leeuw et al., 2014). As a result of the changing climate condi-

tions, the melting sea ice leads to new, extensive areas of open water and ice fractures, where wind-driven sea spray emissions

could occur. Additionally, the relationship between PMOA production and the release of ocean surface organic components40

through biological processes, suggests that variations in marine productivity could affect the marine aerosol emissions. This,

in turn, potentially has far-reaching consequences for aerosol-cloud interactions and associated climate effects in the Arctic.

Observations have widely documented the important role of local marine sources (Russell et al., 2010; Frossard et al., 2014;

May et al., 2016; Kirpes et al., 2019; Lawler et al., 2021; Zeppenfeld et al., 2019, 2023; Rocchi et al., 2024) and the relevance

of PMOA for cloud formation in the Arctic (Leck and Bigg, 2005a; Bigg and Leck, 2001b; Irish et al., 2017; Hartmann et al.,45

2021; Creamean et al., 2022; Porter et al., 2022). The presence of marine organics in aerosol has been linked to marine biolog-

ical activity as a correlation with phytoplankton proxies (chlorophyll-a) and measured organic compounds in seawater (Leck

and Bigg, 2005a; O’Dowd et al., 2008; Russell et al., 2010; Rinaldi et al., 2013; May et al., 2016; Zeppenfeld et al., 2023).

In addition, the capability of PMOA to act as cloud condensation nuclei (CCN), has been explained by the strong dependence

found between CCN population and insoluble organic aerosols linked to the composition of the marine surface microlayer (the50

top-most ocean layer at the ocean-atmosphere interface) (Leck and Bigg, 2005a). Moreover, repeated evidence of biological ice
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nucleating particles (INP) in relation to local marine emissions in the Arctic and at Nordic Seas stations has been extensively

reported (Wilson et al., 2015; Irish et al., 2017; Creamean et al., 2019; Wilbourn et al., 2020; Hartmann et al., 2021; Creamean

et al., 2022; Porter et al., 2022; Sze et al., 2023).

The representation of PMOA emissions in aerosol-climate models considers the same principles found in observations. Avail-55

able emission parametrizations for estimating the organic mass fraction in sea spray, follow either a chl-a based empirical

formulation (O’Dowd et al., 2008; Gantt et al., 2011; Rinaldi et al., 2013) or an organic-class-resolved approach that accounts

for the physico-chemical characteristics of ocean biomolecules (Burrows et al., 2014). Both types of schemes have been imple-

mented and evaluated in global models (Gantt and Meskhidze, 2013; Huang et al., 2018; Zhao et al., 2021; Leon-Marcos et al.,

2025). Nonetheless, the analysis of the PMOA as species-resolved organic groups (e.g, polysaccharides, proteins, and lipids)60

could provide additional evidence of potential differences in marine organic aerosol abundance. Recent findings, in from Arctic

measurements, confirm the high enrichments of carbohydrates in aerosols, which were also detected in the surface microlayer

of the marginal ice zone and in aged melt ponds (Zeppenfeld et al., 2023). This supports previous findings by Russell et al.

(2010) of saccharide compounds in Arctic marine aerosols. Similarly, a notable contribution of glucose, which could be con-

sidered as a proxy for ice nucleating activity (Zeppenfeld et al., 2019), has been measured in sea spray aerosol north of 80◦N65

(Rocchi et al., 2024). In addition to carbohydrate-like substances, Hawkins and Russell (2010), also found evidence of marine

proteinaceous material in aerosol particles. Lipid-like molecules (e.g. n-alkanes and fatty acids) have also been analysed in

the Bering Sea, with significant contributions to marine aerosols in summer Hu et al. (2023). Therefore, the critical role of

PMOA emissions, transport patterns and evolution under the rapidly changing climate should be thoroughly studied separately

for individual species.70

The effect of retreating Arctic sea ice on sea spray emissions has been discussed to some extent, and model results point to

an increase in sea salt aerosol concentration in the following decades (Struthers et al., 2011; Gilgen et al., 2018; Lapere et al.,

2023). In light of the increasing fraction of sea ice cracks, leads, melt ponds and the marginal ice zone (Rolph et al., 2020;

Zhang et al., 2018; Willmes and Heinemann, 2015), they are currently considered a relevant source of local emissions via bub-

ble bursting (May et al., 2016; Kirpes et al., 2019; Lapere et al., 2024). Insights on the organic contribution from these marine75

sources have been provided in recent studies (Kirpes et al., 2019; Zeppenfeld et al., 2023; Wang et al., 2024). Nevertheless, the

spatio-temporal distribution among organic compounds in water bodies is not uniform and strongly depends on the marine bio-

logical origin of the considered biomolecule groups in seawater (Burrows et al., 2014; Leon-Marcos et al., 2025). Furthermore,

the interplay between marine sources and the loss of sea ice, as well as their relevance for PMOA and mixed-phase clouds,

and, thus, for the climate in the Arctic, remains unclear (Wendisch et al., 2023). To a large extent, this is due to remaining80

uncertainties and limitations in the understanding and representation of the life cycle and aerosol-cloud effects of PMOA in

aerosol-climate and Earth System Models (ESM) (Taylor et al., 2022). Based on observational evidence of marine biogenic

INP particles predominance, their consideration in ESM will potentially improve the model representation of clouds (Schmale

et al., 2021).

Given the biomolecule physico-chemical characteristics, some groups are selectively aerosolizsed (lipids), whereas others have85

higher INP potential (polysaccharides and proteins) (Facchini et al., 2008; Burrows et al., 2014; Alpert et al., 2022). Such dis-
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parities are pronounced in the Arctic by the complex dynamical changes of sea ice and atmospheric conditions. Hence, the

response of PMOA species abundance and indirect climate impact presumably responds differently to changes in the fragile

marine ecosystem. Understanding how marine biomolecules and their organic contributions to aerosols have evolved under the

changing Arctic climate is therefore essential. To our knowledge, however, a species-resolved trend analysis of marine organic90

groups in seawater and aerosols has not been performed.

In this study, we aim to unravel how the interplay of emission drivers haves determined the evolution of PMOA species within

the Arctic circle (66 ◦N-90 ◦N) from 1990 to 2019. For the simulation experiments, we use the model configuration as de-

scribed in Leon-Marcos et al. (2025) for the aerosol-climate model ECHAM6.3-HAM2.3 (Tegen et al., 2019). As relevant

for the PMOA emissions, the following highly abundant biomolecule groups in seawater are taken into account ,(PCHO),;95

dissolved combined amino acids ,(DCAA),; and polar lipids ,(PL)) as introduced by Leon-Marcos et al. (2025). The OCEAN-

FILMS (Organic Compounds from Ecosystems to Aerosols: Natural Films and Interfaces via Langmuir Molecular Surfactants,

Burrows et al. (2014)) scheme, recently implemented into the ECHAM-HAM model, allows for accounting for the organic

fraction of these groups in nascent sea spray and simulating the aerosol transport, transformation, and removal processes.

100

2 Methods

This study examines the patterns, seasonal dynamics, and trends of primary marine organic aerosols (PMOA) in the Arctic

region using results from a comprehensive marine biogeochemical model that simulates key oceanic biomolecules and their

associated production and sink processes. These results are used in simulations of a global aerosol-climate model to represent

emissions and transport of PMOA, focusing specifically on key species groups. The detailed technical description of the asso-105

ciated model development, configuration, and input data is provided by Leon-Marcos et al. (2024)Leon-Marcos et al. (2025).

All abbreviations used in the present study referring to marine groups and aerosol components are in accordance to with the

definitions by Leon-Marcos et al. (2024)Leon-Marcos et al. (2025) and are listed in Table A1. This analysis spans a 30-year

period (1990–2019), offering insights into the temporal and geographical characteristics of Arctic PMOA.

110

2.1 The aerosol-climate model ECHAM-HAM

The atmospheric simulations for this study are performed with the global state-of-the-art aerosol-climate model system ECHAM-

HAM (version ECHAM6.3-HAM2. Tegen et al., 2019). ECHAM simulates atmospheric circulation and dynamics while

aerosol microphysics and transport are modelled by the Hamburg Aerosol Module (HAM Stier et al., 2005; Zhang et al.,

2012), which is online coupled to ECHAM. HAM is based on the M7 aerosol model (Vignati et al., 2004) that repre-115

sents aerosols as soluble or insoluble modes, comprising seven log-normal classes that fall into a size spectrum of four

categories depending on the particle radius (r): nucleation (r ≤ 0.005µm), Aitken (0.005µm<r≤ 0.05µm), accumulation

(0.05µm<r≤ 0.5µm) and coarse modes (r> 0.5µm). The model includes several aerosol species such as sulphate (SO4),
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organic carbon (OC), black carbon (BC), mineral dust (DU) and sea salt (SS), which were evaluated by Tegen et al. (2019).

Leon-Marcos et al. (2024)Leon-Marcos et al. (2025) implemented PMOA species in the model as an additional tracers in120

the accumulation size mode and performed a thorough evaluation of the model results. PMOA emissions are based on the

premise that marine organic matter is co-emitted with SS as sea spray. Hence, the mass (M)M of sea spray can be calculated

as M(seaspray) =M(PMOA)+M(SS)M(sea spray) = M(PMOA) + M(SS). Consequently, the estimated emission mass

flux of PMOA groups (PMOAmassflux) can be derived from that of sea salt (SSmassflux), given the fraction that organics

represent of sea spray:125

PMOAmassflux(i) =
SSmassflux ∗OMFi

1−OMFi
, (1)

where SSmassflux in the model is calculated based on the Long et al. (2011) source function, considering a surface tempera-

ture correction in accordance with Sofiev et al. (2011). OMFi is the organic mass fraction of each biomolecule group i obtained

from the parameterization OCEANFILMS (Organic Compounds from Ecosystems to Aerosols: Natural Films and Interfaces

via Langmuir Molecular Surfactants(Burrows et al., 2014) that has been recently included as part of the PMOA implementation.130

2.2 Source representation of primary marine organic aerosol

The OCEANFILMS parameterization represents the transfer of marine organics to the atmosphere (Burrows et al., 2014). It es-

timates the organic mass fraction in nascent sea spray aerosols of various organic groups. The scheme is based on the Langmuir

isotherm model, which represents the differential absorption of organics at the bubble surface. Each group is characterizsed by135

distinct physico-chemical properties that will determine their transfer to the aerosol phase. The aerosolizsation of these marine

organics occurs in a chemoselective manner, in which the compounds with higher surface affinity, such as lipids, are preferably

transferred. Other molecules that possess a lower surface affinity, such as proteins, polysaccharides, humic and processed com-

pounds, are also considered in OCEANFILMS. However, only three groups are included in this study: lipids, polysaccharides,

and protein-like mixtures. Excluding the other groups that originate from the recalcitrant portion of dissolved organic carbon140

(DOC) in seawater has a negligible effect on the aerosol organic mass fraction (Burrows et al., 2014). A more extensive expla-

nation of the model characteristics and, the methodology employed to compute the biomolecules, and the evaluation against

seawater samples can be found in Leon-Marcos et al. (2024)Leon-Marcos et al. (2025).

2.2.1 Ocean biomolecule concentration145

As lower boundary conditions for the OCEANFILMS scheme in ECHAM-HAM, we use simulation results from the Regulated

Ecosystem Model (REcoM, version 3) coupled to the general circulation and sea-ice Finite VolumE Sea-ice Ocean Model (FE-

SOM, version 2.1) (Gürses et al., 2023). FESOM-REcoM simulates globally the ocean dynamics and marine biogeochemistry,
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respectively. REcoM includes two types of phytoplankton and zooplankton, as well as nutrients, dissolved and particulate or-

ganic matter, and debris (Oziel et al., 2025). Phytoplankton metabolism, such as carbon exudation, is controlled by non-linear150

limiting functions based on the intracellular nitrogen-to-carbon ratio (Geider et al., 1998; Schourup-Kristensen et al., 2014).

The FESOM usesemploys an unstructured grid, which allows forenabling higher resolution in dynamically active regions like,

such as the Arctic. For the present investigation, we utilizse monthly values of the FESOM-REcoM simulations, which were

interpolated to a regular grid with a horizontal resolution of 30 km. Furthermore, a volume-weighted average over the top 30

meters of the water column, as in Zeising et al. (2025), is used to represent the marine tracers at the ocean surface.155

Based on REcoM model tracers, Leon-Marcos et al. (2024)Leon-Marcos et al. (2025) developed a closure approach to simu-

late the most abundant biomolecule groups in seawater. The approach considers the main products of dissolved organic carbon

exuded by phytoplankton (DOCphy_ex). This fraction of the DOC is apportioned into the contribution of different biomolecule

groups, in addition to a residual. The main biomolecules in seawater considered are dissolved carboxylic acidic containing

polysaccharides (PCHOsw), dissolved combined amino acids (DCAAsw) and polar lipids (PLsw). Any compound that does160

not belong to the previously mentioned groups is attributed to the residual.

The ocean concentrations of the biomolecular groups are calculated using different methods. PCHO is computed online as a

tracer in the current REcoM model Leon-Marcos et al. (2024)(Zeising et al., 2025), representing a significant portion of exuded

carbon (63 %, (Engel et al., 2004; Schartau et al., 2007)). PCHOsw aggregation product is also computed as a sink term and

considered an additional model tracer (Transparent Exopolymer Particles ,(TEP)).165

On the other hand, PLsw is calculated offline and accounts for a small fraction of DOCphy_ex (5 %). The calculation for the

PLsw group incorporates the phytoplankton carbon exudation rate over a short timescale of a few days, accounting for its role

as a semi-labile compound. Lastly, DCAAsw is estimated as a fraction of modelled PCHOsw. This fraction refers to the ratio

derived from analogous compounds of these two groups in seawater samples. As measurements are incapable of distinguish-

ing between biomolecule sources in the ocean, the computed DCAAsw concentration may encompass other sources besides170

phytoplankton carbon exudation. Hence, as PCHOsw corresponds to the semi-labile group in the ocean, with turnover peri-

ods spanning from months to years, the calculated DCAAsw will also be included in this portion. The offline precalculated

ocean concentrations of the three biomolecule groups are finally provided as input files for the marine emission scheme in the

ECHAM-HAM model.

175

2.2.2 Experimental model setup

The simulations of PMOA were conducted with ECHAM-HAM for the thirty-year period spanning from 1990 to 2019, for

which also the FESOM-REcoM model output is also available. The biomolecule ocean concentration serves as boundary con-

dition for ECHAM-HAM, as explained in the previous section. The model was run at a T63 horizontal resolution, equivalent

to approximately, 180×180 km, with 47 vertical layers. A spin-up time of one year and an output frequency of 12 hours is180

considered. The simulations are performed in nudged mode with ECMWF ERA-Interim and ERA-5 reanalysis data. The sea

ice concentration (SIC) and sea surface temperature (SST) boundary conditions are from the Atmospheric Model Intercompar-
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ison Project (AMIP; Taylor et al., 2000).

2.3 Methodological challenges analyzsing marine biomolecules in the Arctic185

Analysing ocean biomolecules in the Arctic presents specific challenges. Although REcoM simulates marine biogeochemistry

beneath sea ice, under-ice production does not contribute to sea spray emissions, since ice cover prevents bubble bursting at

the surface. This mismatch complicates linking modelled under-ice biomolecule concentrations to aerosol sources. Therefore,

when characterizsing ocean biomolecule levels relevant for sea spray production, we exclude grid cells covered by ice—where

primary marine organic aerosol (PMOA) emissions are unlikely. Hence, a sea ice mask was applied before calculating the190

biomolecule ocean concentration over the Arctic. For simplicity, we only consider open ocean conditions (SIC<10 %, Arrigo

et al.( 2008), 2008). Nonetheless, sea spray emissions via bubble bursting arise not only over ice-free ocean waters but also

within the marginal ice zone and inside the Arctic sea ice pack from open leads and melt ponds (as special features of sea

ice) (Leck and Bigg, 2005b; Willmes and Heinemann, 2015; Zhang et al., 2018; Rolph et al., 2020). However, in the present

study, open leads and melt ponds are not included in the model simulations. Note that the mask is only used to average the195

above parameters over the Arctic and does not apply to the use of the biomolecule ocean concentrations as bottom boundary

condition within the ECHAM-HAM simulations. Additionally, for a more profound understanding of the particularities within

the Arctic Ocean, we conducted a detailed, separate analysis of the main Arctic seas, as illustrated in Fig. 1.

In this study, Arctic trends were assessed using the non-parametric Mann–Kendall test and the Theil–Sen slope estimator. For

marine variables, we must also consider that the production under ice is present. However, when computing the trends of ocean200

biomolecule concentration, we did not apply the ice mask described above. Excluding under-ice production led to inconsistent

and unrealistic trend patterns because interannual and seasonal variability of sea ice, especially near the ice edge, strongly

influences marine production. This likely reflects differing bloom dynamics in the marginal ice zone versus fully open-ocean

areas. Hence, we estimated the changes in the marine biomolecules by computing maximum trends of likely ice-free regions

within the Arctic. To achieve this, we excluded areas overlapping the seasonal minimum sea ice concentration. This ensures that205

potentially open-water regions, where marine organic emissions could occur over the 30-year period, are taken into account.

Finally, trends of emission mass fluxes and aerosol concentration of sea salt aerosol and PMOA modelled by ECHAM-HAM

are also analysed in Section 4.
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Figure 1. Map of Arctic Ocean subregions considered in the present study. Lateral boundaries were defined following the oceanic region
definitions by Nöthig et al. (2020) and Randelhoff et al. (2020), whereas latitudinal limits were modified and extended to uniformly cover
66 ◦N–82 ◦N for all regions except the Central Arctic (82 ◦N–90 ◦N).

Figure 2. Maps of averaged ocean carbon concentration of (a) PCHOsw, (b) DCAAsw, and (c) PLsw as a multiannual mean spanning May–
September for the period 1990-2019. The black, blue and red lines depict the ice edge, defined as the contour of 10 % sea ice concentration
for May, July and September, respectively.
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3 Results and Discussion210

3.1 Geographical distribution of marine biomolecule groups

Biomolecule ocean concentration is shown in Fig. 2 for the compounds simulated in the present study as multiannual average

over the period 1990–2019. In terms of carbon contribution, PCHOsw dominates in seawater, with a mean concentration over

the Arctic circle of 1.4 mmol C m−3, followed by DCAAsw (0.4 mmol C m−3) and PLsw (0.3 mmol C m−3). The distribution

of PCHOsw and DCAAsw (Fig. 2a, b) presents a nearly identical geographical distribution, since the latter was computed as a215

fraction of simulated PCHOsw. In contrast to, PLsw spatial patterns are rather distinct (Fig. 2c). For instance, notably greater

concentrations are seen in the Norwegian Sea and North Atlantic compared to the central Arctic and vice versa for the semi-

labile and lipid group, respectively. These differences also vary along throughout the year. Hence, a description of the seasonal

particularities of regions within the Arctic Ocean that determine the distribution of the biomolecules is provided further below.

The differing geographical distribution of the groups is determined by the production or loss mechanisms considered in the220

biomolecules’ computation. PCHOsw represents the largest fraction of phytoplankton exuded DOC. It quickly aggregates to

form TEP, which is considered a loss term in the online simulation of PCHOsw by REcoM. This is the reason for the prominent

differences in the Arctic Ocean biomolecule concentration compared to PLsw group (see Fig. 2a).

3.2 Seasonality of marine biomolecule groups225

The biomolecule quantities have a pronounced seasonality in the polar regions (Fig. 3). When light limitation decreases at the

end of the polar night, phytoplankton begin to grow. Figure 3a illustrates the seasonal cycle of the ocean carbon concentra-

tion of the biomolecules averaged over the Arctic Ocean from 1990 to 2019, considering solely sea ice-free ocean conditions

(SIC<10 %, Arrigo et al.( 2008), 2008). The seasonal patterns vary among the organic groups. PCHOsw and DCAAsw ocean

concentration rise sharply until May, whereas PLsw peaks a month later. The presence of all biomolecules is high from April230

to October, with a gradual decrease after their peak in early summer. PCHOsw, as the major extracellular product of phyto-

plankton in seawater, exhibits consistently higher concentrations than the DCAAsw and PLsw groups across months PCHOsw,

as the major extracellular product of phytoplankton in seawater, its concentration remains higherexhibits consistently higher

concentrations than the DCAAsw and PLsw groups across the months. Maximum concentration of PCHOsw, DCAAsw and

PLsw are 5.4 ± 1.5, 1.6 ± 0.5 and 0.9 ± 0.3 mmol C m−3, respectively.235

The dominance of the biomolecules in the ocean during spring and summer occurs in response to the higher phytoplankton

carbon concentration in the water duringfor this period. After the rapid consumption of available nutrients during the phyto-

plankton growth, the bloom decays mostly due to nutrient-depleted conditions. Among the modelled phytoplankton groups,

diatoms contribute to the majority of the exuded DOC in the Arctic, especially during the early stage of the bloom (Fig. B1).

The OMF in nascent aerosol shows a similar seasonal pattern, with the highest contributions in spring and summer (Fig. 3b).240

However, the OMF of the aerosol species (PCHOaer, DCAAaer and PLaer) do not behave as their precursors in the ocean.

PCHOaer has the lowest OMF, followed by DCAAaer and PLaer. As previously explained, the high surface affinity of lipids,
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positions PLaer as the major contributor to marine organic aerosol during months with high biological productivity. Values are

as high as 0.4 ± 0.05. OMF for PLaer areis at least one to two orders of magnitude higher than for PCHOaer and DCAAaer,

respectively. Whereas PCHOaer and DCAAaer remain within 10−3 and 10−2 throughout the year (note that PCHOsw has the245

lowest surface affinity), PLaer decreases to negligible values as the PLsw concentration in the ocean approaches almost zero in

winter months (Fig. B1).

Note that we averaged the ocean concentrations and OMF over the whole Arctic region, which does not represent the spatial

particularities and seasonality of all subregions within the Arctic circle (Fig. 2). Ocean marine productivity in REcoM is lim-

ited by either light or nutrient availability, which is influenced by physical features like advection, mixing, stratification, sea250

ice and ocean temperature (Schourup-Kristensen et al., 2018). Hence, PLsw concentration in Fig. 2c shows different patterns

for various sites in the Arctic (see Fig. 3c and with a large variation among regions between May and August). In the present

study, we provide an overview of the seasonal climatology of PLsw as the most relevant biomolecule for the aerosol OMF.

The seasonality of PLsw has a close similarity to that of the phytoplankton carbon concentration (Fig. B2a). The phytoplankton

bloom initiatesstarts when light limitation is alleviated under nutrient-enriched conditions. Consequently, PLsw ocean concen-255

tration growth for the Arctic seas starts between March and May, reaching the maximum in May, June, or July. The patterns

in the seasonal climatology are determined by the particularities of each subregion. Conversely, total OMF exhibits lower vari-

ability than PLsw concentration in seawater, yet their seasonality aligns closely with OMF reaching maximum values between

0.37 and 0.45.(Fig. 3d)

Sea ice is a controlling factor in the initiation of the bloom (Ardyna and Arrigo, 2020), as well as the magnitude of the260

biomolecule production. For instance, in the Central Arctic, a less prominent late bloom shifts the initiation of phytoplankton

carbon release to May (see Fig. 3c). The maximum values are seen in August, with PLsw concentration and Total OMF values

over 0.8 mmol C m−3 and 0.4, respectively. This region is characterizsed by the highest SIC. Therefore, light is the most lim-

iting factor here (Schourup-Kristensen et al., 2018) as sea ice persists and only partially retreats by mid-summer (Fig. B2b).

Furthermore, low nutrient availability is also typical of the central Arctic, which keeps theresulting in low net primary produc-265

tion (NPP).

For the Greenland, Norwegian, and Barents Seas, the PLsw ocean concentration and OMF are restricted to smaller values

compared to the Arctic mean. Quantities are less relevant for the Barents Sea. These regions are strongly influenced by the

lateral transport of nutrients from the North Atlantic Ocean (Harrison et al., 2013). Furthermore, they typically have typically

lower sea ice coverage compared to all Arctic subregions, and the ice tends to be thinner and younger. Hence, light is not a270

strong limiting factor except for the Western Greenland Sea and northern Barents Sea areas, in which the biological activity is

enhanced when sea ice melts (Fig. 2).

Interestingly, the Chukchi Sea, which is also largely influenced by the lateral nutrient supply from the Pacific Ocean through

the Bering Strait (Walsh et al., 1989), presents about 1.5 times greater values than the Atlantic Ocean neighbouring waters.

Unlike the Nordic seas, which have nearly ice-free conditions throughout the year, the Chukchi is fully ice covered during275

covered by ice in winter, beingwith a remarkable difference between these regions.

In addition to the Chukchi Sea, the Russian shelf, Beaufort Sea and Canadian Archipelago are also seasonally sea ice covered
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Figure 3. Seasonal climatology of (a, c) the ocean carbon concentration for PCHOsw, DCAAsw and PLsw and, (b, d) offline simulation of
organic mass fraction (OMF) in nascent aerosol from OCEANFILMS for PCHOaer , DCAAaer and PLaer for the period 1990–2019 and sea
ice free ocean conditions (SIC<10 %, Arrigo et al.( 2008), 2008) averaged over the Arctic (a, b). Total OMF refers to the aggregated organic
mass fraction of all biomolecules. Thick colour lines show the average over the Arctic circle (66 ◦N–90 ◦N), and, dashed lines (c, d) illustrate
the seasonality of all seas within the Arctic Ocean (Fig. 1). The shaded area represents the spatial standard deviation of the long-term monthly
mean.

(Fig. B2b). PLsw concentration and OMF lay above the Arctic average for these areas. Values extend up to 1.2 mmol C m−3 and

0.4 for the ocean and aerosol variables, respectively. In the coastal zones of these regions, the sea ice cracks and melts, which, in

combination with local factors, rapidly triggers the ocean marine primary production. In addition, the Eastern Siberian, South-280

ern Beaufort, Laptev and Kara Seas are characterizsed by the large influence of land and higher concentrations of biomolecules

are attributed to the riverine supplies of nutrients (Miquel, 2001; Wang et al., 2005; Karlsson et al., 2011; Oziel et al., 2025).

Note that ice-edge blooms and high nutrients near shore in ice-free conditions are the sites with the highest PLsw production

(Fig. 2c), suggesting that its spatial distribution is highly sensitive to sea ice dynamics.

Lastly, we analyse the yearly seasonality in Arctic subregions to examine how the initiation and duration of biomolecule285

production have changed over the 30-year period. While the seasonal patterns remained stable for the Canadian Archipelago,

Baffin Bay and, Barents, Greenland and Norwegian Seas, a pronounced interannual variability occurs for the inner Arctic seas.
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Among these, the Beaufort and Kara seas show strong indications that biomolecule release initiates one month earlier during

the second half of the study period compared to 1990-2004 (see Fig. C1). Other studies based on satellite products have found

trends in phytoplankton blooms shifting towards an earlier maxima (Kahru et al., 2011; Zhao et al., 2022). Similarly, recent290

modelling analysis by Manizza et al. (2023) also points towards earlier spring blooms in the inner Arctic seas.

3.3 Patterns of PMOA emissions

Like the biomolecule concentration in the ocean, PMOA emission mass flux also follows a specific seasonality in the Arctic

(Fig. 4). Sea ice strongly influences marine aerosols by influencingaffecting ocean bioactivity and limiting sea spray emissions

via bubble bursting. As a result, marine aerosol emission mass fluxes are expected to increase as sea ice melts. In the next295

sections, we present the geographical distribution of the emissions as well as their seasonality in contrast to the main emission

drivers.

3.3.1 Geographic distribution

Figure 4 shows the geographical distribution of mean emission flux for each group for the winter months January-February-

March and summer July-August-September. During the polar night, biomolecules in the Arctic Ocean remain very low300

(Fig. 3a–c). Hence, weak emission fluxes are reported in winter with a total PMOA flux of 1.4 × 10−3 ng m−2 s−1. The

minimum in marine emissions in winter is accompanied by the maximum sea ice concentration for the season. Marine aerosols

are confined to the North Atlantic and Pacific oceans, where high winds promote elevated sea spray emissions. Nonethe-

less, PCHOaer and DCAAaer (Fig. 4a, b) still contribute over the southern Arctic waters (Greenland and Norwegian Seas),

with emissions as high as 0.04 ng m−2s−1. On the other hand, PLaer average flux (Fig. 4c) is negligible for this period305

(2.2× 10−6 ng m−2s−1) whereas the other two groups dominate. The mean values for PCHOaer and DCAAaer are 2.5× 10−4

and 1.2 × 10−3 ng m−2s−1, respectively.

In contrast to winter, summer fluxes are moderate for the North Atlantic and Pacific Oceans (Fig. 4d–f). Nevertheless, mean

quantities are greater over the Arctic compared to winter months with values of 7.1×10−4, 3.4×10−3 and 1.8×10−1 ng m−2s−1

for PCHOaer, DCAAaer and PLaer respectively. As the phytoplankton bloom sets in during the melting season, marine organic310

aerosols become relevant and expand northward over the Norwegian, Greenland, Baltic, and Chukchi Seas. Unlike winter, the

minimum in sea ice for the period leads to a maximum in organic emissions (0.18 ng m−2s−1). Among the aerosol groups,

PLaer contributes to most of the organic mass fraction in aerosols. Compared to the other groups, the contribution of PLaer is

widely spread across the Arctic seas, being the species with the strongest increase from winter to summer. Note that the marine

aerosol contribution varies per species and regions within the Arctic circle (Fig. 4). A comprehensive analysis of the seasonal315

characteristics of marine emissions is presented further below.

To study how total marine emissions in the Arctic have changed over time, we calculated the average of the accumulatedtotal

fluxes and burden of marine aerosols for the first and second half of the simulated period (Table 1). For every year, the val-

ues were obtained by aggregating the daily results from all grid cells within the region, and the resulting annual totals were

averaged for the first and second 15 years of the 30-year simulation. As expected, PLaer accounts for the majority of PMOA320
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and represents 2.4 % of total emitted SS for the 30-year period. Conversely, PCHOaer and DCAAaer make up to 0.07 % and

0.02 %, respectively. Note that SS emissions includes the accumulation and coarse modes as a model output variable, while

PMOA is emitted in the accumulation mode only. Hence, the actual PMOA/SS fraction may be higher if we considered the

accumulation mode only.

For the 15-year periods, a noticeable increment in the emissions is seen for all species (Table 1). PCHOaer presents the largest325

augment, with an 19.3 % increase from 1990–2004 to 2005–2019. Conversely, DCAAaer, PLaer, and SS growth is less strong,

with values of 12, 13.9 and 10.6 %, respectively. In our model, burden values also rise, although not as significant as the

changes in emissions. For PCHOaer, the positive variations in the burden isare also high (6.8 %) in contrast to a lower increase

in DCAAaer and PLaer (4.5 and 4.2 %). This indicates that an increment in the aerosol sources will have a positive effectimpact

on the column burden. Similarly, the aerosol removal increases accordingly (Table 1). Wet deposition in stratiform clouds and330

in-cloud processes are the main processes that govern the loss of marine organics. For PCHOaer, DCAAaer and PLaer the per-

centagepercent of increase is about twice larger than for the burden (13.9, 8.9 and 9.7 %, respectively). In contrast, the change

in SS loss changed from the first half to the second half of the period is only slightly larger than the burden increase (8.8 %).

Hence, estimated PMOA residence time in the atmosphere shortened for all species from 4 to 6 %. The noticeable differences

between PLaer, and DCAAaer, and PCHOaer are primarily attributed to the variations in the geographical distribution (Fig. 4)335

and seasonality of aerosol fluxes (see next section) in the Arctic.

Table 1. Multiannual average of annually accumulated emission flux, burden, and deposition of marine aerosol particles over the Arctic,
calculated for two 15-year periods and for the full 30-year period.Total emission flux, atmospheric burden, and deposition of marine aerosol
particles calculated by summing daily values across all Arctic grid cells, then averaging yearly totals over two 15-year periods and the full
30-year period.

Emission mass (Tg yr−1)
1990–2004 2005–2019 1990–2019

PCHOaer 3.2×10−4 3.8×10−4 3.5×10−4

DCAAaer 1.7×10−3 1.8×10−3 1.7×10−3

PLaer 5.1×10−2 5.8×10−2 5.5×10−2

SS 2.2×100 2.4×100 2.3×100
Burden (Tg)
PCHOaer 1.7×10−6 1.8×10−6 1.8×10−6

DCAAaer 8.1×10−6 8.5×10−6 8.3×10−6

PLaer 1.5×10−4 1.5×10−4 1.5×10−4

SS 2.6×10−3 2.8×10−3 2.7×10−3

Aerosol deposition ( Tg yr−1)
PCHOaer 4.7×10−4 5.3×10−4 5×10−4

DCAAaer 2.3×10−3 2.5×10−3 2.4×10−3

PLaer 5.8×10−2 6.4×10−2 6.1×10−2

SS 2.0×100 2.2×100 2.1×100
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Figure 4. Maps of Surface emission mass flux of (a, d) PCHOaer , (b, e) DCAAaer and (c, f) PLaer for the Arctic averaged over (a–c)
January-February-March and (d–f) July-August-September for the simulated period 1990–2019.

3.3.2 Seasonality of sea spray aerosol and emission drivers

Wind is the main driver forof the SS emission flux. This is followed by the linear relationship with open ocean fraction (1-SIC)

and a correction factor based on SST forSofiev et al. (2011). Nonetheless, the relevance of these drivers could vary for different

Arctic subregions. To disentangle the relative influence of sea spray emission drivers in ECHAM-HAM model, in this section,340

we discuss the seasonality of SIC, SST and 10-m wind speed in relation to sea salt fluxes and their impact on the PMOA emis-

sions in the Arctic (Fig. 5).In addition, the linear correlation of total PMOA emissions with each emission driver is summarised

in Table 2 for all Arctic subregions

Figure 5a. shows the average 10-m winds for the Arctic subregions. In the neighbouring North Atlantic waters, Baffin Bay

and Barents and Chukchi seas, winds follow the seasonal meteorological conditions, with intensified velocities in the winter345

months. For the inner Arctic seas, patterns are more heterogeneous. The Central Arctic, Kara Sea, Beaufort Sea and Canadian

Archipelago do not present a pronounced seasonality, whereas, the Laptev and East-Siberian winds tend to be higher in sum-
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mer.

Open ocean fraction follows a similar seasonality for all Arctic subregions, as sea ice shrinks through the summer and refreezes

during winter (Fig. 5b). Before the onset of the melting season, the Greenland and Norwegian Seas present the highest open350

water fractions, nearing 80 %. The Barents Sea ranks next, with values between 60 and 70 %. In contrast, the Central Arctic

experiences only a modest summer SIC reduction, maintaining an open water fraction generally below 10 % throughout the

year. Other subregions display values between 10 % and 60 % during the year’s first five months, followed by a summer in-

crease. Most of these regions experience approximately 40 % sea ice loss, with the most pronounced reductions occurring in

September. In summer, the Beaufort Sea surpasses 65 % open water, whereas the Canadian Archipelago, East Siberian, and355

Chukchi Seas approach 80 %. The Chukchi Sea exhibited the most pronounced transformation, with nearly a 70 % increase

compared to winter. Lastly, the Arctic’s rising SST (Fig. 5c) corresponds to the increase in the fraction of open ocean. In this

case, the warmest temperatures occur in parallel towith the lowest sea ice coverage. The amplitude of SST for each region

varies between one and two degrees Celsius and is similar to that seen in Fig. 5b. Nevertheless, for the Chukchi Sea, sea-

sonality is more prominentpronounced given the strong changes in SIC. Similarly, the Greenland, Norwegian, and Barents360

seas show strong seasonal patterns; however, temperatures are warmer and remain positive throughout the year. Overall, SST

ranges between -2 to 6 ◦C. Within this temperature range, the Sofiev et al. (2011) SST correction factor used in the SS model

representation remains relatively similar for the particles in the accumulation mode, which is the only size class contributing

to PMOA emissions. Therefore, in this case, SST has a smaller effect on marine emissions.

Sea salt aerosol seasonality shows very similar patterns to the 10-m wind speed for the Barents,and Greenland, and Norwegian365

Seas, in which the emissions are the largest in the Arctic Ocean (Fig. 5d). Values steadily decrease from January to June, with

a smooth increase until October. Note that the average open water fraction remains larger than 80 %. However, the variations

in the Barents Sea are less pronounced as it partially freezes and hinders the emissions in winter. This is well illustrated when

comparing the emission drivers in the Nordic Seas and the Chukchi Sea. For the latter, wind strength layies close to that in

the Barents Sea; however, the open ocean is twice smaller than in the Barents region. Similarly, for the remaining subregions,370

the fraction of open water remains lower compared to the Nordic seas throughout the year. Sea spray production commences

between May and June, months in which sea ice starts melting. Among the inner Arctic seas, Chukchi Sea has the strongerst

contributions in October with high surface winds occurrence (6.8 m s−1). Following this region, Kara Sea and Baffin Bay have

the greatest contributions in September (with the maximum in open ocean fraction) and October (conditioned by a peak in

surface winds). Laptev and East-Siberian Sea emissions are close together as a result of contrasting wind and SIC patterns.375

Weaker emissions are also foundobserved in the Beaufort Sea and Canadian Archipelago, strongly controlled by the sea ice

cover. Lastly, in the central Arctic, the fluxes are as extremely low despite the presence of stronger than Arctic average winds,

although with the smallest open ocean areas for sea spray occurrence.

Given the cyclic life of phytoplankton blooms, ocean biomolecules and OMF increase during the polar day and sharply decay

at the end of the Arctic summer. Consequently, organic aerosol emission fluxes present distinct characteristics compared to SS380

and among Arctic subregions (Fig. 5e, f). Furthermore, the interannual variability of PMOA groups is stronger during the high

productivity season, while SS deviations are larger during winter. The most relevant discrepancies with SS seasonal patterns
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are seen in the Barents, Greenland and Norwegian Seas, in which the curve slightly resembles the biomolecule OMF instead

(see also Fig. 3d, e). Nonetheless, as a result of stronger SS fluxes, the magnitude of the organic aerosol emissions remains

larger in the Nordic Seas compared to other Arctic subregions.385

Table 2. Correlation coefficients of the linear Pearson correlation between average emission flux and emission drivers for the Arctic and
Arctic subregions over April-May-June (AMJ) and July-August-September (JAS). Only statistically significant cases (p-value<0.05) are
shown. The absolute maximum values per region are highlighted in bold.

Region Open ocean fraction SST U10 OMF

AMJ JAS AMJ JAS AMJ JAS AMJ JAS
Arctic 0.5 0.5 0.4 0.4 - 0.5 - -
Barents Sea 0.6 0.5 0.6 0.4 0.8 0.8 0.4 -
Kara Sea 0.7 0.6 - 0.4 - 0.7 0.5 0.5
Laptev Sea 0.4 0.7 - 0.5 - 0.6 0.4 0.4
East-Siberian Sea 0.4 0.5 - 0.4 0.4 0.7 0.4 0.5
Chukchi Sea 0.8 - 0.7 - - - 0.6 -
Beaufort Sea 0.7 0.8 - 0.7 - - 0.5 0.6
Canadian Archipelago - - - - - 0.8 - -
Baffin Bay - 0.4 - - 0.5 0.8 - 0.4
Greenland & Norwegian Sea - - 0.4 - 0.5 0.9 - -
Central Arctic 0.4 0.5 - 0.5 - - - 0.4

As previously discussed, PLaer and PCHOaer+DCAAaer present different seasonality and abundance in the ocean and at-

mosphere (see also Fig. 3b). For instance, PLaer has notable contributions during the Arctic summer, whereas, the semi-labile

compounds also contribute outside the bloom period (see also Fig. 4a, b). Note that PCHOaer+DCAAaer emissions have a bi-

modal distribution for the Nordic seas, with a global maximum in May. For these areas, the contributions drop in July to itstheir390

minimum, associated with the lowest wind velocities. Emissions rise to a second maximum in September, triggered by the SIC

decline in summer. This peak later in summer is less prominent in the Barents Sea compared to the Norwegian and Greenland

Seas. Values continue to decay until November, with a moderate increase during the polar night, a period in which PLaer

production is absent. Fig. 5f shows that the PLaer emission fluxes have a similar pattern to that of PCHOaer+DCAAaer for the

Greenland and Norwegian Seas. Interestingly, in the Barents Sea, PLaer does not have a bimodal pattern and persistsremains395

high from May to June, corresponding to the PLaer OMF.

Notably, weaker emissions of marine biomolecules occur in the other Arctic subregions due to weaker sea salt fluxes. As sea

spray occurrence is strongly affected by sea ice cover, organic aerosols become more relevant towards the end of the melting

season. Hence, organic emissions peak throughfrom July to September to decline to values near to zero throughout the winter.

For these regions, PL emission seasonality has more similarities to that of PCHOaer+DCAAaer. Nevertheless, the latter often400

reach their seasonal peak ahead of PLaer. The Chukchi Sea has the highest emissions, followed by Kara Sea, Baffin Bay,

East-Siberian and Laptev seas. The summer sea ice melt primarily triggers the distinction in magnitude of emissions among

these seas The distinction in magnitude of emissions among these seas is primarily triggered by the summer sea ice melt.
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Note that, compared to sea salt, the slopes, and the smoothness of the curves vary for all marine species. These distinguishable

characteristics evidence the effect of marine biological activity in determining the patterns in the emission seasonality.Analysis405

of the annual seasonality of PMOA emissions did not reveal a clear shift toward earlier onset. In the Beaufort Sea, emissions

show a tendency to occur approximately one month earlier during the second half of the study period; however, the patterns

are weak and not sufficiently robust to draw conclusions (not shown)

Modelled marine emission patterns in the Arctic are the result of a combination of four main controlling factors, surface winds,

open-ocean grid cell fraction, SST and marine productivity. The strong power law dependency of SS on wind speed (Long410

et al., 2011) produces significantly higher values for slightly stronger winds (e.g., North Atlantic Ocean in contrast to the

Baltic Sea). Nevertheless, the high bioactivity during summer compensates for the lower wind-driven sea salt emissions, reach-

ing magnitudes comparable to higher wind speed zones. Therefore, the representation of marine aerosol precursors is essential

in polar regions, where seasonality in ocean biological activity and sea ice retreat regulates the organic aerosol emissions dur-

ing summer.415

Finally, we assessed differences between PMOA emission and drivers during spring (April-May-June) and summer (July-

August-September) across Arctic subregions (Table 2). As previously discussed, in the inner Arctic seas emissions are largely

governed by sea ice cover, with the strongest correlations observed in April-May-June (see Open ocean fraction in Table 2).

Conversely, 10-m wind speed shows the highest correlations in the Greenland, Norwegian and Barents seas. This wind-

dominated influence is evident across most subregions in summer. Nevertheless, the open ocean fraction remains as an im-420

portant modulator in the Kara, Laptev and Beaufort seas. Note that SST and OMF, as a proxy for marine biomolecule contribu-

tion, generally exhibit moderate correlations with emissions. Therefore, these results indicate that while surface wind and SIC

strongly modulate emissions in Arctic subregions, SST and OMF have a lesser influence.
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Figure 5. Seasonal climatology of (a) 10m Wind speed, (b) open ocean fraction, (c) SST and emission fluxes of (d) SS, (e) PCHOaer +
DCAAaer and, (e) PCHOaer + DCAAaer and (f) PLaer for the period 1990–2019 simulated by ECHAM-HAM model averaged over the
Arctic and all seas within the Arctic Ocean (Fig. 1). Monthly emissions were obtained by summing the daily values across all grid cells in
the region and then averaging over the 30-year period. The error bars indicate the multiannual standard deviation. Subregions with small
emission fluxes are shown in a separate panel for better representation.
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4 Arctic trends

4.1 Impact of sea ice retreat on PMOA precursors425

To gain deeper insights into how marine biomolecules and their organic contributions to aerosols have evolved under the cur-

rent Arctic warming, this section examines and discusses observed trends in the Arctic region. Figure 6 shows the trends of

the average ocean concentration of PCHOsw and PLsw over July-August-September (summer) in the Arctic region. DCAAsw

was not included here as it presents nearly identical characteristics to PCHOsw, but lower in magnitude. The minimum SIC for

the season overlaps the trends, and it is considered to exclude areas potentially permanently covered by ice. The trends of SIC430

and the net primary production modelled in FESOM-REcoM are also included. In addition, the maximal absolute changes per

region for all biomolecules are shown in Fig. 7a. They represent the maximum or minimum values corresponding to the largest

fraction of the grid with an increasing or decreasing trend, respectively (Fig. 7b). By using this approach, we ensure that the

quantities in Fig. 7a constitute the dominant trend of the region. Note that this analysis was performed considering solely grid

cell points where the trends are significant (Mann-Kendall, p-value<0.05; see hatched areas in Fig. 6a, b and Fig. 7c). Figures435

with the trends for the months April-May-June (spring) are included in the supplement in Fig. F1 and Fig. F2.

PCHOsw concentration (Fig. 6a) increases for most Arctic subregions. The maximum absolute trends remain positive across

all subregions for PCHOsw and DCAAsw (Fig. 7a). Most quantities in Fig. 7b, c appear relatively similar for both semi-labile

groups. Values in the Canadian Archipelago, East-Siberian and Laptev seas exceed 0.04 and 0.012 mmol C m−3 yr−1 for each

group, respectively. In contrast, the weakest changes are seen in the Baffin Bay. The East-Siberian is the only region with the440

most consistently increasing trend for all ocean biomolecule concentration (nearly 100 % grid fraction in Fig. 7b). This region

is followed by the Barents Sea, both presenting the highest grid fraction with a significant trend (over 19 % in Fig. 7c). Simi-

larly, for the Kara, Laptev and Greenland and Norwegian seas, the trend is significant in an area that represents the 15–17 % of

the subregion. However, for these cases, the grid cells with increasing trend range between 80–95 %. Conversely, with roughly

3 % and 6 %, the Beaufort and Chukchi Seas and Canadian Archipelago account for the lowest grid fraction values among all445

Arctic subregions, respectively (Fig. 7c).

PLsw concentration, on the other hand, increases on the Russian shelf and Beaufort Sea (Fig. 6c). The maximum changes

occurred in the Laptev, East-Siberian and Chukchi seas (Fig. 7d). Nevertheless, the density of grid cells with statistically sig-

nificant trend is small for these regions (under 9 %, Fig. 7c) in contrast to Baffin Bay and Nordic Seas (14–29 %). For the

last two cases, PLsw tends to decay, with values ranging from -0.008 to -0.009 mmol C m−3 yr−1, respectively (Fig. 7d). The450

strongest decrease is found in the Canadian Archipelago. However, for the Canadian region as well as for the Chukchi Sea, the

grid fraction with significant trends is are as low as 5.8 % and 2.7 %, respectively (Fig. 7c).

In summary, the trends show differing regional characteristics depending on the biomolecule group. For instance, the largest

density of model grid points with significant trend for PLsw are found in regions with minor sea ice changes (Baffin Bay,

Barents, and Greenland and Norwegian Seas in Fig. 6a, b). On the other hand, for PCHOsw and DCAAsw, the inner Arctic455

seas shares a large grid fraction with a significant trend. Hence, semi-labile biomolecules have predominantly increased in the

Arctic, with the most relevant changes foundobserved in the Russian shelf. In contrast, PLsw has decreased primarily in some
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Figure 6. Arctic trends of (a) PCHOsw and (b) PLsw ocean concentration, (c) sea ice concentration and (d) net primary production from
FESOM-REcoM model for July-August-September of the simulated period 1990–2019. The hatching indicates the areas over which trends
are significant (Mann-Kendall test, p-value<0.05). The green contour line depicts the average season 10 % sea ice concentration. The mini-
mum seasonal SIC for the period occurred in September 2012, and it is also represented in shaded graey.
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Figure 7. Maximum trends for the Arctic subregions in Fig 1 of the (a) biomolecule ocean concentration trend with (b) the highest grid
fraction of increasing or decreasing trends for July-August-September of the period 1990–2019. Only cases where the trends are significant
(Mann-Kendall test, p-value<0.05) are considered, and (c) illustrate the fraction they represent of each region in terms of the percentage of
grid cells. Values were obtained after applying a mask with the minimum sea ice concentration shown in Fig. 6.

areas, with pronounced variations in the Canadian Archipelago and Baffin Bay. Although the increasing trends, when present,

are generally stronger than the negative changes. Note that regions with a strong decline in sea ice generally have a noticeable

and statistically significant increase in marine primary production (see Fig. 6c, d). As a result, biomolecules quantities consis-460

tently experience an increased in the eastern Arctic subregions during summer.

On the other hand, the wide extensionextensive sea ice cover masks the marine biomolecules that potentially contribute to

aerosols during spring (Fig. F1). Hence, in the Russian shelf, the trend is absent for all marine organic groups (see Fig. F2).

Nonetheless, a strong increase in the ocean carbon concentration occurs in the Baffin Bay, Canadian Archipelago and Nordic

seas for PCHOsw and DCAAsw. The Baffin Bay and Barents Sea absolute maximum are significantly larger than the values465

later in summer, by about 65 and 48 %, respectively. Similarly, values for the Greenland and Norwegian Seas only slightly

decreased in the warmer season. In contrast, for the Canadian area, the semi-labile biomolecule concentration trends double

in summer. Interestingly, the grid fraction with a significant trend tends to be smaller in spring, with values not greater than

7 % (see Fig. F1a, Fig. F2c). Lastly, PLsw decreasing trend also persists in the Nordic Seas; however, somewhat weaker and
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stronger than in summer for the Barents and Greenland seas, respectively. In the same manner, Baffin Bay has a higher ab-470

solute upward trend in summer compared to spring. In contrast to the other biomolecules, a significant trend in the Canadian

Archipelago is nonexistent.

Overall, the geographical distribution of PLsw trend has similar characteristics to the NPP changes, especially in the inner

Arctic and towards the sea ice edges (Fig. 6b, d and Fig. F1b, d). This close agreement is expected, as PLsw is a direct product

of phytoplankton carbon exudation. Nevertheless, in the Southern Norwegian and Barents seas during summer, south of the sea475

ice edge, PLsw showed a slightly positive or nearly absent trend that could be caused by depleted DIN. Under this condition,

the carbon-overflow hypothesis (Engel et al., 2004, 2020) could explain the higher phytoplankton exudation rates. Similarly,

for the semi-labile groups, this applies forto multiple regions. However, the trend for the majority of the Arctic subregions

predominantly increases, in contrast to the negative trend seen in NPP and PLsw. The discrepancies are explained by the for-

mation of TEP, which shows closer patterns to the NPP, as they rapidly form after PCHOsw exudation and represent a loss to480

the biomolecule. Interestingly, this process is more evident in sea ice-free regions.

The FESOM-REcoM modelled NPP trends presented here have similar geographic patterns to the yearly changes discussed

by Arrigo and van Dijken (2015) and Lewis et al. (2020) for most Arctic seas. A NPP increase in the inner Arctic waters, and

only little variations or a slight decline in the Nordic seas and Arctic outflow regions hasve been reported in satellite-based

analysis for the period 1998–2012 by Arrigo and van Dijken (2015). Moreover, Cherkasheva et al. (2025) also confirmed for485

the Greenland Sea that no significant NPP trend is observed for the 1998–2022 time series, consistent with the minimal changes

we find in this region. However, some discrepancies are visible in the Barents and Chukchi Seas when comparing the results

in Arrigo and van Dijken (2015) to those presented here. Besides the extended range of years we simulated in our study, one

of the driving differences is the separation of seasons considered in the analysis. For instance, our simulations extend beyond

the 2012 and for the late summer months (July-August-September), which is usually the time by which nutrients are at their490

lowest in Arctic waters (see DIN concentration in (Schourup-Kristensen et al., 2014)), potentially leading to the discrepancies

seen in the Barents Sea compared to Arrigo and van Dijken (2015) and Lewis et al. (2020). Lastly, the trends calculated in the

Chukchi sSea might not be representative of the region, given the limited area in which the trends are significant.

As stated in Leon-Marcos et al. (2024)Leon-Marcos et al. (2025), note that the computation of the biomolecules does not

consider ocean temperature effects on phytoplankton exudation (Zlotnik and Dubinsky, 1989; Guo et al., 2022). Nevertheless,495

a mesocosms study by Engel et al. (2011) demonstrated that for polar waters, an increase in seawater temperature (from 0 to

6 oC) leads to a faster production and larger accumulation of dissolved combined carbohydrates (analogous to PCHOsw) with

no impact on the dissolved amino acids (proxy for DCAAsw). This could be relevant in the current Arctic warming conditions

with SST anomalies of several degrees Celsius in summer (Steele et al., 2008) that continue to exist in future Arctic projections.

500

4.2 Historical and present trends in the PMOA emissions

Here, the pan-Arctic trends in sea ice extent,SST and PMOA emission anomalies are investigated. Figure 8 shows the time

series of averaged summer sea ice area and total PMOA emission anomalies with respect to the period mean for 1990–2019
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Figure 8. Time series of sea ice area in blue,and averaged PMOA (PCHOaer+DCAAaer+PLaer) emission mass flux anomalies in red and
mean SST as an additional panel in grey for (a) the Arctic, and (b) KaraBeaufort Sea and (c) Barents Sea as defined in Fig. 1 for July-August-
September of the simulated period 1990–2019 by ECHAM-HAM model. Dashed lines depict the trend line calculated using the slope and
intercept values derived from the Theil–Sen slope estimator.
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simulated by the ECHAM-HAM model. The yearly mean values for the Arctic Ocean and preferred subregions within the

Arctic Circle are considered. SST is included as an additional panel for better representation. Among all subregions, the ones505

presented here are the only cases for which both, sea ice area, SST and POMAPMOA anomalies presented a significant trend

over the 30-year period. Sen’s slope value and intercept are always included. In addition, to have a better overview of the

changes of the absolute aerosol quantities, the 15-year averaged values of PMOA flux and concentration along with sea ice

area are shown in Table 3. To better illustrate changes in absolute aerosol levels, Table 3 displays the 15-year averages of total

PMOA flux, concentration, and sea ice area.510

The sea ice area for the Arctic Ocean has suffered a critical decline after 2005 (Fig. 8a). A decreasing trend is visible through-

out the period. This behaviour is obvious when comparing the extreme values. The maximum summer sea ice extent occurred

in the first half of the period in 1996 with 7.4 million of ×10−6 km2 in contrast to a minimum of nearly half 4.6 million of

×10−6 km2 in 2012. Conversely, PMOA flux anomalies show an opposite trend to sea ice changes (Fig. 8a). Note that after

2005, positive anomalies are more frequent and stronger. Values were as low as -5.1×10−6 Tg season−1 in 2001 and went515

up to 5.1×10−6 Tg season−1 in 2005. In contrast to the minimum sea ice area, the peak in the positive anomalies is reached

earlier. Moreover, the changes in both variables between periods are not proportional.As previously discussed,In addition to

sea ice, other emission drivers, as well as the ocean biomolecule abundance, influenceother emission drivers control PMOA

emissions, which vary for subregions within the Arctic. However, for the Arctic, only sea ice extent and SST showed a signif-

icant trend over the study period. Like PMOA anomalies, SST have increased since 1990, rising by about 1 ◦C. While during520

2007–2019, SST steadily rose to 2 ◦C, values generally remained below 1 ◦C for the first half of the period. Overall,Hence, a

moderated response of the fluxes to the sea ice retreat and SST increase is evident in Fig. 8a. This is also presented in Table D1

as the correlation between the emission anomalies and variables controlling the emissions.

The influence of emission drivers significantly varies for subregions within the Arctic (see also Table D1). Hence, to illustrate

the strong spatial variability and regional heterogeneities in the Arctic Ocean, the time series of the Beaufort Sea and the Bar-525

ents Sea are discussed as examples.

The decline in sea ice area and the increase in marine emission anomalies are especially pronounced in the last decade of the

study period (see Fig. 8b, c). The minimum sea ice extent in the Beaufort Sea was reached in 2012 with 5×10−7 km2. In the

Barents Sea, values are significantly lower compared to inner Arctic seas and drop to 7.7×10−9 km2 between 2018 and 2019.

In these subregions Beaufort and Barents seas, positive marine emission anomalies occur more frequently during the second530

half of the period than in 1990–2004. Although the decline in Arctic sea ice area is stronger than in individual subregions,

trends in marine emission anomalies remain similar across all cases. Figure 8b, c illustrates the intrinsic link between the frac-

tion of open ocean and marine emissions. In most years, a larger sea ice area corresponds to lower marine aerosol anomalies,

whereas a smaller ice cover corresponds to higher fluxes.Conversely, emission anomalies are positively correlated with SST,

which shows an increasing trend. From the first to the second half of the period, average temperatures rose about 1 ◦C and535

1.5 ◦C in the Beaufort Sea and Barents Sea, respectively. Importantly, emission anomalies are largely governed by sea ice area

for the Beaufort Sea, while this correlation is moderate for the Barents Sea (see Table D1). In the latter case, surface winds

strongly drive the emissions.
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Table 3. AverageValues of sea ice area, PMOA concentration and accumulatedtotal emission mass flux and average PMOA concentration
over the Arctic and Arctic subregions Beaufort Sea and Barents Sea analysed in Fig. 8 for 15-year periods, 1990–2004 (I) and 2005-2019
(II) for July-August-September.Seasonal emission totals are derived by adding daily values throughout the season across all grid cells in the
region. The standard deviation of the multi-year average is shown in parentheses.

Arctic Beaufort Sea Barents Sea

I II I II I II
Sea Ice area (km2) 6.8×106

(3×10−5)
5.7×106

(6.4×10−5)
9.7×10−5

(1.3×10−5)
7.6×10−5

(1.6×10−5)
1.2×10−5

(4.7×10−4)
6.6×10−4

(5.1×10−4)

PMOA flux (Tg season−1) 3.2×10−2

(3.1×10−3)
3.8×10−2

(4.1×10−3)
1.0×10−3

(5.0×10−4)
1.4×10−3

(4.4×10−4)
6.7×10−3

(1.2×10−3)
7.8×10−3

(1.4×10−3)

PMOA concentration
(ng m−3)

2.0×101

(1.8×100)
2.2×101

(2.1×100)
8.0×100

(3.8×100)
1.1×101

(4.1×100)
4.3×101

(5.8×100)
4.5×101

(7.8×100)

For the Beaufort Sea, the magnitude of the emission anomalies is comparable with the Arctic mean (Fig. 8b). The largest

positive and negative anomalies occurred in 2008 (6.1×10−6 Tg yr−1) and 1991 (-5.1×10−6 Tg yr−1). On the other hand,540

anomalies are stronger for the Barents Sea, given the larger fraction of open ocean (Fig. 8c). A prominent peak is seen in the

last year of the studiedy period, with a value of 2.3×10−5 Tg yr−1. For this region, sea ice cover has a weaker effect on marine

aerosol occurrence.

To analyseexamine the changes in other aerosol quantities, Table 3 summarises the averagetotal emission fluxes and average

concentration in addition to sea ice over both halves of the simulated period. With this, we revealed the correlation between545

sea ice retreat and marine aerosol quantities. An increase of 17.3 % was attributed to the average Arctic PMOA emissions from

1990–2004 to 2005-2019, in contrast to a 16.5 % reduction in summer sea ice area. Similarly, PMOA concentration also grew

by 7.7 %. The rate of mean sea ice reduction in the Barents Sea from the early to the late fifteen years is the most notable. The

decline is twice larger than that in the Beaufort Sea, with about 22 and 42 % decrease, respectively. The latter presents the most

drastic increment in the emissions and aerosol concentration, rising more than 30 % and 40 %, respectively. However, fluxes in550

the Barents Sea experienced slightly more than half the increase detected in the inner Arctic sea, while aerosol concentration

only rose by 4.5 %.

In spring, seasonal mean aerosol emission fluxes and PMOA concentrations across the Arctic are lower than in summer (Ta-

ble E1), while sea ice cover is clearly broader. Although the decline in spring sea ice area is weaker than in summer, it remains

detectable. Consequently, increases in aerosol emission fluxes during spring are less pronounced than in the warm season.555

PMOA concentration tends to decline in the second half of the modelled period. On the other hand, in the Beaufort Sea, the

PMOA concentration increase during spring is less pronounced than that of summer. This might be related to the steep sea ice

loss in summer, with over 20 % reduction in the latest fifteen years compared to only 3.1 % negative change through April-

May-June. Lastly, for the Barents Sea, the variation in aerosol quantities areis stronger for the early melting season despite the

less variable sea ice area, but slightly stronger SS emissions change rate.560
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4.3 Regional changes in PMOA emissions and budget

As the analysis shows, there is no uniform pan-Arctic trend in the emissions and occurrence of PMOA. Figure 9 illustrates the

sea ice concentration in ECHAM-HAM simulations (from AMIP) and the regional trends of SIC and PLaer, PCHOaer and SS

emission flux across the Arctic as computed with ECHAM-HAM. The changes per unit of SIC of PLaer emission mass fluxes565

are also presented. Additionally, Figure 10 shows the trends of marine aerosol fluxes per region within the Arctic circle. Due

to the high variability of surface winds, the 10m-Wind velocity trend has overall low significance in the Arctic (see Fig. F3)

and therefore is not included in Figure 10.

The strongest sea ice concentration variations occurred at the outer edges of the ice pack (for SIC < 80 % in Fig. 9a). A

significant loss in sea ice is evident for most areas in the Arctic (Fig. 9b). The strongest decrease occurs in the Chukchi and570

Beaufort Seas (see Fig. 10a). Nonetheless, for all regions, a decline of SIC predominates. Nonetheless, a few regions, such as

the northern Canadian Archipelago and the north coast of Greenland, exhibit areas with a slight, statistically significant positive

trend.

As melting sea ice uncovers ocean areas where bubble bursting process may occur, the aerosol emission fluxes increase in the

Arctic due to larger areas of open ocean water fraction (Fig. 9c–e). The strongest changes in PMOA and SS emission mass575

fluxes are seen in the Southern Barents Sea and in the Greenland and Norwegian Seas (see Fig. 9c). SST and surface wind

speed are also determinants in the estimating emission fluxes estimation. These drivers led to strong emissions over these seas,

which are mostly ice-free (Fig. F3). In contrast, a decrease overin some areas of the North Atlantic waters is probably a result

of weakening wind conditions. In the eastern Arctic, marine aerosol emissions are favoured by the reduction in SIC (Fig. 10a).

Similar patterns over these regions are seen for PLaer and PCHOaer (see Fig. 9d, e and Fig. 10b–d). Note that overall, marine580

organic groups emissions trend’s surface distribution align over the Arctic.

Some areas in the Chukchi, Kara and East Siberian Seas show a reduction in the marine emissions which mis more prominent

for PMOA species (Fig. 9d, e). For the last two cases, the changes could be associated with the slight increment in SIC (Fig. 9b).

Furthermore, 10m-Wind variations generally occur in contrast to the SIC distribution (see Fig. F3a), weakening over zones of

larger SIC due to a higher surface roughness.585

The inverse relationship ofbetween emission fluxes and SIC is also illustrated as well in the changes of emission mass fluxes

per unit of SIC (Fig. 9f). Given the proportional dependency of the emissions on the open ocean fraction per grid cell, a

negative correlation was expected. Over the Arctic, changes of PLaer with respect to SIC are as low as -0.7 ng m−3 per unit of

SIC. The strongest negative correlation is found towards the ice edges for the marine biomolecules. For regions with sea ice

concentrations under 20 % subject to drastic modifications throughout the season and years, the changes of emission per unit590

of SIC were strongly negative, and we excluded them from the analysis.

The average estimated increase for marine aerosols is shown in Fig. 10b–e. Note that for some regions and species, the trends

of the average regional emissions were not significant (blank spaces in Fig. 10). Among the Arctic subregions, the Greenland,

Norwegian, Barents, and Beaufort Seas are the only areas in which all sea spray components simultaneously increased. In

contrast, for the Canadian Archipelago, Baffin Bay, Central Arctic, East Siberian Sea and Kara Sea, no significant trend is595
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detected for the 30-year period is detected . The strongest growth in flux occurred in the Greenland and Norwegian Seas for all

marine species, followed by the Barents Sea (Fig. 10b–e). Similarly, for inner Arctic seas, fluxes rise considerably in agreement

with the strongest sea ice reduction (Fig. 10a). Note that changes are not statistically significant for PLaer in the Russian shelf,

while modest negative trends are seen in the Central Arctic.

In contrast to the summer months, the occurrence of emissions through April–June period, is limited to the Barents, Greenland600

and Norwegian Seas (Fig. F4). Whereas weaker absolute changes are seen for SS in this period, the trend in the emission flux of

PMOA species is stronger than in July-August-September. Surface patterns strongly diverge among marine species. PCHOaer

flux (Fig. F4d) notably increases over the North Atlantic basin. For areas where SS (Fig. F4c) indicated a decrease, the organic

species’ trend is nearly absent, except off the coast of Norway. PLaer (Fig. F4d), on the other hand, presents a distribution that

is different and opposite distribution to PCHOaer in the Greenland Sea.605

Since emissionfluxes patterns are not identical among biomolecules, differing and even contrasting regional trends are seen.

Equally, the diverse biomolecule abundance in the ocean, as well as their physico-chemical characteristics, explain why the

flux trends are not aligned towith that of SS in all cases. Some evident patterns could be seen in PLaer emission trend in

the Chukchi Sea, which coincides with the PLsw ocean concentration changes (Fig. 6b) with decreasing flux but not with SS

emission. This emphasises the influence that the ocean’s biological activity has on marine aerosols and how variable are the610

emissions are per region within the Arctic Ocean.

In summary, SIC changes are relevant in the inner Arctic, controlling the areas where marine emissions can occur, altering SST

and wind stress. On the contrary, in sea ice-free ocean conditions, surface winds and SST sway the emission occurrence. The

comprehensive analysis of the marine biomolecules ocean concentration in comparison to aerosol emission changes indicates

that for most Arctic regions, the marine bioactivity also plays a critical role in the organic aerosol emissions.615

Lastly, tTo analyse the relative changes per year of each marine species over the 30 years across Arctic subregions, Fig. 11

shows the percentage of change per year of emission flux and aerosol concentration. For the whole Arctic, SS emissions

increased by 1.23 % yr−1. Among PMOA aerosols, PCHOaer present the strongest relative increase compared to DCAAaer

and PLaer. For the Arctic subregions, despite the absolute values being the highest for the Barents, Greenland, and Norwegian

waters (Fig. 10b–e), the relative increase is stronger for the inner Arctic seas. The Beaufort and Laptev seas have strong positive620

values, ranging between 2.12 % yr−1 and 3.23 % yr−1. Aerosol concentration trends, on the other hand, are only statistically

significant for all species in the Beaufort Sea. Besides this region, SS is only relevant for the whole Arctic and Chukchi Sea,

while PCHOaer trends are additionally significant in the Canadian Archipelago and Laptev Sea. Note that, given the complex

transport and deposition processes that aerosols undergo once emitted, the trends of aerosol concentration does not necessarily

reflect thatose of the emission fluxes. They are smaller in magnitude, spanning from 1.1 to up to 2.7 % yr−1 for the Arctic625

subregions. For the Arctic, quantities are slightly weaker than for the emissions and only an increase of 0.6 and 0.7 % yr−1

occurs for SS and PCHOaer, respectively. Note that PCHOaer is generally the organic group with the most prominent augment

across Arctic subregions. Conversely, for the early melting season (April-June), while statistically significant trends were

barely apparent for the aerosol concentrations, upward emission trends for some species are found in the Barents, Norwegian,

Kara, Laptev and Chukchi seas. Values tend to decrease for the Canadian Archipelago and Baffin Bay (Fig. F5). Among all630
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Figure 9. Maps of (a) average sea ice concentration (SIC), (b) trend of SIC, trends of emission fluxes of (c) SS, (d) PCHOaer , (e) PLaer and
(f) changes of emission fluxes of PLaer per unit of SIC for SIC>20 %, for July-August-September of the simulated period 1990-2019 by
ECHAM-HAM model. The trend of PLaer per unit of sea ice was computed based on a linear regression model. The hatching indicates the
areas over which trends are significant (Mann-Kendall test or t-test, p-value<0.05).

biomolecules, PCHOaer is the only group with a trend for the whole Arctic, with a relative change exceeding that calculated

in the summer.
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Figure 10. Heatmaps of trends averaged over the Arctic and subregions defined in Fig. 1 for average (a) SIC, aerosol emission mass flux
of (b) PCHOaer , (c) DCAAaer , (d) PLaer , and (c) SS simulated by ECHAM–HAM model for July-August-September of the period 1990–
2019. Only regions where the trend was significant are included (Mann-Kendall test, p-value<0.05).

Finally, we describe the trends in marine aerosol burden and compare the relative increases among different species (Fig. 12).

Their spatial distribution resembles the emission and aerosol concentration patterns previously shown for each species. Note

that values of percentage of increase per year are generally smaller for PCHOaer and DCAAaer (Fig. 12a,b) than for PLaer635

and SS (Fig. 12c,d). For PCHOaer, the burden’s relative rise can reach 1.8 %,yr−1 in the Chukchi Sea. Besides this subregion,

significant trends are found in the Beaufort Sea, parts of the Laptev Sea, and the Southern Barents Sea. Conversely, DCAAaer

shows fewer areas with significant trends, with its maximum increase also in the Chukchi Sea (1.5 %,yr−1). PLaer exhibited

stronger fluctuations, reaching up to 2.4 %,yr−1 in the Beaufort Sea, and also displayed significant patterns in parts of the

Greenland Sea. SS showed the highest relative increases, with maxima of 3.8 %,yr−1 in the Beaufort Sea. Unlike other aerosol640

variables (Fig.11), regional average burdens did not show significant trends. Still, Fig. 12 verifies the presence of positive trends

in marine aerosol burdens across the Arctic.
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Figure 11. Bar plot of the percentage of change per year of total emission flux and near-surface mean aerosol concentration of marine
species for the Arctic and the subregions defined in Fig. 1 for July-August-September of the period 1990–2019. Values were calculated by
normalising the slope of the trend analysis by the 30-year average value for every subregion. The values atop the bars are the corresponding
percentage per year. The shaded bars represent the cases with no significant trend (Mann-Kendall test, p-value>0.05).
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Figure 12. Maps of annual percentage variation in atmospheric burden for (a) PCHOaer , (b) DCAAaer , (c) PLaer , and (d) SS during
July–August–September, derived from ECHAM6.3–HAM2.3 simulations covering 1990–2019. Hatched regions denote statistically signifi-
cant trends (Mann–Kendall test, p-value<0.05).

5 Challenges of modelling PMOA

Observational records are too brief and geographically scarce to establish robust trends. The limited availability of marine

organics’ seawater samples from Arctic field campaigns and the lack of aerosol-species resolved observations, constrains fur-645

ther improvement of methods for computing ocean biomolecules and marine aerosol emissions in the polar region. This data

scarcity is particularly evident in the species-resolved model outputs of the present study. What is presented here is therefore

the best possible estimate of pan-Arctic and subregional conditions, given current data. Nevertheless, inherent uncertainties

must be taken into account when evaluating the results.

The climate-driven sea ice reduction, with the subsequent appearance of wider open ocean areas, contributes to an increase in650

marine emissions. Aerosol-climate model studies agree on a further increase in the SS aerosol budget in the coming decades,

with a relevant impact on cloud formation and cloud-radiative effects in the Arctic (Struthers et al., 2011; Gilgen et al., 2018;

Lapere et al., 2023). Yet, large model uncertainties remain in the representation of marine organic aerosol sources and sea salt

emission (Lapere et al., 2023). Accounting for all relevant aerosol-related processes represents a major challenge for models

in the Arctic (Schmale et al., 2021; Whaley et al., 2022), especially for large-scale models (Ma et al., 2014). Moreover, aerosol655

source apportion, mixing, and removal mechanisms should be improved in models as they are the origin of significant uncer-

31



tainties (Wang et al., 2013; Schmale et al., 2021; Whaley et al., 2022). Aerosol-cloud interaction and theirits impact on Arctic

mixed-phase clouds remains highly uncertain, and considering them in models is difficult (Morrison et al., 2012). Further-

more, the representation of other important marine aerosol sources besides the open ocean could represent a limitation in most

aerosol models. Recent findings by Lapere et al. (2024) raise the necessity of further researchinghighlight the need for further660

research on the SS emission from leads, as their contribution could be comparable to the averaged open-ocean SS fluxes. As

observations have linked organic aerosols and biological components in seawater samples from leads (May et al., 2016; Kirpes

et al., 2019), neglecting this marine source in models could potentially underpredict the actual PMOA concentration over the

ice pack.

Importantly, the source functions to account for marine emission are parameterised in various ways, essentially following the665

correlation between the surface wind speed and the sea spray fluxes (Mårtensson et al., 2003; Gong, 2003). Nevertheless, the

performance of SS emission schemes in models varies over a wide range (Neumann et al., 2016; Barthel et al., 2019; Lapere

et al., 2023). These differences gain relevance in the PMOA fluxes estimation, since the SS scheme and model configuration

determine the emission patterns and PMOA budget (Leon-Marcos et al. 2024)(Leon-Marcos et al., 2025).

In the representation of marine biogenic emissions, some challenges arise in terms of PMOA components. Firstly, DOC670

sources in seawater encompass many other generation mechanisms than phytoplankton carbon exudation alonge (Carlson,

2002). Hence, ocean concentration of organic aerosol precursors could slightly diverge from our results, depending on the

approach to modelling ocean organic groups (Burrows et al., 2014; Ogunro et al., 2015). Secondly, despite being integrated

in the FESOM-REcoM model as a tracer, a parameterization to account for the aerosolizsation of TEP or their enrichment in

aerosols has not been developed and therefore, not considered here. To our knowledge, the implementation of marine gel-like675

particles has not been included in aerosol-climate models. Nevertheless, given the observational evidence of their contribution

to marine Arctic aerosol and CCN (Leck et al., 2002; Leck and Bigg, 2005a; Orellana et al., 2011; Leck et al., 2013), it is athis

topic is worth exploring in future research. Lastly, other components that we neglect are marine microorganisms and bacterial

cells, which could also be transferred to aerosols through bubble bursting (Bigg and Leck, 2001a; Fahlgren et al., 2015; Zinke

et al., 2024), in addition to the potential atmospheric biochemical activities of these airborne microorganisms (Matulová et al.,680

2014; Ervens and Amato, 2020; Zeppenfeld et al., 2021, 2023). Despite these shortcomings, the current study’s results reflect

the major trends based on the current state of knowledge.

6 Summary and Conclusions

As Arctic sea ice continues to melt, elucidating the response of marine organic aerosol emission is important, as they are a685

potentially important climate factor, particularly at high latitudes. In the current study, we investigated the distribution patterns

and seasonality of three main marine biomolecule groups in the Arctic Ocean: dissolved carboxylic acidic containing polysac-

charides (PCHO), dissolved combined amino acids (DCAA), and polar lipids (PL). These components are included within the

model ECHAM-HAM as aerosol tracers to account for the emission, transport, and interactions with clouds and radiation.
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The geographical distribution of biomolecule groups depends on the production and loss mechanisms considered in their690

computation. The physico-chemical characteristics of organics in seawater determines their transfer to aerosols. PL group is

the most relevant to POMAPMOA and the occurrence in seawater concentrates mostly in coastal regions with river mouths,

thatwhich provide nutrients to the Arctic seas. Seasonal patterns of the marine biomolecules and organic mass fraction in

nascent aerosols have a remarkable seasonality. Maximum modelled contributions of the three organic groups typically occur

between May and July. The distributions of marine aerosols and their analogous in seawater strongly vary across Arctic subre-695

gions. The diversity is determined by riverine nutrients supply, sea ice conditions and ocean vertical mixing.

The PMOA emission fluxes were also analysed and tend to be stronger in North Atlantic waters during winter (January-

February-March), spreading towards the central Arctic as sea ice melts in summer. Total annual average PMOA emission mass

flux and atmospheric burden are 5.7 × 10−2 Tg yr−1 and 1.6 × 10−4 Tg, respectively. Overall, aerosol quantities have risen

for 2005-2019 with respect to the preceding fifteen years. This increase across the Arctic varies by species group, influenced700

by regional dependencies, differences in bloom peak timings, and the efficiency of atmospheric aerosol wet removal.

As PMOA is emitted together with SS, its distribution matches in most cases that of SS fluxes. Nevertheless, the seasonality for

Arctic subregions shows the critical influence of marine biological activity, causing a bimodal seasonal distribution in contrast

to the unimodal Arctic average of SS emissions. PMOA fluxes initially peak in May, driven by the contribution from the Green-

land, Norwegian, and Barents seas’ contribution, and then decay decaying towards June with the reaching a minimum in SS705

fluxes. This is followed by a slightly higher maximum in September, concurring with the lowest SIC in the inner Arctic seas.

We attribute the PMOA patterns to the influence of surface wind, open ocean fraction and biomolecule ocean concentration,

and to a lesser degree to the SST variations.

The 30-year historical Arctic trends demonstrates that the negative changes in sea ice concentration and changing primary

production significantly impact phytoplankton exudation. Whileereas a rise in total marine biomolecule mass was detected in710

most Arctic inner seas, a decreasing or contrasting trend occurs in the outflow regions. In terms of aerosols, summer (July-

August-September) emission flux anomalies exhibithave large interannual variations, with a general tendency to increase with

declining as sea ice declines for the second half of the studiedy period. As for the ocean, PMOA trends have noticeable dif-

ferences among Arctic subregions, with predominantly positive changes. PMOA groups show a variable response. We found

that the Arctic averagetotal emission fluxes of PLaer, DCAAaer and PCHOaer have increased by 8.6×10−4, 3.7×10−3 and715

1.5×10−1 Tg season−1 yr−12.6×10−4, 6.8×10−6 and 1.7×10−6 respectively, since 2019. This represents a relative change

of 1.10.8, 1.1 and 0.81.3 % yr−1 for each group.

The results of this modelling study indicate that PMOA emissions are sensitive to the sea ice retreat and changes in marine

primary productivity. The heterogeneous evolution of PMOA species spanning from 1990–2019 suggests that the individual

components of PMOA could have different influences on cloud and precipitation formation. Our work provides a model setup,720

which accounts for different marine organic aerosol groups, that will be extended to consider other marine sources and aerosol-

cloud interaction processes in upcoming works. Considering the distinct properties of cloud condensation and ice nucleation

could have varying impacts on cloud formation and associated climate effects. In this study, we found that PCHO followed by

DCAA held the most prominent relative changes in aerosol quantities for the Arctic Circle and most subregions. Due to the
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enhanced ice-nucleating activity associated with these groups, we canould speculate that their contribution to INP will also725

experience some increase, potentially leading to a positive cloud radiative effect.

Code and data availability. Interactive computing environments for data processing and figure generation can be found at https://doi.org/10.5281/zenodo.15582702.

ECHAM-HAM model is made available to researchers under the HAMMOZ Software Licence Agreement, which outlines the usage

conditions for the model (https://redmine.hammoz.ethz.ch/projects/hammoz/wiki/1_Licencing_conditions, last accessed: 22 November 2024).

The version employed in this work, including the implementation for primary marine organic aerosol emissions, is archived on Zenodo730

(https://doi.org/10.5281/zenodo.14193491). The simulation setup files and code for integrating primary marine aerosols into the model

are provided at https://doi.org/10.5281/zenodo.14203456. The source code for the FESOM2.1-REcoM3 model is also publicly available

at https://doi.org/10.5281/zenodo.14017536. Additionally, the biogeochemical model tracers used to derive marine biomolecule groups

and ocean biomolecule concentrations are available at https://zenodo.org/records/15172565. Data post-processing and trend analyses were

conducted with python (Python Software Foundation version 3.10.10), utilizsing libraries such as pymannkendall, xarray, pandas, and735

cartopy, seaborn and matplotlib for handling and visualizing model outputs. Finally, Climate Data Operators (cdo) version 2.2.4 were used to

adapt bottom boundary condition datasets to the ECHAM–HAM grid and to compute Arctic accumulatedtotal emission fluxes and burdens.
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Appendix A: List of abbreviations

Table A1. Index of abbreviations for the most significant aerosol and marine compounds studied here.

General terms
PCHO Dissolved carboxylic acidic containing polysac-

charides
DCAA Dissolved combined amino acids
PL Polar lipids
Seawater
DOC Dissolved organic carbon
DOCphy_ex DOC fraction exuded by phytoplankton
PCHOsw PCHO in seawater
DCAAsw DCAA in seawater
PLsw PL in seawater
TEP Transparent exopolymer particles
Aerosol particles
PMOA Primary marine organic aerosol
SS Sea salt
PCHOaer PCHO in aerosol particles
DCAAaer DCAA in aerosol particles
PLaer PL in aerosol particles
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Appendix B: Phytoplankton carbon concentration

Figure B1. Maps of the carbon concentration of phytoplankton groups simulated by REcoM, Diatoms (left panel), small phytoplankton (mid-
dle panel) and PLsw for January-February-March (JFM), April-May-June (AMJ), July-August-September (JAS) and October-November-
December (OND) for the period 1990-2019 and sea ice free ocean conditions (SIC<10 %).
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Figure B2. Seasonal climatology of (a) ocean phytoplankton carbon concentration with sea ice free ocean conditions (SIC<10 %) and (b)
SIC modelled by FESOM for the period 1990-2019 averaged over the Arctic Ocean (63◦N − 90◦N ) and Arctic subregions in Fig. 1.
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Appendix C: Ocean biomolecule annual seasonality740

Figure C1. Annual seasonality of normalised averaged ocean biomolecule concentration for (a, b, c) PCHOsw and (d, e, f) PLsw for the (a,
d) Kara, (b, e) Laptev and (c, f) Beaufort seas over the period 1990–2019 considering sea ice free ocean conditions (SIC<10 %, Arrigo et
al.( 2008), 2008).
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Appendix D: Correlation between emission mass flux anomalies and emission drivers

Table D1. Correlation coefficients of the linear correlation between average emission anomalies and emission drivers for the Arctic and
Arctic subregions for July-August-September. Only statistically significant cases (p-value<0.05) are shown. The absolute maximum values
per region are highlighted in bold.

Region Sea ice area SST 10-m wind
speed

OMF

Arctic -0.5 0.4 0.5 -
Barents Sea -0.5 0.4 0.8 -
Kara Sea -0.6 0.4 0.7 0.5
Laptev Sea -0.7 0.5 0.6 0.4
East-Siberian Sea -0.5 0.4 0.7 0.5
Chukchi Sea - - - -
Beaufort Sea -0.8 0.7 - 0.6
Canadian Archipelago - - 0.8 -
Baffin Bay -0.4 - 0.8 0.4
Greenland & Norwegian Sea - - 0.9 -
Central Arctic -0.5 0.5 - 0.4

Appendix E: Differences between 1990–2004 and 2005-2019 for April-May-June

Table E1. AverageValues of sea ice area, PMOA concentration and accumulatedtotal emission mass flux and average PMOA concentration
over the Arctic and Arctic subregions Beaufort Sea and Barents Sea analysed in Fig. 8 for 15-year periods, 1990–2004 (I) and 2005-2019
(II) for April-May-June.Seasonal emission totals are derived by adding daily values throughout the season across all grid cells in the region.
The standard deviation of the multi-year average is shown in parentheses.

Arctic Beaufort Sea Barents Sea

I II I II I II
Sea Ice area (km2) 1.2×107

(2.8×105)
1.1×107

(4.9×105)
1.5×106

(6.1×104)
1.5×106

(6.1×104)
6.8×105

(1.7×105)
5.1×105

(9.1×104)
PMOA flux (Tg season−1) 1.8×10−2

(4×10−3)
1.9×10−2

(4×10−3)
5.29×10−5

(8.3×10−5)
6×10−5

(4.8×10−5)
4.4×10−3

(1.4×10−3)
5.4×10−3

(1.3×10−3)
PMOA concentration

(ng m−3)
1.1×101

(1.9×100)
1.1×101

(2.7×100)
9.6×10−1

(8.5×10−1)
1.1×100

(6.2×10−1)
2.6×101

(8.2×100)
3.0×101

(1.1×101)
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Appendix F: Arctic trends for April-May-June

Figure F1. Arctic trends of (a) PCHOsw and (b) PLsw ocean concentration, (c) sea ice concentration and (d) net primary production from
REcoM model for April-May-June of the simulated period 1990–2019. The hatching indicates the areas over which trends are significant
(Mann-Kendall test, p-value<0.05). The green contour line depicts the average season 10 % sea ice concentration. The minimum seasonal
SIC for the period occurred in June 2016, and it is also represented in shaded gray.
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Figure F2. Maximum trends for regions in Fig 1 of the (a) biomolecule ocean concentration trend with the highest grid fraction of increasing
or decreasing trends of (b) ocean concentration for April-May-June of the period 1990–2019. Only cases where the trends are significant
(Mann-Kendall test, p-value<0.05) are considered, and (c) illustrate the fraction they represent of each region in terms of the percentage of
grid cells. Values were obtained after applying a mask with the minimum sea ice concentration shown in Fig. F1.
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Figure F3. Arctic trends of (a) surface wind speed sea and (b) sea surface temperature (SST) for July-August-September of the simulated
period 1990-2019 from ECHAM-HAM model. Only grid cells where the trends are significant (Mann-Kendall test, p-value<0.05) are
considered.
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Figure F4. Maps of (a) average sea ice concentration (SIC), (b) trend of SIC, trends of emission fluxes of (c) SS, (d) PCHOaer , (e) PLaer and
(f) changes of emission fluxes of PLaer per unit of SIC for SIC>20 %, for April-May-June of the simulated period 1990-2019 by ECHAM-
HAM model. The trend of PLaer per unit of sea ice was computed based on a linear regression model. The hatching indicates the areas over
which trends are significant (Mann-Kendall test or t-test, p-value<0.05).
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Figure F5. Bar plot of the per cent of change per year of total emission flux and near-surface meanaerosol concentration of marine species
for the Arctic and subregions defined in Fig. 1 for April-May-June of the period 1990–2019. Values were calculated by normalising the slope
of the trend analysis by the 30-year average value for every subregion. The values atop the bars are the corresponding percentage per year.
The shaded bars represent the cases with not significant trend (Mann-Kendall test, p-value>0.05).
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Appendix G: Absolute total emission flux trends for July-August-September
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Figure G1. Heatmaps of trends over the Arctic and subregions defined in Fig. 1 for total emission mass flux of (a) PCHOaer , (b) DCAAaer ,
(c) PLaer , and (d) SS simulated by ECHAM–HAM model for July-August-September of the period 1990–2019. Only regions where the
trend was significant are included (Mann-Kendall test, p-value<0.05).

46



Code and data availability. Interactive computing environments for data processing and figure generation can be found at https://doi.org/10.745

5281/zenodo.15582702. ECHAM-HAM model is made available to researchers under the HAMMOZ Software Licence Agreement, which

outlines the usage conditions for the model (https://redmine.hammoz.ethz.ch/projects/hammoz/wiki/1_Licencing_conditions, last accessed:

22 November 2024). The version employed in this work, including the implementation for primary marine organic aerosol emissions, is

archived on Zenodo (https://doi.org/10.5281/zenodo.14193491). The simulation setup files and code for integrating primary marine aerosols

into the model are provided at https://doi.org/10.5281/zenodo.14203456. The source code for the FESOM2.1-REcoM3 model is also publicly750

available at https://doi.org/10.5281/zenodo.14017536. Additionally, the biogeochemical model tracers used to derive marine biomolecule

groups and ocean biomolecule concentrations are available at https://zenodo.org/records/15172565. Data post-processing and trend analyses

were conducted with python (Python Software Foundation version 3.10.10), utilizing libraries such as pymannkendall, xarray, pandas, and

cartopy, seaborn and matplotlib for handling and visualizing model outputs. Finally, Climate Data Operators (cdo) version 2.2.4 were used to

adapt bottom boundary condition datasets to the ECHAM–HAM grid and to compute Arctic accumulatedtotal emission fluxes and burdens.755
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Q., Völker, C., Iversen, M., Juhls, B., and Hauck, J.: Climate change and terrigenous inputs decrease the efficiency of the future Arctic

Ocean’s biological carbon pump, Nature Climate Change, 15, 171–179, https://doi.org/10.1038/s41558-024-02233-6, 2025.950

Perovich, D. K., Light, B., Eicken, H., Jones, K. F., Runciman, K., and Nghiem, S. V.: Increasing solar heating of the Arc-

tic Ocean and adjacent seas, 1979–2005: Attribution and role in the ice-albedo feedback, Geophysical Research Letters, 34,

https://doi.org/10.1029/2007GL031480, 2007.

Porter, G. C. E., Adams, M. P., Brooks, I. M., Ickes, L., Karlsson, L., Leck, C., Salter, M. E., Schmale, J., Siegel, K., Sikora, S. N. F., Tarn,

M. D., Vüllers, J., Wernli, H., Zieger, P., Zinke, J., and Murray, B. J.: Highly Active Ice-Nucleating Particles at the Summer North Pole,955

Journal of Geophysical Research: Atmospheres, 127, https://doi.org/10.1029/2021JD036059, 2022.

52

https://doi.org/10.1002/2016JD025273
https://doi.org/10.1016/S0025-326X(00)00235-6
https://doi.org/10.1038/ngeo1332
https://doi.org/10.1038/s41561-021-00891-1
https://doi.org/10.1029/2002JD002263
https://doi.org/10.5194/acp-16-2921-2016
https://doi.org/10.3389/fmars.2020.00350
https://doi.org/10.1029/2007GL030331
https://doi.org/10.1007/s10533-015-0136-x
https://doi.org/10.1073/pnas.1102457108
https://doi.org/10.1038/s41558-024-02233-6
https://doi.org/10.1029/2007GL031480
https://doi.org/10.1029/2021JD036059


Randelhoff, A., Holding, J., Janout, M., Sejr, M. K., Babin, M., Éric Tremblay, J., and Alkire, M. B.: Pan-Arctic Ocean Primary Production

Constrained by Turbulent Nitrate Fluxes, Frontiers in Marine Science, 7, https://doi.org/10.3389/fmars.2020.00150, 2020.

Rantanen, M., Karpechko, A. Y., Lipponen, A., Nordling, K., Hyvärinen, O., Ruosteenoja, K., Vihma, T., and Laaksonen, A.:

The Arctic has warmed nearly four times faster than the globe since 1979, Communications Earth and Environment, 3, 168,960

https://doi.org/10.1038/s43247-022-00498-3, 2022.

Rinaldi, M., Fuzzi, S., Decesari, S., Marullo, S., Santoleri, R., Provenzale, A., von Hardenberg, J., Ceburnis, D., Vaishya, A., O’Dowd, C. D.,

and Facchini, M. C.: Is chlorophyll-a the best surrogate for organic matter enrichment in submicron primary marine aerosol?, Journal of

Geophysical Research: Atmospheres, 118, 4964–4973, https://doi.org/10.1002/jgrd.50417, 2013.

Rocchi, A., von Jackowski, A., Welti, A., Li, G., Kanji, Z. A., Povazhnyy, V., Engel, A., Schmale, J., Nenes, A., Berdalet, E., Simó, R.,965

and Osto, M. D.: Glucose Enhances Salinity-Driven Sea Spray Aerosol Production in Eastern Arctic Waters, Environmental Science and

Technology, 58, 8748–8759, https://doi.org/10.1021/acs.est.4c02826, 2024.

Rolph, R. J., Feltham, D. L., and Schröder, D.: Changes of the Arctic marginal ice zone during the satellite era, The Cryosphere, 14, 1971–

1984, https://doi.org/10.5194/tc-14-1971-2020, 2020.

Russell, L. M., Hawkins, L. N., Frossard, A. A., Quinn, P. K., and Bates, T. S.: Carbohydrate-like composition of submicron atmo-970

spheric particles and their production from ocean bubble bursting, Proceedings of the National Academy of Sciences, 107, 6652–6657,

https://doi.org/10.1073/pnas.0908905107, 2010.

Schartau, M., Engel, A., Schröter, J., Thoms, S., Völker, C., and Wolf-Gladrow, D.: Modelling carbon overconsumption and the formation

of extracellular particulate organic carbon, Tech. rep., www.biogeosciences.net/4/433/2007/, 2007.

Schmale, J., Zieger, P., and Ekman, A. M. L.: Aerosols in current and future Arctic climate, Nature Climate Change, 11, 95–105,975

https://doi.org/10.1038/s41558-020-00969-5, 2021.

Schourup-Kristensen, V., Sidorenko, D., Wolf-Gladrow, D. A., and Völker, C.: A skill assessment of the biogeochemical model

REcoM2 coupled to the finite element sea ice-ocean model (FESOM 1.3), Geoscientific Model Development, 7, 2769–2802,

https://doi.org/10.5194/gmd-7-2769-2014, 2014.

Schourup-Kristensen, V., Wekerle, C., Wolf-Gladrow, D. A., and Völker, C.: Arctic Ocean biogeochemistry in the high resolution FESOM980

1.4-REcoM2 model, Progress in Oceanography, 168, 65–81, https://doi.org/10.1016/j.pocean.2018.09.006, 2018.

Serreze, M. C. and Barry, R. G.: Processes and impacts of Arctic amplification: A research synthesis, Global and Planetary Change, 77,

85–96, https://doi.org/10.1016/j.gloplacha.2011.03.004, 2011.

Sofiev, M., Soares, J., Prank, M., de Leeuw, G., and Kukkonen, J.: A regional-to-global model of emission and transport of sea salt particles

in the atmosphere, Journal of Geophysical Research: Atmospheres, 116, https://doi.org/10.1029/2010JD014713, 2011.985

Stammerjohn, S., Massom, R., Rind, D., and Martinson, D.: Regions of rapid sea ice change: An inter-hemispheric seasonal comparison,

Geophysical Research Letters, 39, https://doi.org/10.1029/2012GL050874, 2012.

Steele, M., Ermold, W., and Zhang, J.: Arctic Ocean surface warming trends over the past 100 years, Geophysical Research Letters, 35,

https://doi.org/10.1029/2007GL031651, 2008.

Stier, P., Feichter, J., Kinne, S., Kloster, S., Vignati, E., Wilson, J., Ganzeveld, L., Tegen, I., Werner, M., Balkanski, Y., Schulz, M., Boucher,990

O., Minikin, A., and Petzold, A.: The aerosol-climate model ECHAM5-HAM, Atmospheric Chemistry and Physics, 5, 1125–1156,

https://doi.org/10.5194/acp-5-1125-2005, 2005.

53

https://doi.org/10.3389/fmars.2020.00150
https://doi.org/10.1038/s43247-022-00498-3
https://doi.org/10.1002/jgrd.50417
https://doi.org/10.1021/acs.est.4c02826
https://doi.org/10.5194/tc-14-1971-2020
https://doi.org/10.1073/pnas.0908905107
www.biogeosciences.net/4/433/2007/
https://doi.org/10.1038/s41558-020-00969-5
https://doi.org/10.5194/gmd-7-2769-2014
https://doi.org/10.1016/j.pocean.2018.09.006
https://doi.org/10.1016/j.gloplacha.2011.03.004
https://doi.org/10.1029/2010JD014713
https://doi.org/10.1029/2012GL050874
https://doi.org/10.1029/2007GL031651
https://doi.org/10.5194/acp-5-1125-2005


Struthers, H., Ekman, A. M. L., Glantz, P., Iversen, T., Kirkevåg, A., Mårtensson, E. M., Seland, Ø., and Nilsson, E. D.: The effect of sea

ice loss on sea salt aerosol concentrations and the radiative balance in the Arctic, Atmospheric Chemistry and Physics, 11, 3459–3477,

https://doi.org/10.5194/acp-11-3459-2011, 2011.995

Sze, K. C. H., Wex, H., Hartmann, M., Skov, H., Massling, A., Villanueva, D., and Stratmann, F.: Ice-nucleating particles in north-

ern Greenland: annual cycles, biological contribution and parameterizations, Atmospheric Chemistry and Physics, 23, 4741–4761,

https://doi.org/10.5194/acp-23-4741-2023, 2023.

Taylor, Boeke, R. C., Boisvert, L. N., Feldl, N., Henry, M., Huang, Y., Langen, P. L., Liu, W., Pithan, F., Sejas, S. A., and Tan, I.:

Process Drivers, Inter-Model Spread, and the Path Forward: A Review of Amplified Arctic Warming, Frontiers in Earth Science, 9,1000

https://doi.org/10.3389/feart.2021.758361, 2022.

Taylor, K. E., Williamson, D. L., and Zwiers, F. W.: The Sea Surface Temperature and Sea-Ice Concentration Boundary Conditions for

AMIP II Simulations, Program for Climate Model Diagnosis and Intercomparison (PCMDI) Report 60, Lawrence Livermore National

Laboratory, Livermore, California, 2000.

Tegen, I., Neubauer, D., Ferrachat, S., Drian, C. S.-L., Bey, I., Schutgens, N., Stier, P., Watson-Parris, D., Stanelle, T., Schmidt, H., Rast, S.,1005

Kokkola, H., Schultz, M., Schroeder, S., Daskalakis, N., Barthel, S., Heinold, B., and Lohmann, U.: The global aerosol–climate model

ECHAM6.3–HAM2.3 – Part 1: Aerosol evaluation, Geoscientific Model Development, 12, 1643–1677, https://doi.org/10.5194/gmd-12-

1643-2019, 2019.

Vignati, E., Wilson, J., and Stier, P.: M7: An efficient size-resolved aerosol microphysics module for large-scale aerosol transport models,

Journal of Geophysical Research: Atmospheres, 109, https://doi.org/10.1029/2003JD004485, 2004.1010

Walsh, J., McRoy, C., Coachman, L., Goering, J., Nihoul, J., Whitledge, T., Blackburn, T., Parker, P., Wirick, C., Shuert, P., Grebmeier, J.,

Springer, A., Tripp, R., Hansell, D., Djenidi, S., Deleersnijder, E., Henriksen, K., Lund, B., Andersen, P., Müller-Karger, F., and Dean,

K.: Carbon and nitrogen cycling within the Bering/Chukchi Seas: Source regions for organic matter effecting AOU demands of the Arctic

Ocean, Progress in Oceanography, 22, 277–359, https://doi.org/10.1016/0079-6611(89)90006-2, 1989.

Wang, H., Easter, R. C., Rasch, P. J., Wang, M., Liu, X., Ghan, S. J., Qian, Y., Yoon, J.-H., Ma, P.-L., and Vinoj, V.: Sensitivity of remote1015

aerosol distributions to representation of cloud–aerosol interactions in a global climate model, Geoscientific Model Development, 6,

765–782, https://doi.org/10.5194/gmd-6-765-2013, 2013.

Wang, J., Cota, G. F., and Comiso, J. C.: Phytoplankton in the Beaufort and Chukchi Seas: Distribution, dynamics, and environmental forcing,

Deep Sea Research Part II: Topical Studies in Oceanography, 52, 3355–3368, https://doi.org/10.1016/j.dsr2.2005.10.014, 2005.

Wang, S., Jiao, L., Yan, J., Zhao, S., Tian, R., Sun, X., Dai, S., Zhang, X., and Zhang, M.: Impact of sea ice on the1020

physicochemical characteristics of marine aerosols in the Arctic Ocean, Science of The Total Environment, 949, 175 135,

https://doi.org/10.1016/j.scitotenv.2024.175135, 2024.

Wendisch, M., Macke, A., Ehrlich, A., Lüpkes, C., Mech, M., Chechin, D., Dethloff, K., Velasco, C. B., Bozem, H., Brückner, M., Clemen,

H.-C., Crewell, S., Donth, T., Dupuy, R., Ebell, K., Egerer, U., Engelmann, R., Engler, C., Eppers, O., Gehrmann, M., Gong, X.,

Gottschalk, M., Gourbeyre, C., Griesche, H., Hartmann, J., Hartmann, M., Heinold, B., Herber, A., Herrmann, H., Heygster, G., Hoor, P.,1025

Jafariserajehlou, S., Jäkel, E., Järvinen, E., Jourdan, O., Kästner, U., Kecorius, S., Knudsen, E. M., Köllner, F., Kretzschmar, J., Lelli, L.,

Leroy, D., Maturilli, M., Mei, L., Mertes, S., Mioche, G., Neuber, R., Nicolaus, M., Nomokonova, T., Notholt, J., Palm, M., van Pinx-

teren, M., Quaas, J., Richter, P., Ruiz-Donoso, E., Schäfer, M., Schmieder, K., Schnaiter, M., Schneider, J., Schwarzenböck, A., Seifert, P.,

Shupe, M. D., Siebert, H., Spreen, G., Stapf, J., Stratmann, F., Vogl, T., Welti, A., Wex, H., Wiedensohler, A., Zanatta, M., and Zeppenfeld,

S.: The Arctic Cloud Puzzle: Using ACLOUD/PASCAL Multiplatform Observations to Unravel the Role of Clouds and Aerosol Particles1030

54

https://doi.org/10.5194/acp-11-3459-2011
https://doi.org/10.5194/acp-23-4741-2023
https://doi.org/10.3389/feart.2021.758361
https://doi.org/10.5194/gmd-12-1643-2019
https://doi.org/10.5194/gmd-12-1643-2019
https://doi.org/10.5194/gmd-12-1643-2019
https://doi.org/10.1029/2003JD004485
https://doi.org/10.1016/0079-6611(89)90006-2
https://doi.org/10.5194/gmd-6-765-2013
https://doi.org/10.1016/j.dsr2.2005.10.014
https://doi.org/10.1016/j.scitotenv.2024.175135


in Arctic Amplification, Bulletin of the American Meteorological Society, 100, 841–871, https://doi.org/10.1175/BAMS-D-18-0072.1,

2019.

Wendisch, M., Brückner, M., Crewell, S., Ehrlich, A., Notholt, J., Lüpkes, C., Macke, A., Burrows, J. P., Rinke, A., Quaas, J., Maturilli,

M., Schemann, V., Shupe, M. D., Akansu, E. F., Barrientos-Velasco, C., Bärfuss, K., Blechschmidt, A.-M., Block, K., Bougoudis, I.,

Bozem, H., Böckmann, C., Bracher, A., Bresson, H., Bretschneider, L., Buschmann, M., Chechin, D. G., Chylik, J., Dahlke, S., Deneke,1035

H., Dethloff, K., Donth, T., Dorn, W., Dupuy, R., Ebell, K., Egerer, U., Engelmann, R., Eppers, O., Gerdes, R., Gierens, R., Gorodetskaya,

I. V., Gottschalk, M., Griesche, H., Gryanik, V. M., Handorf, D., Harm-Altstädter, B., Hartmann, J., Hartmann, M., Heinold, B., Herber,

A., Herrmann, H., Heygster, G., Höschel, I., Hofmann, Z., Hölemann, J., Hünerbein, A., Jafariserajehlou, S., Jäkel, E., Jacobi, C., Janout,

M., Jansen, F., Jourdan, O., Jurányi, Z., Kalesse-Los, H., Kanzow, T., Käthner, R., Kliesch, L. L., Klingebiel, M., Knudsen, E. M., Kovács,

T., Körtke, W., Krampe, D., Kretzschmar, J., Kreyling, D., Kulla, B., Kunkel, D., Lampert, A., Lauer, M., Lelli, L., von Lerber, A., Linke,1040

O., Löhnert, U., Lonardi, M., Losa, S. N., Losch, M., Maahn, M., Mech, M., Mei, L., Mertes, S., Metzner, E., Mewes, D., Michaelis,

J., Mioche, G., Moser, M., Nakoudi, K., Neggers, R., Neuber, R., Nomokonova, T., Oelker, J., Papakonstantinou-Presvelou, I., Pätzold,

F., Pefanis, V., Pohl, C., van Pinxteren, M., Radovan, A., Rhein, M., Rex, M., Richter, A., Risse, N., Ritter, C., Rostosky, P., Rozanov,

V. V., Donoso, E. R., Garfias, P. S., Salzmann, M., Schacht, J., Schäfer, M., Schneider, J., Schnierstein, N., Seifert, P., Seo, S., Siebert, H.,

Soppa, M. A., Spreen, G., Stachlewska, I. S., Stapf, J., Stratmann, F., Tegen, I., Viceto, C., Voigt, C., Vountas, M., Walbröl, A., Walter,1045

M., Wehner, B., Wex, H., Willmes, S., Zanatta, M., and Zeppenfeld, S.: Atmospheric and Surface Processes, and Feedback Mechanisms

Determining Arctic Amplification: A Review of First Results and Prospects of the (AC)3 Project, Bulletin of the American Meteorological

Society, 104, E208–E242, https://doi.org/10.1175/BAMS-D-21-0218.1, 2023.

Whaley, C. H., Mahmood, R., von Salzen, K., Winter, B., Eckhardt, S., Arnold, S., Beagley, S., Becagli, S., Chien, R.-Y., Christensen, J.,

Damani, S. M., Dong, X., Eleftheriadis, K., Evangeliou, N., Faluvegi, G., Flanner, M., Fu, J. S., Gauss, M., Giardi, F., Gong, W., Hjorth,1050

J. L., Huang, L., Im, U., Kanaya, Y., Krishnan, S., Klimont, Z., Kühn, T., Langner, J., Law, K. S., Marelle, L., Massling, A., Olivié, D., On-

ishi, T., Oshima, N., Peng, Y., Plummer, D. A., Popovicheva, O., Pozzoli, L., Raut, J.-C., Sand, M., Saunders, L. N., Schmale, J., Sharma,

S., Skeie, R. B., Skov, H., Taketani, F., Thomas, M. A., Traversi, R., Tsigaridis, K., Tsyro, S., Turnock, S., Vitale, V., Walker, K. A., Wang,

M., Watson-Parris, D., and Weiss-Gibbons, T.: Model evaluation of short-lived climate forcers for the Arctic Monitoring and Assessment

Programme: a multi-species, multi-model study, Atmospheric Chemistry and Physics, 22, 5775–5828, https://doi.org/10.5194/acp-22-1055

5775-2022, 2022.

Wilbourn, E. K., Thornton, D. C., Ott, C., Graff, J., Quinn, P. K., Bates, T. S., Betha, R., Russell, L. M., Behrenfeld, M. J., and Brooks, S. D.:

Ice Nucleation by Marine Aerosols Over the North Atlantic Ocean in Late Spring, Journal of Geophysical Research: Atmospheres, 125,

https://doi.org/10.1029/2019JD030913, 2020.

Willis, M. D., Köllner, F., Burkart, J., Bozem, H., Thomas, J. L., Schneider, J., Aliabadi, A. A., Hoor, P. M., Schulz, H., Herber, A. B.,1060

Leaitch, W. R., and Abbatt, J. P. D.: Evidence for marine biogenic influence on summertime Arctic aerosol, Geophysical Research Letters,

44, 6460–6470, https://doi.org/10.1002/2017GL073359, 2017.

Willmes, S. and Heinemann, G.: Sea-Ice Wintertime Lead Frequencies and Regional Characteristics in the Arctic, 2003–2015, Remote

Sensing, 8, 4, https://doi.org/10.3390/rs8010004, 2015.

Wilson, T. W., Ladino, L. A., Alpert, P. A., Breckels, M. N., Brooks, I. M., Browse, J., Burrows, S. M., Carslaw, K. S., Huffman, J. A., Judd,1065

C., Kilthau, W. P., Mason, R. H., McFiggans, G., Miller, L. A., Najera, J. J., Polishchuk, E., Rae, S., Schiller, C. L., Si, M., Temprado,

J. V., Whale, T. F., Wong, J. P., Wurl, O., Yakobi-Hancock, J. D., Abbatt, J. P., Aller, J. Y., Bertram, A. K., Knopf, D. A., and Murray, B. J.:

A marine biogenic source of atmospheric ice-nucleating particles, Nature, 525, 234–238, https://doi.org/10.1038/nature14986, 2015.

55

https://doi.org/10.1175/BAMS-D-18-0072.1
https://doi.org/10.1175/BAMS-D-21-0218.1
https://doi.org/10.5194/acp-22-5775-2022
https://doi.org/10.5194/acp-22-5775-2022
https://doi.org/10.5194/acp-22-5775-2022
https://doi.org/10.1029/2019JD030913
https://doi.org/10.1002/2017GL073359
https://doi.org/10.3390/rs8010004
https://doi.org/10.1038/nature14986


Zeising, M., Oziel, L., Thoms, S., Özgür Gürses, Hauck, J., Heinold, B., Losa, S. N., van Pinxteren, M., Völker, C., Zeppenfeld,

S., and Bracher, A.: Assessment of transparent exopolymer particles in the Arctic Ocean implemented into the coupled ocean–sea1070

ice–biogeochemistry model FESOM2.1–REcoM3, https://doi.org/10.5194/egusphere-2025-4190, 2025.

Zeppenfeld, S., Pinxteren, M. V., Hartmann, M., Bracher, A., Stratmann, F., and Herrmann, H.: Glucose as a Potential Chemical Marker

for Ice Nucleating Activity in Arctic Seawater and Melt Pond Samples, Environmental Science and Technology, 53, 8747–8756,

https://doi.org/10.1021/acs.est.9b01469, 2019.

Zeppenfeld, S., Pinxteren, M. V., Pinxteren, D. V., Wex, H., Berdalet, E., Vaqué, D., Dall’osto, M., and Herrmann, H.: Aerosol Marine1075

Primary Carbohydrates and Atmospheric Transformation in the Western Antarctic Peninsula, ACS Earth and Space Chemistry, 5, 1032–

1047, https://doi.org/10.1021/acsearthspacechem.0c00351, 2021.

Zeppenfeld, S., Pinxteren, M. V., Hartmann, M., Zeising, M., Bracher, A., and Herrmann, H.: Marine carbohydrates in Arctic aerosol par-

ticles and fog - diversity of oceanic sources and atmospheric transformations, Atmospheric Chemistry and Physics, 23, 15 561–15 587,

https://doi.org/10.5194/acp-23-15561-2023, 2023.1080

Zhang, J., Schweiger, A., Webster, M., Light, B., Steele, M., Ashjian, C., Campbell, R., and Spitz, Y.: Melt Pond Conditions on Declining

Arctic Sea Ice Over 1979–2016: Model Development, Validation, and Results, Journal of Geophysical Research: Oceans, 123, 7983–8003,

https://doi.org/10.1029/2018JC014298, 2018.

Zhang, K., O’Donnell, D., Kazil, J., Stier, P., Kinne, S., Lohmann, U., Ferrachat, S., Croft, B., Quaas, J., Wan, H., Rast, S., and Feichter,

J.: The global aerosol-climate model ECHAM-HAM, version 2: sensitivity to improvements in process representations, Atmospheric1085

Chemistry and Physics, 12, 8911–8949, https://doi.org/10.5194/acp-12-8911-2012, 2012.

Zhao, H., Matsuoka, A., Manizza, M., and Winter, A.: Recent Changes of Phytoplankton Bloom Phenology in the Northern High-Latitude

Oceans (2003–2020), Journal of Geophysical Research: Oceans, 127, https://doi.org/10.1029/2021JC018346, 2022.

Zhao, X., Liu, X., Burrows, S. M., and Shi, Y.: Effects of marine organic aerosols as sources of immersion-mode ice-nucleating particles on

high-latitude mixed-phase clouds, Atmospheric Chemistry and Physics, 21, 2305–2327, https://doi.org/10.5194/acp-21-2305-2021, 2021.1090

Zinke, J., Freitas, G. P., Foster, R. A., Zieger, P., Nilsson, E. D., Markuszewski, P., and Salter, M. E.: Quantification and characterization

of primary biological aerosol particles and microbes aerosolized from Baltic seawater, Atmospheric Chemistry and Physics, 24, 13 413–

13 428, https://doi.org/10.5194/acp-24-13413-2024, 2024.

Zlotnik, I. and Dubinsky, Z.: The effect of light and temperature on DOC excretion by phytoplankton, Limnology and Oceanography, 34,

831–839, https://doi.org/10.4319/lo.1989.34.5.0831, 1989.1095

56

https://doi.org/10.5194/egusphere-2025-4190
https://doi.org/10.1021/acs.est.9b01469
https://doi.org/10.1021/acsearthspacechem.0c00351
https://doi.org/10.5194/acp-23-15561-2023
https://doi.org/10.1029/2018JC014298
https://doi.org/10.5194/acp-12-8911-2012
https://doi.org/10.1029/2021JC018346
https://doi.org/10.5194/acp-21-2305-2021
https://doi.org/10.5194/acp-24-13413-2024
https://doi.org/10.4319/lo.1989.34.5.0831

