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Abstract.

Accurate estimates of snow accumulation over the Greenland Ice Sheet (GrIS) are essential for reliable projections of sea-

level rise. These are typically obtained from Regional Climate Models (RCMs), which carry substantial temporal and spatially

variable biases, contributing to the metre-scale uncertainties in sea-level rise projections. While numerous studies have eval-

uated RCM bias using select in-situ observational datasets, many assessments are deduced from comparison to reanalysis5

datasets, which too carry substantial uncertainties. Such biases stem partly from the inability of RCMs and reanalysis products

to assimilate point-based in-situ precipitation measurements directly. As a result, the rich network of observations from radar,

ice cores, snow pits and stake networks remains under-utilised in systematic bias-correction of model accumulation.

In this study, we present a novel statistical-semi-empirical model for bias-correcting gridded accumulation output from any

RCM or reanalysis product, utilising two million observational data points from the SUMup surface mass balance dataset. The10

method applies an empirical orthogonal function (EOF) decomposition to model accumulation output and adjusts the mean,

climatology, EOFs and corresponding principle components (PCs) through a set of coefficients. The coefficients are calibrated

by using a least squares optimisation that minimises the misfit between each component of the model accumulation and the

in-situ observations. This allows us to reconstruct spatially complete bias-corrected accumulation maps. Here we apply this

method to monthly accumulation output from HIRHAM5 (1960-2022), RACMO 2.4p1 (1980-2022), and CARRA reanalysis15

(1991-2022), identifying initial mean biases of -8.7% (HIRHAM), +0.5% (RACMO) and +10.9% (CARRA). After adjustment,

these are reduced to -0.1%, -0.1% and -0.2%, respectively. Resulting bias-corrected mean annual accumulation rates over the

ice sheet are estimated at 321 mm yr−1 (HIRHAM, 1960-2022), 375 mm yr−1 (RACMO, 1980-2022) and 384 mm yr−1

(CARRA, 1991-2022).

The framework outlined in this study offers a scalable, transferable solution for enhancing accumulation estimates, applicable20

to other climate models, variables, regions and observational datasets. The resulting bias-corrected accumulation fields offer

an improved input to ice-sheet models, with the potential to reduce uncertainties in future sea-level rise projections through

enhanced integration of observational data.
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1 Introduction

The Greenland Ice Sheet (GrIS) has become the greatest single contributor to present-day global sea-level rise (Hofer et al.,25

2020; Fettweis et al., 2020; van den Broeke et al., 2016), accounting for approximately 22% of the ∼3.3 mm yr−1 total mean

sea-level rise between 2002 to 2022 (Hanna et al., 2024; Jia et al., 2022). Since the mid 1990s, mass loss from GrIS has been

driven by changes in Surface Mass Balance (SMB) (Hofer et al., 2020; van den Broeke et al., 2016, 2009), overtaking ice loss

from calving. SMB is defined as the mass accumulated through precipitation, minus the mass lost through meltwater runoff,

sublimation, evaporation, and wind redistribution. As the largest component of SMB, accumulation is crucial to constrain for30

accurate modelling of ice-sheet evolution. However, due to the high spatial and temporal complexity of precipitation patterns,

accumulation over the GrIS remains poorly constrained. As a result, regional climate models (RCMs) often fail to adequately

capture this variability, leading to biased estimations of ice mass loss (Hanna et al., 2024) and substantial discrepancies between

climate model projections (Otosaka et al., 2023).

Understanding and quantifying accumulation over the GrIS has been a long-standing challenge in polar research. The first35

studies investigating snow accumulation began in the early 20th century, establishing techniques such as stake measurements,

snow pits, and shallow cores to deduce accumulation from snow height and seasonal layering. Ice core projects starting in

the late 1950s analysing stable oxygen-isotope ratios provided new insights into past climate, later leading to the systematic

use of ice cores for detailed accumulation studies (e.g. Box et al., 2013, 2009; Buchardt et al., 2012; Mosley-Thompson

et al., 2001; Clausen et al., 1988). In the mid-1960s, the introduction of ice-penetrating radar systems to track reflections from40

internal ice layers revealed that stratified ice layers formed by seasonal snowfall could be used to infer accumulation rates.

Unlike ice cores, snow pits and stake measurements–which provided point observations–radar techniques enabled continuous

mapping over vast areas. Early radar studies, such as (Robin et al., 1969), demonstrated the effectiveness of radar in revealing

accumulation variability over broad regions, laying the foundation for further ground-based radar surveys (Hawley et al., 2014;

Miège et al., 2013; Medley et al., 2013), as well as airborne campaigns (Montgomery et al., 2020; Lewis et al., 2017; Koenig45

et al., 2016). These advances allowed for systematic coverage of regions of the ice sheet that were previously inaccessible to

in situ measurements, dramatically improving our understanding of accumulation patterns and spatial variability.

One of the earliest comprehensive efforts to synthesise a diverse range of observational data to map accumulation across

GrIS was by Ohmura and Reeh (1991). Using spatial interpolation of measurements from snow pits, ice cores and coastal

weather stations, they estimated the mean accumulation over GrIS to be 310 mm.w.e, and provided one of the most accurate50

maps of accumulation over the ice sheet at the time. This influential study played a crucial role in improving understanding

of how topography and weather systems influence regional snowfall patterns, and the impact on the ice sheet’s mass balance.

Subsequent studies incorporated additional data with improved interpolation techniques (Cogley, 2004; Calanca et al., 2000;

Ohmura et al., 1999), and enhanced understanding of regional variability (McConnell et al., 2001).

Regional climate models provided a way to estimate accumulation patterns on a spatially complete, high resolution grid55

(Ettema et al., 2009; Fettweis et al., 2008; Box et al., 2006; Box, 2005; Box et al., 2004). Similarly, climate reanalysis data

were used to provide accumulation grids (Hanna et al., 2008, 2006, 2005), with the advantage of assimilating in situ atmo-
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spheric observations such as pressure and temperature. Reanalysis datasets could also serve as boundary conditions for RCM

simulations, alongside ancillary observational datasets such as those from weather stations and remote sensing. However, both

RCMs and reanalysis products inherently carry biases due to limitations in model physics and sparse observational constraints.60

To address model bias, Box et al. (2006) calibrated accumulation output from the Fifth Generation Mesoscale Model for

polar climates (Polar MM5) using snow pit observations, identifying and correcting for systematic errors. Expanding on these

advances, Burgess et al. (2010) combined firn core measurements and meteorological station precipitation data with high-

resolution Polar MM5 output to create a spatially complete reconstruction of Greenland Ice Sheet accumulation. This hybrid

methodology resolved inconsistencies in earlier studies that relied on sparse datasets or models alone, providing a new accu-65

mulation grid with enhanced regional accuracy. Using spatial interpolation of linear correction functions derived by region,

Burgess found a mean snow accumulation rate of 337 ± 48 mm yr−1 w.e, 16-21% higher than previous estimates by Ohmura

et al. (1999), Calanca et al. (2000) and Cogley (2004). This increase was primarily attributed to better representation of higher

orographic precipitation, affecting the south east in particular–a region with limited ice core coverage. Accumulation rates

in the south-east were found to exceed 2000 mm yr−1 and dominate the inter-annual variability. Representing 31% of the70

total accumulated mass, this region was found to have a substantial impact on the ice-sheet surface mass balance as a whole,

highlighting the importance of studying regional variability.

Providing one of the first spatially complete reconstructions of accumulation, Burgess et al. (2010) remains a cornerstone for

understanding Greenland’s climate-driven ice loss. Since then, numerous studies have continued to improve on this foundation

through incorporating new observational data and enhanced model simulations (Mouginot et al., 2019; Sandberg Sørensen75

et al., 2018; van den Broeke et al., 2016; Khan et al., 2015; Velicogna et al., 2014; Box et al., 2013; Shepherd et al., 2012).

Despite these advances, SMB remains a major source of uncertainty in projections of future sea-level rise (van den Broeke

et al., 2009).

Ice sheet models, and thus sea-level rise projections, require spatially complete gridded accumulation maps and are there-

fore typically obtained from RCMs. RCMs are often validated using a combination of remote sensing data and in-situ point80

observations from weather stations and, occasionally, firn cores. However, as remote sensing technology cannot accurately

measure surface mass fluxes such as snowfall (Bennartz et al., 2019) and the sparse distribution of weather stations and firn

cores leaving vast regions without data coverage, RCM accumulation maps still carry significant uncertainties today (Vernon

et al., 2013). Though in situ accumulation data from ice cores, radar, snow pits and stake measurements can fill some of these

in-situ data gaps, challenges in aligning the inconsistent temporal resolutions means that the full range of available data remains85

under-utilised in systematic RCM validation.

Here we present a flexible statistical-semi-empirical model designed to utilise the full range of available in-situ data to bias-

adjust any gridded model accumulation output. The SUMup dataset (Vandecrux et al., 2024) includes a compilation of SMB

data derived from a diverse range of different sources including radar, ice-core, snow pit and stake measurements, providing

an extensive basis for model correction. Using this set of over two million data points in Greenland, we produce a data cube of90

monthly bias-adjusted spatially complete accumulation maps. While previous studies have used techniques such as universal

kriging (Ohmura and Reeh, 1991), triangulated irregular networks (Burgess et al., 2010) and least-squares regressions (Box
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et al., 2013) to estimate or correct model fields with point-based observations, these approaches typically do not explicitly

account for patterns of both spatial and temporal bias variability.

We base our method on Empirical Orthogonal Function (EOF) decomposition of the model accumulation output; first cen-95

tring the data to remove the temporal mean and climatology, and then computing the first 10 EOFs and corresponding Principle

Components (PCs) on the anomaly matrix. The EOF modes reveal the preferred patterns of spatial variability captured in the

model accumulation, while the principle components describe how each mode contributes to the variability through time. Util-

ising robust least-squares optimisation, we fit the model data to the SUMup dataset to derive a set of coefficients which adjust

each component of the decomposition. This enables targeted correction of the model’s spatial and temporal structure, offering100

physical interpretability of how each component influences model bias. Limiting the adjustment to the first 10 EOF modes

captures 90% of the variability, while avoiding over-fitting noise captured by the higher order modes.

The aim of this paper is to present the method alongside key data considerations, as well as providing bias-corrected accu-

mulation maps from three models: the HIRHAM regional climate model version 5, the Polar Regional Atmospheric Climate

Model (RACMO) version 2.4p1, and the Copernicus Arctic Regional Reanalysis (CARRA) west domain. We focus on the105

accumulation zone, a region characterised by negligible runoff, making precipitation the most dominant component of the

accumulation. While the method could be extended to adjust full SMB over the whole ice sheet with additional data, our focus

here is to test the approach using key variables available across models. This ensures a consistent comparison, targetting the

largest component of SMB, rather than multiple, less well constrained physical elements simultaneously. We provide an anal-

ysis of mean and seasonal biases before and after bias-adjustment and examine the impact on long-term accumulation trends110

and their sensitivity to temperature.

2 Data

2.1 Gridded Model Accumulation

We present bias-corrected accumulation maps from three models including two RCMs and one reanalysis dataset: (1) the

HIRHAM regional climate model version 5, forced with ERA5 reanalysis (Hersbach et al., 2020) between January 1960 to115

December 2022, (2) the Regional Atmospheric Climate Model (RACMO) version 2.4p1 also forced with ERA5 reanalysis, be-

tween January 1980 and December 2022, and (3) the Copernicus Arctic Regional Reanalysis (CARRA) data between January

1991 and December 2022. For each model, accumulation is obtained by merging the total precipitation (rainfall and snowfall)

with the evaporation and sublimation fields, providing an appropriate representation of net accumulation within the accumu-

lation zone. The specific variable names for each model are stated below. All output data is obtained at monthly temporal120

resolution.
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2.1.1 HIRHAM5 Regional Climate Model (1960-2022)

HIRHAM5 (DMI et al., 2017), is the fifth version of the HIRHAM regional atmospheric climate model, which combines

the dynamics of the HIRLAM model (Undén et al., 2002) with the physical parametrisation schemes of the ECHAM model

(Roeckner et al., 2003). The model is run on a rotated latitude–longitude grid with 5.5 km horizontal resolution over the125

Greenland/Iceland domain. The precipitation and evaporation/sublimation fields are the variables named ‘pr’, which includes

rainfall and snowfall, and ‘evspsbl’–evaporation including sublimation and transpiration.

2.1.2 RACMO 2.4p1 Regional Climate Model (1980-2022)

RACMO 2.4p1 (van Dalum et al., 2024), is a hydrostatic model that integrates the atmospheric dynamics of HIRLAM (Undén

et al., 2002) version 5.0.3 with the physical parametrisations of the ECMWF Integrated Forecasting System. Here, the variables130

‘pr’ (rainfall + snowfall), and ‘evspsbl’ (evaporation including sublimation and transpiration) are used from the R24 experiment

(van Dalum et al., 2024) on the pan-Arctic domain grid on a 11 km grid.

2.1.3 CARRA Reanalysis (1991-2022)

The CARRA reanalysis dataset (Copernicus Climate Change Service, 2021a) is produced using the HARMONIE-AROME

non-hydrostatic regional numerical weather prediction model on a 2.5 km grid, providing the highest resolution gridded model135

data available over the Arctic. CARRA reanalysis uses ERA5 global reanalysis as lateral boundary conditions for input together

with additional observational data. The west domain has a 1069x1269 lambert conformal grid covering Greenland. The variable

‘tp’, total precipitation, is merged with the variables ‘eva’, evaporation, and ‘tisef’, time integrated snow evaporation flux, which

are the closest equivalent variables to ‘evspsbl’ used for HIRHAM and RACMO. Monthly data is obtained by downloading the

30 hour and 6 hour forecasts, which are subtracted to obtain daily values and then resampled to monthly sums.140

2.2 Analysis Domain

We apply a mask to restrict the analysis domain to the interior accumulation zone. This zone is defined as the area where

both HIRHAM and RACMO simulate no runoff; the CARRA runoff product is excluded from this criterion due to known

quality issues affecting its reliability. This masked region designates where bias adjustment is performed, and only SUMup

observations falling within this area are used in the analysis and discussion. We focus on accumulation rather than net surface145

mass balance for several reasons: (1) observations within the accumulation zone are less impacted by melt-related uncertainties

and thus are generally more reliable; (2) we gauge that the SUMup dataset does not provide sufficient information on melt

processes to reliably constrain runoff biases; and (3) extrapolating biases derived from interior observations of SMB to lower-

elevation melt zones would likely be unreliable due to differing processes and conditions.

Inside the accumulation zone mask, where simulated runoff is zero, accumulation, Acc, is approximated as Acc = P −E,150

where P is precipitation and E is evaporation/sublimation. This approximation neglects smaller components such as melt, re-

freezing, wind redistribution and drifting snow erosion, which are not represented in precipitation and evaporation/sublimation
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Variable Bias [mm yr−1] Bias [%] R RMSE

RACMO P-E +1.6 +0.5 0.91 0.0068

RACMO SMB -5.3 -1.7 0.91 0.0067

Table 1. Model mean bias, correlation (R), and root mean square error (RMSE) before bias-adjusting with SUMup data. Bias is expressed

both in mm yr−1 and as the mean percentage deviation from in-situ observations.

variables. While SUMup observations significantly affected by melt are not included in the dataset, the cumulative influence of

these un-modelled processes may contribute to model-observation discrepancies in some regions within the mask, potentially

affecting the reliability of the approximation.155

In RACMO2.4p1, a full SMB variable is available, which includes variables for drifting snow erosion, D, and sublimation

including wind blown snow, S. RACMO SMB is defined as SMB = P −R−D−S (van Dalum et al., 2024). We evaluate

the performance of RACMO P −E versus SMB by a point-wise comparison with SUMup data inside the mask (Table 1). We

find slightly reduced RMSE for SMB (0.0067) versus P −E (0.0068) with near identical correlation (0.91), while absolute

bias and percentage bias are smaller for P−E (+1.6 mm yr−1, +0.5%) compared to SMB (-5.3 mm yr−1, -1.7%). The greater160

bias for SMB may point to uncertainties in the additional drifting snow erosion and wind blown sublimation terms, which

are difficult to validate directly, or reflect measurement uncertainties in the SUMup data. Given the comparable performance,

we asses that P −E is sufficient for our analysis, as uncertainties in both model and observational values likely overshadow

any differences observed. This choice facilitates a consistent comparison with HIRHAM, which does not include drifting snow

erosion and wind-blown snow sublimation in SMB (Langen et al., 2017), and CARRA, for which a dedicated SMB product is165

not available.

2.3 SUMup In-Situ Observational Data

The SUMup collaborative database is a compilation of in situ measurements of SMB as well as subsurface temperature and

density for the Greenland and Antarctic ice sheet from published and unpublished sources (Vandecrux et al., 2024). The 2024

edition contains, in an harmonised format, more than 2.4 million SMB values given between two dates or, if dates are unknown,170

between two years. Of these, over 1.7 million lie within the accumulation zone, derived primarily from airborne radar (Mont-

gomery et al., 2020; Lewis et al., 2017; Koenig et al., 2016), ground based radar (Lewis et al., 2019; Miège et al., 2013), ice/firn-

cores (Kawakami et al., 2023; Freitag et al., 2022a, b, c; Vinther et al., 2022; Osman et al., 2021; Lewis et al., 2019; Graeter

et al., 2018; Miège et al., 2013; Box et al., 2013; Hanna et al., 2011; Bales et al., 2009; Banta and McConnell, 2007; Hanna et al.,

2006; Mosley-Thompson et al., 2001; Miller and Schwager, 2000d, a, b, c, 2004; Hammer and Dahl-Jensen, 1999; Clausen175

et al., 1988), snow pits (Kjær et al., 2021; Schaller et al., 2016; Bolzan and Strobel, 2001a, b, 1999a, b, c, d, e, f, g, 1994) and

stake measurements (Dibb and Fahnestock, 2004).

Most accumulation estimates in SUMup, particularly those derived from radar and ice cores, rely on density corrections to

convert observed layer thicknesses into snow-water-equivalent values. This introduces additional uncertainty, especially where
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Figure 1. Left: geographical distribution of SUMup data points used in this study between 1960 and 2022. The colour of map markers indicate

the method used to derive the accumulation data, with the total number of data points available for each method type in this time period.

Right upper: time dependence of total number of data points with markers for the start year of model data. Right lower: time dependence of

data points by measurement method, with counts in log scale.

density profiles are sparse, inferred, or inconsistently applied. Prior to bias-adjustment, the SUMup data is filtered to remove180

suspected errors, including negative radar-derived accumulation, which likely reflect processing or calculation errors. After

detailed inspection of data from Koenig et al. (2016), we identified that accumulation estimates derived from the 2009 and 2010

surveys appeared largely unrealistic, containing many values either less than half or more than double the corresponding model

estimates and also contradicting other measurements in the SUMup dataset. Koenig et al. (2016) also reported worse statistics

for 2009 and 2010 than for other years, when comparing radar-derived values to accumulation from the MAR regional climate185

model. Consequently, we assume that values from the 2009 and 2010 surveys are subject to improper horizon identification or

density assumptions and are excluded from the analysis. Additionally, Koenig et al. (2016) state that the picked end-of-melt-

season horizons could be assigned an approximate date of 1st July. Based on multiple examples of melt or rain events in late

July (Tedesco and Fettweis, 2020), August (Box et al., 2022) and some time as late as October (Harper et al., 2023), the date of

these horizons in the 2024 SUMup release was set to 1st September. Lastly, we found discrepancies between the timestamps190

associated to accumulation values in Miège et al. (2013) and the related dataset Miege et al. (2014). After testing several

possibilities, pre-summer start dates were set to 1st January, while post-summer start dates are set to 1st January the following

year. Similarly, pre-summer end date are changed to 31st December of the previous year and post-summer end date are changed
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to 31st December. This interpretation, based on typical seasonal snowfall patterns, was seen to improve the consistency with

the rest of the dataset and model estimates.195

Fig. 1 shows the geographical distribution of SUMup data points used in this study and their time dependence. A breakdown

of their spatial coverage by decade is provided in Fig. A2 in the Appendix.

The temporal resolution of the in-situ data varies between method types, where ice core and radar measurements are primarily

based on annual and multi-annual periods. Snow pit measurements are provided at varying resolution between 8-12 months,

while stake measurements cover between 1-9 months. As shown in table 2, the vast majority of data points are annual or200

multi-annual means, making up 84-88%.

For measurements where only the start year and end year are provided in the SUMup dataset, new start date and end date

fields are introduced based on the original studies if stated. For example, some sources measuring cores with H2O2 dating use

the distance between summer peaks to derive annual accumulation (e.g. Kjær et al., 2021), while others use the mid-winter peak

(e.g. Miège et al., 2013). When start and end dates are not explicitly provided in the source text, default values corresponding205

to the first and last days of the reported year(s) are assigned. This applies to 37% of entries for HIRHAM (1960–2022), 28%

for RACMO (1980–2022), and 18% for CARRA (1991–2022). Dates are rounded to the nearest month start/end to limit the

temporal precision to monthly resolution to match the temporal precision of the RCM output.

We assign a dating uncertainty to every SUMup record to account for errors in the time bounds of each SMB measurement,

stated in months. This uncertainty is taken from the original study, if stated, otherwise, a default value is assigned based on210

commonly stated dating uncertainties in studies using similar methods. For radar and ice/firn-core measurements, we assign a

dating uncertainty of 12 months, to account for the possibility of a missed annual layer. Snow pits, for which precise start dates

are unknown, are assigned a dating uncertainty of 2 months, while stake measurements which have defined start and end dates

are given a dating uncertainty of 0. The dating uncertainty is assigned to each measurement as a gaussian weighted uncertainty

distribution, allowing the measurements to be bias-adjusted with the monthly RCM data within the given uncertainty range.215

The latitude and longitude coordinates of each measurement are then matched with the nearest grid cell from the respective

model. To reduce computational time required for the fitting, radar data points from the same source and year range–which are

thus not independent–are grouped and averaged within grid cells. This leads to a different number of individual data points for

fitting each model due to their different spatial resolutions. As illustrated in table 2, for the same 1991-2022 period, HIRHAM

has 69,643 points for the fitting, while RACMO with lower resolution has 30,062, and CARRA has 150,862–over twice as220

many HIRHAM and over five times as many as RACMO. This approach effectively smooths radar data to a greater degree for

the lower-resolution models.

Fig. 2 shows a point-wise comparison of each SUMup data point (with radar values averaged within grid cells) matched

with the corresponding model grid point value. With respect to the SUMup data, HIRHAM shows a negative percentage bias

and standard deviation of the three models, underestimating mean annual accumulation by -8.3% with a standard deviation of225

85.3 mm yr−1 for the 1991-2022 overlap period. RACMO exhibits the lowest mean bias of 1.3%, and a standard deviation

of 81.0 mm yr−1 for the same period, which is lower for the 1980-2022 period at 0.5%. CARRA shows the greatest positive

bias of +10.9%, and the lowest standard deviation of 79.6 mm yr−1. These differences likely reflect a combination of model
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Period Model Annual/multi-annual Sub-annual Monthly Total

1960–2022 HIRHAM 92,743 (88.0%) 12,487 (11.8%) 161 (0.2%) 105,391

1980–2022 HIRHAM 77,770 (86.0%) 12,487 (13.8%) 161 (0.2%) 90,418

RACMO 34,139 (85.8%) 5,466 (13.7%) 161 (0.4%) 39,766

1991–2022 HIRHAM 69,643 (84.6%) 12,478 (15.2%) 161 (0.2%) 82,282

RACMO 30,062 (84.3%) 5,457 (15.3%) 161 (0.5%) 35,680

CARRA 150,862 (85.1%) 26,200 (14.8%) 161 (0.1%) 177,223

Table 2. Number and percentage of observational data points fitted for each model and time period by type and total.

resolution, parametrisation schemes, as well as potential issues with observational data, which are discussed in greater detail

in section 4. A small number of points with anomalously high negative bias—visible as secondary and tertiary peaks in the230

log-scale histogram (Fig. 2)—originate from airborne radar estimates by Koenig et al. (2016) and Montgomery et al. (2020).

These may arise from an incorrect density conversion or missed annual layers in radargrams, resulting in two or more years

of accumulation being recorded as one. Apart from the data from the Koenig et al. (2016) 2009 and 2010 surveys that we

discarded, we could not find specific criteria to isolate these potentially erroneous measurements, and since the radar-derived

SMB observations bring a highly valuable spatial coverage, we retain the remaining radar measurements.235

Figure 2. Left: histogram of model bias before bias-correction (model - SUMup data) covering the full time period of available data for each

model. Right: table showing the mean bias for different time periods.

3 Methods

3.1 EOF analysis

The EOFs are obtained by performing a Principle Component Analysis (PCA) on the masked RCM accumulation output, using

the eofs.xarray module from the eofs Python library (Dawson, 2016).
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The model data, X(x,y, t), is first centred by removing the temporal mean, M(x,y), and the climatology, C(x,y,m), where240

C is the mean deviation of each month, m, from the temporal mean:

C(x,y,m) =
12
Nt

Nt/12∑

i=1

(X(x,y,12(i− 1) +m)−M(x,y)), (1)

where m = month(t) and Nt is the total number of months. The centred data, X′(x,y, t) is thereby expressed as:

X′(x,y, t) = X(x,y, t)−M(x,y)−C(x,y,m). (2)

The centred data, X′(x,y, t), is masked to the accumulation zone and rearranged into matrix form X′, where each row (i)245

corresponds to a time index, and each column, (j), represents a location, (xj ,yj), within the mask. As the regional model grids

are optimised for near-equal area, no area weighting is applied during the analysis.

To compute the EOFs, the covariance matrix, Ψ, of the anomalies, X′, is calculated as:

Ψ =
1

Nt− 1
X′TX′. (3)

The EOFs are derived by solving the eigenvalue problem, ΨE = EΛ, where the eigenvectors, E, are the EOFs and Λ are the250

eigenvalues arranged in a diagonal matrix. The EOFs are ordered by their corresponding eigenvalues such that the first EOF

captures the greatest amount of variance in the data. The Principle Components (PCs) are obtained by projecting the centred

data onto the EOFs:

PC = ET X′, (4)

where each column of PC represents the time series of the corresponding mode, expressing how much each mode contributes255

to the variability through time. The PCs are computed at the temporal resolution of the RCM, which is monthly in this analysis.

The reconstructed RCM accumulation, RCM(x,y, t) can thereby be expressed as:

RCM(x,y, t) = M(x,y, t) +C(x,y,m) +
N∑

i=1

PCi(t) ·EOFi(x,y). (5)

In this study, the first 10 EOF modes are used, capturing over 90% of the variance in each of the models. Using a truncation

such as this, a truncation residual term, R(x,y, t), is introduced to describe the remaining variability and noise not captured by260

the first 10 modes.

It is common to de-trend data prior to EOF decomposition to prevent a long-term linear or low-frequency signal from

dominating the leading modes. However, as accumulation trends vary strongly by region and no clear trend was seen to

dominate the PCs, there was no advantage in removing a single linear trend over the accumulation zone as a whole. By not

de-trending the data, the resulting modes can reflect both the variability and long-term evolution, allowing the bias-adjustment265

to account for trends in a way that appropriately scales with the rest of the data.

To extrapolate values beyond the accumulation zone mask, EOF maps for the full ice-sheet, EOFfull, are calculated using

the PCs derived from the EOF decomposition of the accumulation zone. For the full ice sheet, the anomalies, X′full(x,y, t) can
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be expressed as:

X′full(x,y, t) =
Nt∑

i=1

PCi(t) ·EOFfull,i(x,y). (6)270

Eq. 6 is projected onto PCi(t) and rearranged to obtain an expression for EOFfull,i(x,y):

EOFfull,i(x,y) =
PCi(t) ·X′full(x,y, t)

Nt∑
i=1

PC2
i

. (7)

3.2 The model

The SUMup dataset is used to find a set of coefficients to adjust each component of the reconstructed model accumulation,

derived by fitting the in-situ SUMup data points using the python package scipy.optimize.least_squares for least-squares opti-275

misation (Virtanen et al., 2020).

We introduce a set of parameters to adjust the mean and EOFs (temporally independent) and climatology and PCs (tem-

porally dependent) components of the reconstruction. The bias-adjusted reconstructed accumulation, Acc(x,y, t) is thereby

expressed as:

Acc(x,y, t) = a0 +M(x,y, t) + b0C(x,y,m) +
10∑

i=1

(biPCi(t) + ai)EOFi(x,y) +R(x,y, t), (8)280

where a0 adjusts the temporal mean, M(x,y), ai adjust the EOFs, EOFi, b0 adjusts the climatology, C, bi adjusts the PCs,

PCi, and the truncation residual term, R is not adjusted. The initial guess (no adjustment) is set to 0 for the a parameters and

1 for the b parameters. Using 10 EOFS, there are 22 unknowns.

We minimise the misfit between the SUMup observations and the modelled grid-point values using a residual formulation

that accounts for the varying temporal coverage of the observational data. To ensure that each data point contributes appropri-285

ately to the overall fit, we scale the residual by dividing by the number of months spanned by the observation and multiplying

by twelve, normalising to an annual scale. This effectively gives greater weight to higher resolution data containing more

temporal detail.

Due to the temporal uncertainty inherent in much of the SUMup dataset, of which over 84% consists of annual or multi-

annual averages, the precise timing of individual accumulation events is often uncertain in the observations. Therefore, to290

prevent over-fitting and mitigate the impact of dating errors, we implement Tikhonov regularisation on the b-parameters,

constraining them towards the initial guess via a regularization parameter λ. The optimum λ is found through 5-fold cross-

validation, determined by where the average mean squared error (MSE) of the residuals is minimised. To ensure that the

cross-validation process accounts for potential dependencies within SUMup, we ensure that temporally or spatially linked

measurements—such as data points from the same ice core, snow pit, stake network, or radar horizon—are grouped and295

assigned to the same fold during cross-validation. The resulting optimal λ values were 12.6 for HIRHAM, 8.9 for RACMO,

and 7.9 for CARRA, reflecting differences in how each model’s bias structure affects the fit, as determined independently by

the cross-validation procedure.
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Several data transformation techniques, including log and arcsinh transforms, were tested to reduce the influence of outliers.

The impact of each transformation was evaluated using the same 5-fold cross-validation approach described above. However,300

these provided no measurable improvement in fit quality, and thus development and optimisation of the method continued in

linear space. As an alternative, we evaluated the five loss functions available in the scipy.optimize.least_squares package–linear,

soft_l1, huber, cauchy and arctan–across a range of outlier threshold values (f_scale). We found that the arctan loss function

with f_scale = 1, yielded the greatest reduction in MSE for HIRHAM and RACMO, while still achieving an acceptable im-

provement for CARRA. Based on the residual distributions shown in Fig. 2, we infer a high probability that observations305

differing by more than 1 myr−1 from all three models can be regarded as outliers. We therefore adopt the arctan loss function

with f_scale = 1 in our final configuration.

3.3 Bias Analysis

The coefficients derived from fitting the output data from each model are used to reconstruct the bias-adjusted accumulation ac-

cording to eq. 8. As the models are bias-adjusted with SUMup data only within the accumulation zone mask, the reconstructed310

data for the full ice-sheet is extrapolated using eq. 7. The model bias is presented both as the absolute difference (original mean

minus bias-adjusted mean), as well as the percentage difference, calculated at each grid point as the following:

Bias % =
X −X ′

X
· 100, (9)

where X is the original model temporal mean and X ′ is the bias-adjusted temporal mean. The seasonal bias, grouped by winter

(DJF), spring (MAM), summer (JJA) and autumn (SON), is also assessed by the same metrics.315

The effect of the bias-adjustment is also assessed through analysis of the linear trends and the accumulation sensitivity to

temperature, both analysed by grid-point-wise and domain-wide regressions. The sensitivity is defined as the percent change

in accumulation per degree Celsius increase in temperature, derived from the Clausius-Clapeyron relationship (Clausius, 1850;

Clapeyron, 2006) describing the saturation water vapour pressure, es as a function of temperature, T . Using a similar approach

to Nicola et al. (2023) and Bochow et al. (2024), we can express the Clausius-Clapeyron relationship as:320

dlnes

dT
=

L

RvT 2
= k, (10)

where L is the latent heat of vaporisation, Rv is the specific gas constant for water vapour and k is the growth constant.

Assuming precipitation, P , scales with the saturation vapour pressure, it is common to model the response of precipitation

to temperature via a log-linear relationship (Nicola et al., 2023; Bochow et al., 2024). In this study, we extend this approach

to net accumulation, here defined as (Acc = P −E), where E represents evaporation/sublimation. We assume that under325

cold and/or high-latitude conditions where sublimation and evaporation are limited relative to precipitation, accumulation

approximately scales with precipitation. Therefore we fit ln(Acc) against Northern Hemisphere mean temperature anomalies

from the Hadley Centre dataset (Morice et al., 2021, HadCRUT5 analysis), which combines near-surface (2 m) air temperature

and sea surface temperature (SST) anomalies. The growth factor, k, is determined from the slope of the linear regression, and

therefore represents the fractional change in precipitation per degree Celsius. To express this as a percent change, we define330
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the sensitivity, s, expressed by Bochow et al. (2024):

s = 100×
(
ek − 1

)
, (11)

where s is the percent change in accumulation per degree of warming.

4 Results

4.1 Bias-Adjustment Parameters335

The bias-adjustment coefficients derived from fitting each of the three model outputs to SUMup SMB data within the accu-

mulation zone mask are displayed in Fig. 3. Coefficients are shown for the full available model period, as well as the shorter

periods of overlap. The 1991-2022 period covered by all 3 models is highlighted for comparison. Error bars reflect confidence

in the fitted parameters rather than spatial variability.

Figure 3. Bias-adjustment coefficients derived from fitting HIRHAM, RACMO and CARRA data using the arctan loss function, with

error bars reflecting uncertainty in the parameter estimates. The coefficients derived from each model period are highlighted separately for

comparison. The initial guess (no adjustment) is denoted by the solid black line. Left: the time-independent a parameters adjusting the mean

bias and 10 EOF modes. Right: the b coefficients adjusting the time-dependent climatology and PC modes, with λ value derived from cross-

validation.

The a parameters adjust spatial patterns with no temporal dependency. The coefficient adjusting the mean bias is close to 0340

for all models over all periods, ranging from a minimum of -0.003 for CARRA and a maximum of 0.007 for HIRHAM between

1991-2022. This suggests that all models capture the mean accumulation relatively well relative to observations, with minimal

systematic bias.

The EOF coefficients adjust the amplitude of the spatial patterns of variability. The corresponding EOF maps for the first

three modes in each model can be found in Appendix Fig. A3. Among the model EOF coefficients, CARRA shows the greatest345

variation and widest error bars, with a mean deviation from the initial guess of 0.36 and a standard error of 0.41. For the

same 1991-2022 period, HIRHAM and RACMO show smaller mean deviations of 0.23 and 0.12, respectively, and smaller

uncertainties with standard errors of 0.3 and 0.11.
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The b coefficients adjust the time-dependent components of the accumulation reconstruction in eq. 5. Their values are influ-

enced by the λ regularisation parameter, applied to penalise deviations from the initial guess due to the temporal uncertainty in350

dating the observational data and the limited number of monthly measurements (table 2). Lambda values are derived for each

model individually through cross-validation. For HIRHAM, the highest lambda value of 12.6 limits deviation from the initial

guess more aggressively than for RACMO and CARRA with values of 8.9 and 7.9, respectively. This is reflected by a mean

deviation from the initial guess of 0.06 for HIRHAM, 0.1 for RACMO and 0.28 for CARRA, between 1991-2022.

For all three models, the coefficient adjusting the climatology is within ±0.1 of the initial guess, leaving the seasonal signal355

largely unchanged. Few PC adjustment coefficients (b1 – b10) deviate substantially from their initial value of 1 for all three

models. The most notable exceptions are HIRHAM PC3, RACMO PC4, and CARRA PCs 4 and 6, which are adjusted by 0.5,

0.2, 0.3, and 2 respectively.

4.2 Bias-Adjustment Assessment Metrics

Table 3 presents the model mean bias, correlation and RMSE before and after bias-adjustment based on point by point compar-360

isons–i.e., each SUMup data point (with radar values averaged within grid cells) matched with the corresponding model grid

point value.

Prior to bias-adjustment, CARRA exhibits the largest mean bias of +10.9%. This is followed by HIRHAM, showing negative

mean bias of -8.3% to -8.8%, while RACMO exhibits a minimal initial bias of +0.5% for 1980-2022 and +1.3% for 1991-

2022. After adjustment, the mean bias is reduced to near-zero in all models; -0.1% for HIRHAM and RACMO, and -0.2%365

for CARRA, with substantial reductions in the high initial bias for HIRHAM and CARRA. Notably, all models, including

RACMO, show increased correlation after bias-adjustment, improving by 1-3%. In addition, RMSE is reduced for all models

by 8-18%, with the smallest reductions for RACMO and the largest for CARRA. A comparison of model performance against

observations from 6 individual ice core sites before and after bias-adjustment is provided in Fig. A5.

Period Model Bias [%] Biasadj [%] R Radj ∆R [%] RMSE RMSEadj ∆RMSE [%]

1960–2022 HIRHAM -8.7 -0.1 0.87 0.90 2.4 0.0074 0.0065 -12.2

1980–2022 HIRHAM -8.8 -0.1 0.88 0.91 2.8 0.0074 0.0063 -14.4

RACMO +0.5 -0.1 0.91 0.92 0.9 0.0068 0.0062 -8.1

1991–2022 HIRHAM -8.3 -0.1 0.88 0.91 3.0 0.0074 0.0063 -15.3

RACMO +1.3 -0.1 0.91 0.92 1.0 0.0068 0.0062 -8.5

CARRA +10.9 -0.2 0.90 0.92 1.8 0.0071 0.0058 -18.0

Table 3. Model mean bias, correlation (R), and root mean square error (RMSE) before and after bias-adjusting with SUMup data. Bias is

expressed as the mean percentage deviation from in-situ observations.
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4.3 Mean Accumulation and Spatial Bias Patterns370

Fig. 4 shows spatially complete mean fields for original model values, bias-adjusted values and mean bias, expressed as the

absolute difference as well as the percentage bias, calculated by eq. 9. Spatial patterns are shown here for HIRHAM (1960-

2022), RACMO (1980-2022) and CARRA (1991-2022), and periods of overlap are provided in the appendix, Fig. A1. Mean

values for the full periods as well as overlaps are presented in Table 4 (in mm yr−1) and Table A1 in the Appendix (in Gt yr−1).

As the models are bias-adjusted with SUMup data only within the accumulation zone mask, detailed analysis of spatial pattern375

biases will be focussed on the region inside the accumulation zone mask.

Before bias-adjustment, the three models share a similar overall spatial pattern: low accumulation in the north-east, gradually

increasing southward, with the highest values in the south and south-east, increasing rapidly towards the ice sheet margins. After

bias-adjustment, this overall behaviour remains largely unchanged, however the bias patterns reveal considerable differences

between models. While HIRHAM underestimates accumulation across the majority of the ice-sheet, CARRA overestimates380

almost everywhere. RACMO’s bias pattern shares features with both HIRHAM and CARRA, resembling HIRHAM across

the northern two-thirds of the ice-sheet but appearing more similar to CARRA in the southern third. One consistent feature

across all three models is a region of positive bias in the north west, where accumulation is overestimated increasingly towards

the margins. This shared tendency is also seen to a lesser degree at the central west and central east margins outside of the

accumulation zone.385

HIRHAM is consistently biased low over all time periods, underestimating by -12.4% in the accumulation zone and -8.4%

over the entire ice sheet for the full 1960-2022 period. This bias diminishes as earlier data is excluded (4). Prior to bias-

adjustment, a distinct area of low accumulation (0-100 mm yr−1) is apparent in the northern part of the accumulation zone,

which is no longer evident after bias-adjustment. This change is reflected in the map of percentage bias, which shows that the

areas surrounding the ice divide in the north-east carry the most negative bias, with values reaching up to -60%. The map of390

absolute bias reveals that the highest accumulation regions in the south-east also contribute significantly to model error, where

HIRHAM underestimates accumulation by over 120 mm yr−1 towards the ice sheet margins.

RACMO shows the smallest average bias of the three models, underestimating accumulation by -4.9% in the accumulation

zone and -1.3% over the ice sheet for the full 1980-2022 period. Before bias-adjustment, RACMO also shows a distinct area

of low accumulation (0-100 mm yr−1) in the northern interior, which vanishes after bias-adjustment. The strongest negative395

percentage bias in RACMO is likewise located in the north-east interior, reaching up to -40%. However, towards the south, a

prominent positive absolute bias emerges in RACMO, where values exceed +150 mm yr−1 towards the south west ice-sheet

margins. In contrast, a small area of negative bias is observed at the south-east margin, reaching up to -60 mm yr−1.

CARRA shows the highest accumulation of all three models, overestimating by a mean of 8.6% in the accumulation zone and

9.6% over the ice sheet. Before bias-adjustment, the area of low accumulation in the northern interior–visible in both HIRHAM400

and RACMO–is not present in CARRA, which shows that the mean accumulation does not fall below 100 mm yr−1 anywhere

within the accumulation zone. However, a small region with values of 0-100 mm yr−1 does emerge after bias-adjustment. Like
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Figure 4. Mean maps of model accumulation and bias over for HIRHAM (1960-2022), RACMO (1980-2022) and CARRA (1991-2022).

Values stated in the lower corners of each plot indicate the spatial mean calculated over the accumulation zone (left) and ice sheet (right).

First row: original mean model accumulation before bias-adjustment. Second row: mean bias-corrected accumulation. Third row: mean bias

in mm yr−1, (original - bias-adjusted). Fourth row: mean percentage bias, mean(original - bias-adjusted) / mean(original).
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Accumulation Zone Ice Sheet

Period Model Acc Accadj Bias Bias % Acc Accadj Bias Bias %

[mm yr−1] [mm yr−1] [mm yr−1] [%] [mm yr−1] [mm yr−1] [mm yr−1] [%]

1960–2022 HIRHAM 260 284 −24 −12.4% 321 340 −20 −8.4%

1980–2022 HIRHAM 265 289 −24 −11.7% 326 346 −20 −7.9%

RACMO 297 296 +1 −4.9% 375 358 +16 −1.3%

1991–2022 HIRHAM 268 290 −22 −10.4% 329 348 −18 −6.9%

RACMO 301 298 +3 −3.5% 379 361 +18 −0.1%

CARRA 322 292 +30 +8.6% 384 344 +40 +9.6%

Table 4. Mean annual accumulation in the accumulation zone and ice sheet before and after bias adjustment. Bias is shown in both absolute

(mm yr−1) and relative percentage (%). Corresponding values in Gt yr−1 are provided in Table A1 in the Appendix.

RACMO, CARRA exhibits its strongest positive bias in the south-west, where values exceed +150 mm yr−1, contrasted by a

narrow region of negative bias in the south east.

4.4 Seasonal Bias Maps405

Fig. 5 shows the mean seasonal percentage bias for each model over the full model period. It is important to note that 84–88%

of the SUMup observations used in this study are annual or multi-annual means, with many start and end dates estimated from

mid-winter or mid-summer measurement peaks. Among the sub-annual records, most span 8–10 months, where the end date

is when the measurement was taken–typically between April and July–and the start date is estimated as the previous summer

peak, often assumed to be 1st July (e.g. Montgomery et al., 2020; Lewis et al., 2017) or September (assigned in SUMup for410

snowpits from Vandecrux et al. (2023). Only a small fraction (0.1-0.5%) are monthly measurements matching the temporal

resolution of the model output. Thus, the seasonal bias patterns should be interpreted within the context of these limitations,

as they are unlikely to be as robust as the long-term annual means. For this reason, only the full model periods are examined

without comparisons across the overlap periods.

For HIRHAM, the highest mean negative bias occurs during the winter and spring months, reaching up to -16% in the415

accumulation zone and -11% over the ice sheet. This bias is reduced in the summer, decreasing to -10.5% and -6.5%, before

increasing slightly in the autumn to 10.6% and 7.3%, respectively. The overall spatial pattern remains relatively consistent

through the year, with regions of strongest negative bias around the ice divide in the northern interior and in the south. In the

winter, the northern interior shows a large region where bias exceeds -50%. This area is reduced in size in the spring, reaching

a maximum of -40% in small regions in the summer.420

RACMO also shows the lowest mean bias in the winter and spring months in the accumulation zone, at -7%, becoming less

negative for the summer and autumn months at -4%. However for the whole ice sheet, which includes larger areas of positive

bias, the winter and spring mean biases are only -2%, while the summer shows the greatest negative bias at -5%, becoming
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Figure 5. Model mean seasonal percentage bias: mean(original - bias-adjusted)/mean(original). Mean seasonal patterns are shown for

HIRHAM between 1960-2022, RACMO between 1980-2022 and CARRA between 1991-2022.
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least negative in autumn at -1%. Though overall spatial patterns are relatively consistent throughout the year, maximum biases

in the south-west reach up to +40% in the winter and gradually decrease through the year to +20% in autumn. Negative biases425

in the north east are also more pronounced in the winter and spring reaching -50%, reducing to up to -40% in summer and

autumn.

CARRA shows a consistent overall positive bias throughout the year. In the accumulation zone, the highest mean bias occurs

during the autumn and summer months at +9%, reducing to +8% in the spring and winter months. Over the full ice sheet, the

lowest bias is also seen in spring and winter at +9%, with the highest bias in the summer at +12%. In the winter, regions of430

negative bias are seen in the north and central west interior, with values in the accumulation zone between 0 and -20%. These

areas reduce in size through the year, while other areas of negative bias emerge in the north-east. In the autumn, almost no areas

of negative bias remain within the accumulation zone, leaving a relatively uniform and low positive bias of less than +30%.

4.5 Temporal Trends

Fig. 6 shows the temporal trends captured in the full model data before and after bias-adjustment. The maps represent the435

spatial variation in trend fits, calculated by regressing each grid-point accumulation over the full data period. Below, the mean

annual accumulation over the whole domain (accumulation zone or ice sheet) is plotted against time with the linear fit. Mean

accumulation trends resulting from fitting the models to each of the three time periods are shown in table 5.

HIRHAM shows a positive trend across the accumulation zone between 1960-2022. The rate of accumulation increase is

highest towards the south and central east margins, reaching over 30 mm yr−1 decade−1. There are few small areas which440

show a decrease in accumulation, in the central west, north and south, all of which are outside the accumulation zone mask.

This pattern remains largely unchanged after bias-adjustment, and is reflected by the linear trends for both domains decreasing

by only 0.1 mm yr−1 decade−1.

For RACMO between 1980-2022, areas of decreasing accumulation rates are observed in the south west and along the north

margin before bias-adjustment. In addition, a small pocket of sharply decreasing accumulation rates is present above areas of445

strong positive increasing accumulation in the south east. After bias-adjustment, the negative area in the south west are now

positive, while the negative area in the north now covers a wider region, stretching further south into the accumulation zone.

The adjustment decreases mean trends over the accumulation zone and ice sheet more significantly than for HIRHAM, from

5.7 mm yr−1 decade−1 and 7.4 mm yr−1 decade−1, to 4.7 mm yr−1 decade−1 and 6.8 mm yr−1 decade−1 respectively.

CARRA (1991-2022) shows negative trends spanning most of the western ice sheet, with the exception of small areas near450

the north-west margins and in the south-central-west, while the north and south east are dominated by positive trends. After

bias-adjustment, the negative areas are interrupted by a region of positive trends covering the central ice sheet from west to

east. More positive trends appear across the centre, while larger areas of more intense negative trends exceeding -30 mm yr−1

decade−1 emerge in the north west. CARRA shows the lowest mean trends of the three models of 1.0 mm yr−1 decade−1 in

the accumulation zone and 1.8 mm yr−1 decade−1 over the ice sheet, reducing to 0.5 mm yr−1 decade−1 and 1.5 mm yr−1455

decade−1 after bias-adjustment.
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Figure 6. Temporal regressions before and after bias-adjustment shown for HIRHAM (1960-2022), RACMO (1980-2022) and CARRA

(1991-2022). Upper: maps showing the grid-point-wise regression representing spatial variation in linear trends. Lower: mean annual accu-

mulation over the accumulation zone (mask) and full ice sheet with linear fits.

Mean accumulation trends resulting from fitting the models to each of the three time periods are shown in 5. Accumula-

tion trends decrease unanimously after bias-adjustment across all models and domains. For the bias-adjusted HIRHAM and
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RACMO data, it can be seen that trends decrease as earlier data is excluded, while uncertainties and p-values increase. The

temporal trend in bias for each model is further analysed in Fig. A4, illustrating how each model bias evolves through time.460

Accumulation Zone Ice Sheet

Period Model Trend Trendadj Trend Trendadj

[mm yr−1 decade−1] [mm yr−1 decade−1] [mm yr−1 decade−1] [mm yr−1 decade−1]

1960–2022 HIRHAM 4.6± 3.5, p=0.01 4.5± 3.4, p=0.01 5.1± 4.4, p=0.02 5.0± 4.3, p=0.03

1980–2022 HIRHAM 4.4± 6.4, p=0.18 4.1± 6.3, p=0.20 5.2± 8.2, p=0.21 4.9± 8.0, p=0.23

RACMO 5.7± 7.1, p=0.12 4.7± 7.0, p=0.18 7.4± 8.9, p=0.10 6.8± 8.7, p=0.13

1991–2022 HIRHAM 3.1± 10.0, p=0.54 3.0± 9.9, p=0.55 3.3± 13.2, p=0.62 3.2± 12.9, p=0.62

RACMO 4.0± 11.4, p=0.49 3.2± 11.1, p=0.57 5.6± 14.6, p=0.45 5.1± 14.2, p=0.48

CARRA 1.0± 12.2, p=0.88 0.5± 9.7, p=0.92 1.8± 14.8, p=0.81 1.5± 11.9, p=0.80

Table 5. Mean temporal trends calculated over the full time series and overlap periods, with confidence intervals and p-values.

4.6 Temperature Sensitivity Analysis

Fig. 7 shows the results of the temperature sensitivity analysis, calculated according to eq. 10. The maps represent the spatial

variation in sensitivity, s, defined in eq. 10, resulting from the grid-point wise regression of log-scaled model accumulation

against northern hemisphere temperature (NHT) anomalies. White regions inside the ice sheet area are caused by negative

accumulation values, which are undefined. Below, the domain-wide mean annual accumulation is plotted in log-scale against465

NHT anomalies with the resulting linear fit and sensitivities indicated in the legend.

HIRHAM (1960-2022) exhibits the highest mean sensitivities of all three models. Before bias-adjustment, these are 8.1%K−1

for the accumulation zone and 7.1%K−1 over the ice-sheet, with areas across the central- to north-east exceeding 25%K−1 to-

wards the ice-sheet margins. Negative sensitivities reaching up to 15%K−1 are observed in narrow regions near the north-,

central- and south-western margins outside the accumulation zone, though positive sensitivities dominate the ice sheet over-470

all. After bias-adjustment, mean sensitivities are reduced by 8-12% to values of 7.1%K−1 (accumulation zone) and 6.8%K−1

(ice-sheet). While the overall spatial pattern remains largely the same, the regions of highest sensitivity (>10%K−1) in the

north-east are slightly reduced in size and shift further east. This leaves the sensitivity across the west and south largely be-

tween 0-5%K−1.

RACMO (1980-2022) shows lower mean sensitivities with values of 6.8%K−1 (accumulation zone) and 5.7%K−1 (ice-475

sheet) before bias-adjustment. Like HIRHAM, RACMO also exhibits areas of high sensitivity across the central- to north-east

reaching up to a maximum of 25%K−1, though these are slightly smaller in size and are located further inland. Areas of negative

sensitivity of between 0-20%K−1 are present in the north-west towards the ice sheet margins, appearing more prominently

than in HIRHAM. In the south, RACMO shows high positive sensitivities in the east reaching up to 20%K−1, contrasted with

negative sensitivities in the west up to -5%K−1. After bias-adjustment, mean sensitivities are reduced by 27-35%, to values480
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Figure 7. Temperature sensitivity analysis for HIRHAM (1960-2022), RACMO (1980-2022) and CARRA (1991-2022). Upper: maps rep-

resenting spatial patterns of sensitivity derived from grid-point wise regressions of log-scaled model accumulation against NHT anomalies.

Empty grid points resulting from negative values in the accumulation are excluded in the calculation of the mean sensitivities. Lower: accu-

mulation zone wide and ice-sheet wide mean annual accumulation (log-scaled) plotted against NHT anomalies with linear regressions and

sensitivities indicated in the legend.
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of 4.7%K−1 in the accumulation zone and 4.1%K−1 over the ice-sheet. The highest positive values in the east are reduced

in magnitude, now reaching up to a maximum of 20%K−1. Regions of negative values in the north now reach further inland,

while the region of negative sensitivity in the south-west is reduced in size.

CARRA (1991-2022) shows the lowest mean sensitivities of all three models, with values of 1.9%K−1 over the accumulation

zone and 0.7%K−1 over the ice sheet before bias-adjustment. Negative sensitivities dominate most of the west side of the485

accumulation zone, contrasted with a region of high sensitivities reaching up to a maximum of 25%K−1 in the central- to

north-east–a feature common to all three models. A west-east contrast is observed in the south, with negative sensitivities

reaching up to -25%K−1 in the south-west and +25%K−1 in the south-east. After bias-adjustment, the magnitude of both

positive and negative sensitivities is enhanced, creating stronger spatial contrasts. Mean sensitivities are reduced to 1.2%K−1

(accumulation zone) and 0.3%K−1 (ice-sheet), decreasing by 35-55%. The region of highest positive values in the north- to490

central-east expands, with a larger proportion exceeding 25%K−1. The negative region in the north also expands further inland,

with a large areas of values between -15%K−1 to -25%K−1.

Sensitivities derived from the domain-wide regressions are lower in most cases. An exception is RACMO over the ice sheet,

where the domain-wide sensitivity is higher at 5.5%K−1 compared to the point-wise mean of 4.2%K−1, and notably, CARRA

exhibits negative domain-wide sensitivities for the accumulation zone.495

5 Discussion

5.1 Mean Bias and Seasonal Bias Patterns

For all models, the bias-correction substantially improves mean percentage bias, correlation and RMSE compared to obser-

vations (3). Inter-model agreement also improves significantly, with the standard deviation between models decreasing from

27 mm yr−1 to 4 mm yr−1 after adjustment. Interestingly, a consistent slightly negative bias of -0.1% to -0.2% remains in all500

models, despite initial positive biases in RACMO and CARRA. This demonstrates that the robust loss function successfully

limits the influence of outliers, which are mostly negative (Fig. 2). As the RMSE metric gives full weight to the outliers, it thus

becomes negative.

Despite having the coarsest resolution of the three models, RACMO, shows the lowest initial point-wise mean bias of +0.5%

for the full 1980-2022 period and 1.3% for 1991-2022. Comparison of the initial accumulation fields with the bias corrected505

fields also shows that RACMO has the lowest mean biases, ranging from -0.1% to -4.9% (Fig. 4). Inspection of the spatial bias

patterns, however, reveals that RACMO exhibits areas of both strong positive and negative bias. These spatial contrasts may

explain its low overall mean bias, while CARRA and HIRHAM, with significantly higher mean biases, have more consistent

positive and negative spatial bias patterns, respectively.

CARRA exhibits the highest initial point-wise mean bias of 10.9%, as well as high mean biases in the spatially complete510

fields of 8.6% in the accumulation zone and 9.6% for the whole ice-sheet. With the highest resolution (2.5 km), one would

expect CARRA’s accumulation estimates to be the most accurate the three models. Yet, we find it to overestimates accumulation

across the majority of ice-sheet, with bias exceeding +150 mm yr−1 in the south west. Previous studies have found that CARRA
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outperforms other models compared to observations. Comparing CARRA and RACMO2.3p2 with daily snow depth data from

9 coastal weather stations, van der Schot et al. (2024) report that correlation coefficients between CARRA and observations are515

generally higher than for RACMO, with no clear overestimation or underestimation from either model. Similarly, (Box et al.,

2023) evaluate CARRA, ERA5, NHM-SMAP, RACMO and MAR against in-situ precipitation data from 7 sites in southern

Greenland, finding that CARRA simulations correlate highest with field data from the relatively wet sites. They note, however,

that correlations at drier locations vary substantially due to limited data resulting in less robust statistics. These studies are

based on small, mostly coastal datasets, and do not reflect conditions across the broader ice sheet. In contrast, our analysis of520

CARRA uses over 170,000 observational data points spanning the entire accumulation zone over 31 years, revealing biases

that may not be captured in more localised evaluations.

The CARRA Data User Guide (Copernicus Climate Change Service, 2021b) notes that the model tends to overestimates

precipitation compared to in-situ observations over northern Norway, Sweden and Finland. It also highlights, that the model

is in better agreement with the observations of high-precipitation events than ERA5, whose coarser resolution is not able to525

predict the highest precipitation amounts. Hence, CARRA’s tendency towards overestimation may in fact be linked to its higher

spatial resolution, which enhances its sensitivity to intense precipitation events, potentially amplifying them beyond what is

observed.

Common to all models is a strong bias in the south; a region characterised by high snowfall and mountainous topography.

Previous studies have identified the south-east, in particular, as a significant source of uncertainty, due to high spatial variability,530

complex orographic effects and limited observational coverage (Burgess et al., 2010; Miège et al., 2013; Koenig et al., 2016).

This south-eastern bias is most prominent in HIRHAM. Langen et al. (2015) identify that while HIRHAM tends to overestimate

precipitation near the coastal margin due to overly strong topographic enhancement, lee-side precipitation is underestimated,

consistent with (Herrera et al., 2010). With the coastal margin excluded from our accumulation-zone-only analysis, the strong

negative bias observed here may reflect this lee-side underestimation.535

While HIRHAM underestimates across the southern ice sheet, RACMO and CARRA show only a narrow region of negative

bias along the south-eastern margin, and substantial overestimation in the south-west. These contrasting bias patterns may

stem from differences in how each model represents topography–particularly important in southern Greenland, where steep

gradients and strong orographic effects make precipitation highly sensitive to resolution and parametrisation schemes.

The northern interior of the ice-sheet also contributes significantly to model bias in HIRHAM and RACMO. This may reveal540

a shared tendency between these models to underestimate accumulation at cold, dry, high elevation sites, where atmospheric

moisture is limited and snowfall events are infrequent, but significant for SMB. Langen et al. (2017) also report that at high-

elevation sites, HIRHAM5-based simulations underestimate net accumulation by 8–16%.

It is important to consider the spatial and temporal coverage of observations used in the bias adjustment, which is illustrated

by decade in Fig. A2. Although the ice-sheet interior has relatively good and consistent coverage through time, the south-east545

lacks data prior to 2000. Additionally, the south-west remains poorly observed throughout the entire period, with only a few

radar profiles and three core sites. As a result, adjustments in the south-east are less well constrained in the early record, while

those in the south-west rely on limited input throughout, contributing to greater uncertainty in both regions. Nonetheless, the

24

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



south-east has frequently been identified as a significant source of bias in earlier studies (Burgess et al., 2010; Miège et al.,

2013; Langen et al., 2015; Koenig et al., 2016), supporting the need for substantial correction in this region.550

In table 4, mean biases for HIRHAM and RACMO are seen to decrease as earlier data is excluded, suggesting that model

performance improves in more recent periods. This trend may be influenced by two factors. Firstly, SMB observations become

increasingly uncertain further back in time: deeper ice-core layers are more prone to miscounting, and radar horizons are more

likely to be misidentified. As a result, bias adjustments based on these older data may introduce more, possibly unnecessary,

corrections. Secondly, the number of observations assimilated into ERA5, which provides boundary conditions for all three555

models, declines drastically in earlier decades, degrading model performance in the past.

The maps of seasonal bias (Fig. 5) reveal that bias patterns are broadly consistent throughout the year in all three models.

Mean seasonal bias values, however, fluctuate slightly between seasons, to a greater degree for HIRHAM and RACMO. Greater

winter and spring biases over the accumulation zone in these models may be influenced by stronger winds during the winter and

spring months. As the model accumulation is here represented only by the precipitation and evaporation/sublimation fields,560

wind-driven processes most important in the windier winter and spring months are not accounted for, possibly contributing

the higher mean bias values in these months. This seasonal shift may also reflect limitations in how the models represent

precipitation processes and orographic effects with respect to storm systems, which vary considerably over the course of the

year. During winter and spring, when synoptic-scale storms are more frequent and spatially complex, moisture-rich air is more

likely to be lifted over steep terrain. Coarser model grids (e.g., in HIRHAM and RACMO) may struggle to fully capture the565

resulting higher snowfall, contributing to the stronger negative biases observed during these seasons, particularly affecting

regions with complex terrain. Conversely, CARRA, with higher spatial resolution, shows less pronounced seasonal variability

in bias, which may indicate a better representation of these processes—though its overall positive bias also suggests possible

overcorrection. However, as discussed in section 4.4, such speculations about the sources of seasonal biases should be viewed

within the context of the temporal limitations of the SUMup data.570

5.2 Temporal Trends and Temperature Sensitivity

A notable outcome of the bias-correction is the consistent reduction in accumulation trends across all models and time periods

following adjustment. This suggests that the bias-adjustment tempers model-derived accumulation trends. In addition, trends

are seen to decrease as earlier data is excluded (table 5). This may reflect a combination of stronger bias corrections applied to

earlier, less well-constrained model data and a higher density of observations in recent decades.575

Among the models, CARRA exhibits the lowest and least significant trends, paired with wide confidence intervals and

p-values of 0.8-0.9, indicating a high degree of uncertainty. Estimates derived from shorter time series are inherently more un-

certain due to both the natural variability and reduced statistical confidence. In contrast, HIRHAM’s longer historical coverage

(1960–2022) provides more statistically robust estimates, supported by lower uncertainties and statistically significant p-values

of 0.01 within the accumulation zone and 0.02-0.03 over the ice-sheet. These longer-term trends are more resilient to inter-580

annual variability, which can dominate shorter records and obscure underlying trends. As such, the longer HIRHAM-based

estimates, spanning 1960–2022, likely provide the most reliable assessment of long-term accumulation trends.
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The temperature sensitivity estimates are similarly less robust over shorter time-scales (Fig. 7). An important distinction

arises when comparing the point-wise mean sensitivities to those derived from domain wide regressions below. In most

cases, domain-wide sensitivities are lower, reflecting the effect of spatial averaging before performing the regression. Notably,585

CARRA exhibits negative domain-wide sensitivities for the accumulation zone—further reflecting the instability of trends

over this shorter period. In contrast, mean sensitivities for HIRHAM and RACMO show greater consistency between the two

regression approaches, supporting the robustness of their long-term sensitivity estimates.

The spatial pattern in the RACMO derived temperature sensitivities resembles that found by Buchardt et al. (2012), who

derive sensitivities using ice cores at 52 locations across the Greenland ice-sheet. They find the highest sensitivities over the590

central ice-sheet of 9.2±1.0%K−1 (central east) and 9.4±0.1%K−1 (central west), and the lowest sensitivities in the north-east

(1.5±2.8%K−1) and north-west (6.7±0.2%K−1). RACMO also shows a band of higher sensitivities across the centre, with

values decreasing further north. Similarly, in the south, where RACMO shows positive sensitivities in the east contrasted with

negative values in the west, Buchardt et al. (2012) find a sensitivity of 8.2±0.8%K−1 in the east and -4.0±0.1%K−1 in the

west.595

5.3 EOF Analysis and Interpretation of Adjustment Coefficients

Interpretation of the EOFs and their adjustment coefficients (Fig. 3) may offer additional insights into model bias structure. The

minimal adjustment of the mean bias coefficient for all three models suggests that a uniform offset is not the dominant source

of error, and that biases are more effectively corrected through adjustments to the EOF and PC components. Similarly, the

climatology parameter remains within ±0.1 of the initial guess after adjustment. As the majority of the fitted data is made up600

of annual or multi-annual means, short-term or highly seasonal fluctuations are unlikely to be represented in the observational

data, making the limited adjustment of the climatology both reasonable and expected.

The coefficients adjusting the EOFs representing spatial patterns of variability differ significantly between models. The larger

variation and higher uncertainty in CARRA may point to greater sensitivity to localised processes or to internal variability as a

result of the higher resolution grid. In addition, the smaller grid cell sizes have implications for the comparison between model605

output and observations: for radar-derived accumulation measurements which are grouped by source and averaged within grid

cells, fewer measurement points are grouped within each grid cell. This leads to a greater number of points to fit for CARRA –

over twice as many than HIRHAM and almost five times as many for RACMO for the same time period (table 2). For the other

independent measurement types (cores, snow pits and stake measurements) which are not grouped, the finer grid makes it less

likely that multiple observations fall within a single cell. These factors increase the degrees of freedom in the fit, but also the610

potential for over-fitting and noise amplification, particularly in areas with sparse or uneven coverage. With fewer observations

per cell, local discrepancies carry more weight, leading to greater variability in the fitted coefficients. Conversely, the coarser

resolutions of HIRHAM and RACMO average more observational points within each grid cell, effectively smoothing localised

anomalies and providing a more stable fit during optimisation. This is reflected by smaller mean deviations in their coefficients

from the initial guess and lower uncertainties.615
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The PCs coefficient adjustments may give insight into systematic temporal biases and potential links to large-scale climate

drivers. Previous studies have linked leading EOF modes in Greenland snowfall with the North Atlantic Oscillation (NAO;

Wong et al., 2015), Greenland Blocking Index (GBI; Hanna et al., 2016) and sea ice cover (Kopec et al., 2016). Wong et al.

(2015) show that the first and second EOFs are associated with NAO variability, Hanna et al. (2016) link the first EOF to

GBI, and Kopec et al. (2016) correlate the second EOF with sea ice cover. In addition, Greenland surface temperatures, which620

influence atmospheric moisture and precipitation processes, have been shown to be impacted by El Niño events (Gan et al.,

2023; Matsumura et al., 2021).

To explore whether these large-scale climate drivers can be linked with the EOF patterns in this study, and to understand

what their PC adjustment coefficients may signify, we compute correlations between the first 10 PCs and the following indices:

NAO, based on 500-hPa geopotential height anomalies from the NOAA/CPC (Barnston and Livezey, 1987); GBI, defined as625

the mean 500-hPa geopotential height over 60°–80°N, 280°–340°E (Hanna et al., 2016); Northern Hemisphere sea ice area

from the NSIDC Sea Ice Index v3.0 (Fetterer, F.; Knowles K.; Meier W.; Savoie M.; Windnagel A., 2017); and the Niño-

3.4 index derived from ERSSTv5 SST anomalies over 5°N–5°S, 170°–120°W (Huang et al., 2017). Annual correlations are

presented in Fig. 8 for the full periods of HIRHAM (1960-2022) and RACMO (1980-2022) output, as well as the 1991-2022

overlap period with CARRA (1991-2022).630

Figure 8. Annual correlations of the first 10 PCs with the NAO, GBI, Northern Hemisphere sea ice area, and Niño3.4 indices. Correlations

are shown for the full HIRHAM period (1960–2022), RACMO period (1980–2022), and the overlap period with CARRA (1991-2022).

PC2 shows consistent correlations with NAO and GBI of between 0.3 and 0.4 in magnitude across all models and time

periods, aligning with relationships identified in previous studies. Weaker but persistent correlations with PC2 and sea ice

are also seen, ranging from 0.1–0.2 in magnitude. While not previously emphasised in relation to PC2, moderate positive

correlations with ENSO across all three models may suggest it has a secondary influence on this mode, possibly through its

teleconnections with North Atlantic atmospheric conditions. As the 2nd PC shows correlations with these four climate indices635

of similar magnitude across models and the corresponding EOF maps (Fig. A3) exhibit similar spatial patterns, this suggests

that this mode represents similar pattern of variability across models, influenced by an interplay of these climatic circulation

patterns.
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The first PC only shows weak inter-annual correlations here. Wong et al. (2015), report correlations between NAO and

precipitation at individual coastal stations, particularly in western Greenland, with the strongest relationships found in winter.640

However, they also note that the sign of the NAO–precipitation correlation varies regionally, leading to opposing responses

around the ice sheet margin. In contrast, our analysis is performed over the full ice sheet at an annual scale, potentially averaging

out seasonally varying regional signals. This is consistent with the spatial structure of the first EOFs (Fig. A3), which are largely

negative across the accumulation zone in all three models, suggesting a dominant mode of coherent variability that does not

capture regional contrasts.645

As the PC adjustment coefficients are subject to the regularisation parameters, they deviate less than the EOF coefficients,

with few notable exceptions: HIRHAM PC3, RACMO PC4, and CARRA PCs 4 and 6, which are adjusted to 0.5, 0.2, 0.3,

and 2 respectively. A common feature among these PCs is their significant correlation with sea ice extent, which may suggest

a misrepresentation of the influence of sea ice variability on accumulation. This is particularly relevant near the coast, where

sea ice variability is known to strongly affect snowfall. The two-fold adjustment in CARRA 6th PC, which remains largely650

unchanged in HIRHAM and RACMO, may be linked to the opposing mean bias patterns seen in CARRA versus HIRHAM

and RACMO along the north coast (Fig. 4). A similar argument can be presented for CARRA PC2 and PC3 coefficients, which

are adjusted down to 0.8 and 0.7, as a response to GBI.

While these examples do not prove causality, they may suggest potential links between specific modes of model bias and

known large-scale atmospheric patterns. However, it is important to note that EOFs and PCs are statistical constructs whose655

ordering, spatial patterns and behaviour are not necessarily consistent across models. Therefore, while correlations with known

climate indices can offer insight, physical interpretation of the adjustments should be viewed within the context that EOFs are

not inherently structured to align themselves with physical drivers.

In practical terms, the EOF-based framework enables us to use the PCs derived from the accumulation zone to extrapolate

EOFs for the full ice-sheet (eq. 7). The EOFs could be further extended beyond the spatial limits of observational coverage to660

infer bias-correcte precipitation/evaporation fields for the surrounding ocean, for example. In addition to spatial extrapolation,

the PCs may also offer the potential for temporal extrapolation through their relations with correlated time series, enabling

reconstructions of past accumulation patterns prior to availability of the RCM data. This could be implemented using a similar

approach to that described in Box et al. (2013), which regress RACMO2 output between 1958-2010 with data from 86 ice

cores to reconstruct net snow accumulation rates between 1600-2009. In our case, the bias-adjusted PCs could be regressed665

against correlated climate drivers, temperature series, air pressure or ice-cores, for example. This approach could possibly

be further extended to obtain future estimates, using projections of such correlated variables, though the reliability of future

extrapolations would strongly depend on the confidence in the projected regression variables, as well as the magnitude and

stability of the underlying correlations.

5.4 Limitations670

The reliability of the bias-corrected accumulation fields, associated temporal trends, temperature sensitivity estimates and any

reconstructions based on temporal extrapolations ultimately hinge on one main factor – the quality and confidence in the
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observational data. Though the 1.7 million data points in SUMup provide substantial statistical power compared to smaller-

scale studies, observational uncertainties ultimately limit the accuracy of these final products. Heavily dominated by annual and

multi-annual means, the SUMup dataset lacks sufficient monthly observations in the accumulation zone matching the temporal675

resolution of the model data. This, in combination with the dating uncertainties inherent in radar, ice-cores and snow pit

derived accumulation estimates, limits the reliability of bias-adjusted accumulation values on sub-annual scales. In addition,

radar and ice cores estimates require density conversions, which vary between datasets and introduce further uncertainties.

To improve the accuracy of bias corrections, especially at sub-annual timescales, there is a pressing need for more high-

resolution, ground-truth data such as direct snow-water-equivalent observations that are independent of density assumptions.680

High-temporal-resolution measurements from emerging technologies, such as those based on cosmic ray sensing (e.g. Howat

et al., 2018), offer a promising means of providing continuous, density-independent accumulation data.

6 Conclusions and Outlook

We have devised a novel statistical-semi-empirical framework to quantify and correct spatial and temporal biases in gridded

model accumulation using any in-situ observational data. Our method is applied here using observational SMB data from685

the SUMup dataset, to bias-adjust monthly accumulation output from three high-resolution models over the Greenland Ice

Sheet: HIRHAM5 (5.5 km, 1960-2022), RACMO2.41 (11 km, 1980-2022), and CARRA reanalysis (2.5 km, 1991-2022).

Relative to SUMup observations, we find point-wise initial mean biases of -8.7% (HIRHAM), +0.5% (RACMO) and +10.9%

(CARRA). After bias-correction, all models converge to near-zero mean bias (-0.1% to -0.2%), with RMSE reduced by 8-

18% and correlation with observations improving by 1–3%. The resulting bias-corrected mean annual accumulation over690

the ice sheet are estimated at 321 mm yr−1 (HIRHAM, 1960-2022), 375 mm yr−1 (RACMO, 1980-2022) and 384 mm yr−1

(CARRA, 1991-2022). By providing spatially complete, bias-corrected accumulation fields, the method offers improved inputs

for ice-sheet mass balance studies and other modelling efforts, such as the Ice Sheet Model Intercomparison Project (ISMIP).

Given the calculated annual mean accumulation over GrIS is approximately 500 Gt yr−1 (A1) and the total ice volume of

GrIS is∼2.5 million Gt (van den Broeke et al., 2016), a mean bias of 10% equates to 50 Gt yr−1, or an annual error of∼0.002%695

of total GrIS volume per year. Over a century long run, a 10% bias accumulates to 5,000 Gt, with the potential to alter sea-level

rise projections by approximately 15 mm by 2100 (The IMBIE Team, 2020). Using the empirical relationship between SMB

and temperature from AR5 (Intergovernmental Panel On Climate Change, 2014, Chapter 13 Supplementary Material), a 50 Gt

yr−1 SMB deviation corresponds to an equivalent warming bias of ∼0.7◦C. This is a substantial error, especially when viewed

against critical thresholds for Greenland ice-sheet stability—such as the∼1.6°C threshold identified by Robinson et al. (2012),700

beyond which GrIS is expected to undergo irreversible long-term melt. Such SMB biases, if uncorrected, could obscure or

misrepresent the proximity to tipping points in climate projections.

SMB biases can also indirectly affect the ice dynamical response of ice-sheet models. Errors in SMB are absorbed into model

calibration of ice dynamical parameters and thereby affect projections. As ice flow is driven by spatial gradients in SMB,

accurate spatial distribution pattern of accumulation are essential for simulating realistic ice flow, geometry, and evolution.705
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Reliable projections are thus critically dependent not only on the total SMB, but on capturing its spatial variability across the

ice sheet.

We compare the original and bias-adjusted accumulation maps to understand spatial bias patterns, identifying significant

discrepancies between models. HIRHAM tends to underestimate across the accumulation zone, while CARRA largely overes-

timates across this domain. RACMO exhibits the lowest mean bias, but exhibits strong spatial contrasts, with a high positive710

bias in the south and negative bias further north. All three models show substantial bias in the south, consistent with previous

studies, which have attributed substantial biases in the south to issues in resolving orographic precipitation over complex terrain

(Langen et al., 2015; Box et al., 2013; Burgess et al., 2010).

These results underline the continued importance of bias-correcting model accumulation using in-situ observations to im-

prove both the spatial fidelity and physical realism of SMB fields. However, the effectiveness of such corrections ultimately715

depends on the quality and resolution of the available observational data. The dominance of annual and multi-annual means

and the scarcity of monthly-resolution data–ultimately limit the accuracy of the bias-adjusted accumulation at sub-annual

timescales. To improve the accuracy of bias corrections, future efforts should prioritise expanding high-resolution in situ mea-

surements, including direct snow-water-equivalent observations that are independent of density assumptions.

As our model is setup, new datasets can be readily integrated to further improve bias-correction. Here we have confined720

the bias-adjustment to the accumulation zone, enabling the use of consistent variables across the three models (precipitation

minus evaporation/sublimation) to represent accumulation, rather than full SMB. This choice avoids reliance on uncertain

snowpack or density modelling components, which are often inconsistent or unavailable. However, with sufficient observational

constraints, the approach could be directly transferred to full SMB fields or other parametrisations and extended to the entire

model domain. Our framework can also be adapted to provide bias-corrected fields for other climate variables, as well as other725

regions such as the Antarctic ice-sheet.
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Appendix A

Figure A1. Mean maps of model accumulation and bias over the 1991-2022 overlap period. Values stated in the lower corners indicate the

spatial mean over the accumulation zone (left) and ice sheet (right). First row: original mean accumulation before adjustment. Second row:

mean bias-corrected accumulation. Third row: mean bias in mm yr−1. Fourth row: mean percentage bias.
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Figure A2. SUMup data distribution by decade, plotted over HIRHAM decadal bias with mean, minimum and maximum bias values printed

for each decade.
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Figure A3. First three EOF patterns for HIRHAM (1960-2022), RACMO (1980-2022) and CARRA (1991-2022) over the accumulation

zone.
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Figure A4. Mean annual bias for HIRHAM, RACMO and CARRA plotted against time with temporal trends and standard deviations.
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Figure A5. Evaluation of model performance against observations from 6 ice core sites before and after bias-adjustment.
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Accumulation Zone Ice Sheet

Period Model Acc Accadj Bias Acc Accadj Bias

[Gt yr−1] [Gt yr−1] [Gt yr−1] [Gt yr−1] [Gt yr−1] [Gt yr−1]

1960–2022 HIRHAM 259 282 −23 474 503 −29

1980–2022 HIRHAM 263 287 −24 481 511 −29

RACMO 301 300 +1 560 536 +24

1991–2022 HIRHAM 266 288 −22 486 514 −27

RACMO 305 302 +3 567 540 +27

CARRA 315 285 +30 562 503 +59

Table A1. Mean annual accumulation over the accumulation zone and ice sheet before and after bias-adjustment, including absolute bias, in

Gt yr−1

36

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Author contributions. JLC and AG designed the bias-adjustment method. BV provided the figure of model evaluation against the 6 individual

ice core sites. JLC wrote the initial manuscript, prepared and filtered the SUMup dataset, and created the remaining figures and tables. All

authors participated in the data interpretation and commented on the paper.730

Competing interests. No competing interests are present.

Acknowledgements. JLC, AG and CH received funding from the Novo Nordisk Foundation (NNF Challenge, PRECISE – Prediction of

Ice Sheets on Earth, grant no. NNF23OC0081251). CH received funding from the European Union (Horizon Europe, ICELINK, grant no.

101184621). The authors thank Martin Olesen (Danish Meteorological Institute) for providing HIRHAM5 data (1960-2022), Kristiina Verro

(Danish Meteorological Institute) for providing RACMO data (1980-2022), and Clément Cherblanc for valuable feedback on the manuscript.735

37

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



References

Bales, R. C., Guo, Q., Shen, D., McConnell, J. R., Du, G., Burkhart, J. F., Spikes, V. B., Hanna, E., and Cappelen, J.: Annual accumulation

for Greenland updated using ice core data developed during 2000–2006 and analysis of daily coastal meteorological data, Journal of

Geophysical Research: Atmospheres, 114, https://doi.org/10.1029/2008JD011208, 2009.

Banta, J. R. and McConnell, J. R.: Annual accumulation over recent centuries at four sites in central Greenland, Journal of Geophysical740

Research: Atmospheres, 112, https://doi.org/10.1029/2006JD007887, 2007.

Barnston, A. G. and Livezey, R. E.: Classification, Seasonality and Persistence of Low-Frequency Atmospheric Circulation Patterns, https:

//journals.ametsoc.org/view/journals/mwre/115/6/1520-0493_1987_115_1083_csapol_2_0_co_2.xml, section: Monthly Weather Review,

1987.

Bennartz, R., Fell, F., Pettersen, C., Shupe, M. D., and Schuettemeyer, D.: Spatial and temporal variability of snowfall over Greenland from745

CloudSat observations, Atmospheric Chemistry and Physics, 19, 8101–8121, https://doi.org/10.5194/acp-19-8101-2019, 2019.

Bochow, N., Poltronieri, A., and Boers, N.: Projections of precipitation and temperatures in Greenland and the impact of spatially uniform

anomalies on the evolution of the ice sheet, The Cryosphere, 18, 5825–5863, https://doi.org/10.5194/tc-18-5825-2024, 2024.

Bolzan, J. F. and Strobel, M.: Accumulation-rate variations around Summit, Greenland, Journal of Glaciology, 40, 56–66,

https://doi.org/10.3189/s0022143000003798, 1994.750

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 13, PANGAEA, https://doi.org/10.1594/PANGAEA.55510,

1999a.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 15, PANGAEA, https://doi.org/10.1594/PANGAEA.55511,

1999b.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 31, PANGAEA, https://doi.org/10.1594/PANGAEA.55512,755

1999c.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 37, PANGAEA, https://doi.org/10.1594/PANGAEA.55513,

1999d.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 51, PANGAEA, https://doi.org/10.1594/PANGAEA.55514,

1999e.760

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 57, PANGAEA, https://doi.org/10.1594/PANGAEA.55515,

1999f.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 73, PANGAEA, https://doi.org/10.1594/PANGAEA.55516,

1999g.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 44, PANGAEA, https://doi.org/10.1594/PANGAEA.59995,765

2001a.

Bolzan, J. F. and Strobel, M.: Oxygen isotope data from snowpit at GISP2 Site 571, PANGAEA, https://doi.org/10.1594/PANGAEA.59996,

2001b.

Box, J. E.: Greenland ice sheet surface mass-balance variability: 1991–2003, Annals of Glaciology, 42, 90–94,

https://doi.org/10.3189/172756405781812772, 2005.770

Box, J. E., Bromwich, D. H., and Bai, L.-S.: Greenland ice sheet surface mass balance 1991–2000: Application of Polar MM5 mesoscale

model and in situ data, Journal of Geophysical Research: Atmospheres, 109, https://doi.org/10.1029/2003JD004451, 2004.

38

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Box, J. E., Bromwich, D. H., Veenhuis, B. A., Bai, L.-S., Stroeve, J. C., Rogers, J. C., Steffen, K., Haran, T., and Wang, S.-H.: Greenland Ice

Sheet Surface Mass Balance Variability (1988–2004) from Calibrated Polar MM5 Output, https://doi.org/10.1175/JCLI3738.1, 2006.

Box, J. E., Yang, L., Bromwich, D. H., and Bai, L.-S.: Greenland Ice Sheet Surface Air Temperature Variability: 1840–2007,775

https://doi.org/10.1175/2009JCLI2816.1, 2009.

Box, J. E., Cressie, N., Bromwich, D. H., Jung, J.-H., Broeke, M. v. d., Angelen, J. H. v., Forster, R. R., Miège, C., Mosley-Thompson,

E., Vinther, B., and McConnell, J. R.: Greenland Ice Sheet Mass Balance Reconstruction. Part I: Net Snow Accumulation (1600–2009),

https://doi.org/10.1175/JCLI-D-12-00373.1, 2013.

Box, J. E., Wehrlé, A., Van As, D., Fausto, R. S., Kjeldsen, K. K., Dachauer, A., Ahlstrøm, A. P., and Picard, G.: Greenland Ice Sheet Rainfall,780

Heat and Albedo Feedback Impacts From the Mid-August 2021 Atmospheric River, Geophysical Research Letters, 49, e2021GL097 356,

https://doi.org/10.1029/2021GL097356, 2022.

Box, J. E., Nielsen, K. P., Yang, X., Niwano, M., Wehrlé, A., van As, D., Fettweis, X., Køltzow, M. A. , Palmason, B., Fausto, R. S., van den

Broeke, M. R., Huai, B., Ahlstrøm, A. P., Langley, K., Dachauer, A., and Noël, B.: Greenland ice sheet rainfall climatology, extremes and

atmospheric river rapids, Meteorological Applications, 30, e2134, https://doi.org/10.1002/met.2134, 2023.785

Buchardt, S. L., Clausen, H. B., Vinther, B. M., and Dahl-Jensen, D.: Investigating the past and recent &delta;18O-accumulation relationship

seen in Greenland ice cores, Climate of the Past, 8, 2053–2059, https://doi.org/10.5194/cp-8-2053-2012, 2012.

Burgess, E. W., Forster, R. R., Box, J. E., Mosley-Thompson, E., Bromwich, D. H., Bales, R. C., and Smith, L. C.: A spatially calibrated

model of annual accumulation rate on the Greenland Ice Sheet (1958–2007), Journal of Geophysical Research: Earth Surface, 115,

https://doi.org/10.1029/2009JF001293, 2010.790

Calanca, P., Gilgen, H., Ekholm, S., and Ohmura, A.: Gridded temperature and accumulation distributions for Greenland for use in

cryospheric models, Annals of Glaciology, 31, 118–120, https://doi.org/10.3189/172756400781820345, 2000.

Clapeyron, : Mémoire sur la puissance motrice de la chaleur, J. Gabay, Paris, [reproduction en fac-similé] edn., ISBN 978-2-87647-283-9,

http://catalogue.bnf.fr/ark:/12148/cb40936143n, 2006.

Clausen, H., Gundestrup, N., Johnsen, S., Bindschadler, R., and Zwally, J.: Glaciological Investigations in the Crête Area, Central Greenland:795

A Search for a new Deep-Drilling Site, Annals of Glaciology, 10, 10–15, https://doi.org/10.3189/s0260305500004080, 1988.

Clausius, R.: Ueber die bewegende Kraft der Wärme und die Gesetze, welche sich daraus für die Wärmelehre selbst ableiten lassen, Annalen

der Physik, 155, 368–397, https://doi.org/10.1002/andp.18501550306, 1850.

Cogley, J. G.: Greenland accumulation: An error model, Journal of Geophysical Research: Atmospheres, 109,

https://doi.org/10.1029/2003JD004449, 2004.800

Copernicus Climate Change Service: Arctic regional reanalysis on single levels from 1991 to present,

https://doi.org/10.24381/CDS.713858F6, 2021a.

Copernicus Climate Change Service: CARRA User Guide, Tech. rep., European Centre for Medium-Range Weather Forecasts, https://

climate.copernicus.eu/copernicus-arctic-regional-reanalysis-carra, 2021b.

Dawson, A.: eofs: A Library for EOF Analysis of Meteorological, Oceanographic, and Climate Data, Journal of Open Research Software, 4,805

https://doi.org/10.5334/jors.122, 2016.

Dibb, J. E. and Fahnestock, M.: Snow accumulation, surface height change, and firn densification at Summit, Greenland: Insights from 2

years of in situ observation, Journal of Geophysical Research: Atmospheres, 109, https://doi.org/10.1029/2003jd004300, 2004.

DMI, Christensen, B., and Christensen, H.: The HIRHAM Regional Climate Model. Version 5 (beta), Technical Report, 2017.

39

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Ettema, J., van den Broeke, M. R., van Meijgaard, E., van de Berg, W. J., Bamber, J. L., Box, J. E., and Bales, R. C.: Higher810

surface mass balance of the Greenland ice sheet revealed by high-resolution climate modeling, Geophysical Research Letters, 36,

https://doi.org/10.1029/2009GL038110, 2009.

Fetterer, F.; Knowles K.; Meier W.; Savoie M.; Windnagel A.: Sea Ice Index, Version 3, https://doi.org/10.7265/N5K072F8, 2017.

Fettweis, X., Hanna, E., Gallée, H., Huybrechts, P., and Erpicum, M.: Estimation of the Greenland ice sheet surface mass balance for the

20th and 21st centuries, The Cryosphere, 2, 117–129, https://doi.org/10.5194/tc-2-117-2008, 2008.815

Fettweis, X., Hofer, S., Krebs-Kanzow, U., Amory, C., Aoki, T., Berends, C. J., Born, A., Box, J. E., Delhasse, A., Fujita, K., Gierz, P.,

Goelzer, H., Hanna, E., Hashimoto, A., Huybrechts, P., Kapsch, M.-L., King, M. D., Kittel, C., Lang, C., Langen, P. L., Lenaerts, J. T. M.,

Liston, G. E., Lohmann, G., Mernild, S. H., Mikolajewicz, U., Modali, K., Mottram, R. H., Niwano, M., Noël, B., Ryan, J. C., Smith, A.,

Streffing, J., Tedesco, M., van de Berg, W. J., van den Broeke, M., van de Wal, R. S. W., van Kampenhout, L., Wilton, D., Wouters, B.,

Ziemen, F., and Zolles, T.: GrSMBMIP: intercomparison of the modelled 1980–2012 surface mass balance over the Greenland Ice Sheet,820

The Cryosphere, 14, 3935–3958, https://doi.org/10.5194/tc-14-3935-2020, 2020.

Freitag, J., Kipfstuhl, S., Weißbach, S., Karlsson, N. B., Münch, T., and Hörhold, M.: Accumulation rate of the NG2012 firn core, PANGAEA,

https://doi.org/10.1594/PANGAEA.944514, 2022a.

Freitag, J., Kipfstuhl, S., Weißbach, S., Karlsson, N. B., Münch, T., and Hörhold, M.: Accumulation rate of the B23_2012 firn core, PAN-

GAEA, https://doi.org/10.1594/PANGAEA.944513, 2022b.825

Freitag, J., Kipfstuhl, S., Weißbach, S., Karlsson, N. B., Münch, T., and Hörhold, M.: Accumulation rate of the B18_2012 firn core, PAN-

GAEA, https://doi.org/10.1594/PANGAEA.944454, 2022c.

Gan, R., Huang, G., and Hu, K.: The Diverse Impacts of El Niño on Northeastern Canada and Greenland Surface Air Temperatures,

https://doi.org/10.1175/JCLI-D-22-0677.1, 2023.

Graeter, K. A., Osterberg, E. C., Ferris, D. G., Hawley, R. L., Marshall, H. P., Lewis, G., Meehan, T., McCarthy, F., Overly, T.,830

and Birkel, S. D.: Ice Core Records of West Greenland Melt and Climate Forcing, Geophysical Research Letters, 45, 3164–3172,

https://doi.org/10.1002/2017gl076641, 2018.

Hammer, C. U. and Dahl-Jensen, D.: GRIP Accumulation Rates, PANGAEA, https://doi.org/10.1594/PANGAEA.55084, 1999.

Hanna, E., Huybrechts, P., Janssens, I., Cappelen, J., Steffen, K., and Stephens, A.: Runoff and mass balance of the Greenland ice sheet:

1958–2003, Journal of Geophysical Research: Atmospheres, 110, https://doi.org/10.1029/2004JD005641, 2005.835

Hanna, E., McConnell, J., Das, S., Cappelen, J., and Stephens, A.: Observed and Modeled Greenland Ice Sheet Snow Accumulation,

1958–2003, and Links with Regional Climate Forcing, Journal of Climate, 19, 344–358, https://doi.org/10.1175/jcli3615.1, 2006.

Hanna, E., Huybrechts, P., Steffen, K., Cappelen, J., Huff, R., Shuman, C., Irvine-Fynn, T., Wise, S., and Griffiths, M.: Increased Runoff

from Melt from the Greenland Ice Sheet: A Response to Global Warming, https://doi.org/10.1175/2007JCLI1964.1, 2008.

Hanna, E., Huybrechts, P., Cappelen, J., Steffen, K., Bales, R. C., Burgess, E., McConnell, J. R., Peder Steffensen, J., Van Den Broeke, M.,840

Wake, L., Bigg, G., Griffiths, M., and Savas, D.: Greenland Ice Sheet surface mass balance 1870 to 2010 based on Twentieth Century

Reanalysis, and links with global climate forcing: GREENLAND ICE SHEET MASS BALANCE, Journal of Geophysical Research:

Atmospheres, 116, https://doi.org/10.1029/2011JD016387, 2011.

Hanna, E., Cropper, T. E., Hall, R. J., and Cappelen, J.: Greenland Blocking Index 1851–2015: a regional cli-

mate change signal, International Journal of Climatology, 36, 4847–4861, https://doi.org/10.1002/joc.4673, _eprint:845

https://rmets.onlinelibrary.wiley.com/doi/pdf/10.1002/joc.4673, 2016.

40

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Hanna, E., Topál, D., Box, J. E., Buzzard, S., Christie, F. D. W., Hvidberg, C., Morlighem, M., De Santis, L., Silvano, A., Colleoni, F., Sasgen,

I., Banwell, A. F., van den Broeke, M. R., DeConto, R., De Rydt, J., Goelzer, H., Gossart, A., Gudmundsson, G. H., Lindbäck, K., Miles,

B., Mottram, R., Pattyn, F., Reese, R., Rignot, E., Srivastava, A., Sun, S., Toller, J., Tuckett, P. A., and Ultee, L.: Short- and long-term

variability of the Antarctic and Greenland ice sheets, Nature Reviews Earth & Environment, 5, 193–210, https://doi.org/10.1038/s43017-850

023-00509-7, 2024.

Harper, J., Saito, J., and Humphrey, N.: Cold Season Rain Event Has Impact on Greenland’s Firn Layer Comparable to Entire Summer Melt

Season, Geophysical Research Letters, 50, e2023GL103 654, https://doi.org/10.1029/2023GL103654, 2023.

Hawley, R. L., Courville, Z. R., Kehrl, L. M., Lutz, E. R., Osterberg, E. C., Overly, T. B., and Wong, G. J.: Recent accumulation variability

in northwest Greenland from ground-penetrating radar and shallow cores along the Greenland Inland Traverse, Journal of Glaciology, 60,855

375–382, https://doi.org/10.3189/2014jog13j141, 2014.

Herrera, S., Fita, L., Fernández, J., and Gutiérrez, J. M.: Evaluation of the mean and extreme precipitation regimes from

the ENSEMBLES regional climate multimodel simulations over Spain, Journal of Geophysical Research: Atmospheres, 115,

https://doi.org/10.1029/2010jd013936, 2010.

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A., Muñoz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers, D., Sim-860

mons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo, G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara, G., Dahlgren,

P., Dee, D., Diamantakis, M., Dragani, R., Flemming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L., Healy, S., Hogan, R. J.,

Hólm, E., Janisková, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., de Rosnay, P., Rozum, I., Vamborg, F., Vil-

laume, S., and Thépaut, J.-N.: The ERA5 global reanalysis, Quarterly Journal of the Royal Meteorological Society, 146, 1999–2049,

https://doi.org/10.1002/qj.3803, 2020.865

Hofer, S., Lang, C., Amory, C., Kittel, C., Delhasse, A., Tedstone, A., and Fettweis, X.: Greater Greenland Ice Sheet contribution to global

sea level rise in CMIP6, Nature Communications, 11, 6289, https://doi.org/10.1038/s41467-020-20011-8, 2020.

Howat, I. M., de la Peña, S., Desilets, D., and Womack, G.: Autonomous ice sheet surface mass balance measurements from cosmic rays,

The Cryosphere, 12, 2099–2108, https://doi.org/10.5194/tc-12-2099-2018, 2018.

Huang, B., Thorne, P. W., Banzon, V. F., Boyer, T., Chepurin, G., Lawrimore, J. H., Menne, M. J., Smith, T. M., Vose, R. S., and870

Zhang, H.-M.: Extended Reconstructed Sea Surface Temperature, Version 5 (ERSSTv5): Upgrades, Validations, and Intercomparisons,

https://doi.org/10.1175/JCLI-D-16-0836.1, section: Journal of Climate, 2017.

Intergovernmental Panel On Climate Change, ed.: Climate Change 2013 – The Physical Science Basis: Working Group I Contribution to

the Fifth Assessment Report of the Intergovernmental Panel on Climate Change, Cambridge University Press, 1 edn., ISBN 978-1-107-

05799-9 978-1-107-66182-0 978-1-107-41532-4, https://www.cambridge.org/core/product/identifier/9781107415324/type/book, 2014.875

Jia, Y., Xiao, K., Lin, M., and Zhang, X.: Analysis of Global Sea Level Change Based on Multi-Source Data, Remote Sensing, 14, 4854,

https://doi.org/10.3390/rs14194854, 2022.

Kawakami, K., Iizuka, Y., Sasage, M., Matsumoto, M., Saito, T., Hori, A., Ishino, S., Fujita, S., Fujita, K., Takasugi, K., Hatakeyama,

T., Hamamoto, S., Watari, A., Esashi, N., Otsuka, M., Uemura, R., Horiuchi, K., Minowa, M., Hattori, S., Aoki, T., Hirabayashi, M.,

Kawamura, K., and Matoba, S.: SE-Dome II Ice Core Dating With Half-Year Precision: Increasing Melting Events From 1799 to 2020 in880

Southeastern Greenland, Journal of Geophysical Research: Atmospheres, 128, https://doi.org/10.1029/2023jd038874, 2023.

Khan, S. A., Aschwanden, A., Bjørk, A. A., Wahr, J., Kjeldsen, K. K., and Kjær, K. H.: Greenland ice sheet mass balance: a review, Reports

on Progress in Physics, 78, 046 801, https://doi.org/10.1088/0034-4885/78/4/046801, 2015.

41

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Kjær, H., Zens, P., Edwards, R., Olesen, M., Mottram, R., Lewis, G., Holme, C., Black, S., Lund, K., Schmidt, M., Dahl-Jensen, D., Vinther,

B., Svensson, A., Karlsson, N., Box, J., Kipfstuhl, S., and Vallelonga, P.: Recent North Greenland temperature warming and accumulation,885

2021.

Koenig, L. S., Ivanoff, A., Alexander, P. M., MacGregor, J. A., Fettweis, X., Panzer, B., Paden, J. D., Forster, R. R., Das, I., McConnell,

J. R., Tedesco, M., Leuschen, C., and Gogineni, P.: Annual Greenland accumulation rates (2009–2012) from airborne snow radar, The

Cryosphere, 10, 1739–1752, https://doi.org/10.5194/tc-10-1739-2016, 2016.

Kopec, B. G., Feng, X., Michel, F. A., and Posmentier, E. S.: Influence of sea ice on Arctic precipitation, Proceedings of the National890

Academy of Sciences, 113, 46–51, https://doi.org/10.1073/pnas.1504633113, 2016.

Langen, P. L., Mottram, R. H., Christensen, J. H., Boberg, F., Rodehacke, C. B., Stendel, M., As, D. v., Ahlstrøm, A. P., Mortensen, J.,

Rysgaard, S., Petersen, D., Svendsen, K. H., Aðalgeirsdóttir, G., and Cappelen, J.: Quantifying Energy and Mass Fluxes Controlling

Godthåbsfjord Freshwater Input in a 5-km Simulation (1991–2012), https://doi.org/10.1175/JCLI-D-14-00271.1, 2015.

Langen, P. L., Fausto, R. S., Vandecrux, B., Mottram, R. H., and Box, J. E.: Liquid Water Flow and Retention on the Green-895

land Ice Sheet in the Regional Climate Model HIRHAM5: Local and Large-Scale Impacts, Frontiers in Earth Science, 4,

https://doi.org/10.3389/feart.2016.00110, 2017.

Lewis, G., Osterberg, E., Hawley, R., Whitmore, B., Marshall, H. P., and Box, J.: Regional Greenland accumulation variability from Operation

IceBridge airborne accumulation radar, The Cryosphere, 11, 773–788, https://doi.org/10.5194/tc-11-773-2017, 2017.

Lewis, G., Osterberg, E., Hawley, R., Marshall, H. P., Meehan, T., Graeter, K., McCarthy, F., Overly, T., Thundercloud, Z., and Fer-900

ris, D.: Recent precipitation decrease across the western Greenland ice sheet percolation zone, The Cryosphere, 13, 2797–2815,

https://doi.org/10.5194/tc-13-2797-2019, 2019.

Matsumura, S., Yamazaki, K., and Suzuki, K.: Slow-down in summer warming over Greenland in the past decade linked to central Pacific El

Niño, Communications Earth & Environment, 2, 1–8, https://doi.org/10.1038/s43247-021-00329-x, 2021.

McConnell, J. R., Lamorey, G., Hanna, E., Mosley-Thompson, E., Bales, R. C., Belle-Oudry, D., and Kyne, J. D.: Annual net snow905

accumulation over southern Greenland from 1975 to 1998, Journal of Geophysical Research: Atmospheres, 106, 33 827–33 837,

https://doi.org/10.1029/2001JD900129, 2001.

Medley, B., Joughin, I., Das, S. B., Steig, E. J., Conway, H., Gogineni, S., Criscitiello, A. S., McConnell, J. R., Smith, B. E., van den Broeke,

M. R., Lenaerts, J. T. M., Bromwich, D. H., and Nicolas, J. P.: Airborne-radar and ice-core observations of annual snow accumulation

over Thwaites Glacier, West Antarctica confirm the spatiotemporal variability of global and regional atmospheric models, Geophysical910

Research Letters, 40, 3649–3654, https://doi.org/10.1002/grl.50706, 2013.

Miege, C., R. Forster, R., E. Box, J., W. Burgess, E., R. McConnell, J., R. Pasteris, D., and B. Spikes, V.: SE Greenland snow accumulation

rates from GPR and 3 firn cores, https://doi.org/10.18739/A2ST7DX47, 2014.

Miller, H. and Schwager, M.: Accumulation rate and stable oxygen isotope ratios of ice core ngt27C94.2 from the North Greenland Traverse,

PANGAEA, https://doi.org/10.1594/PANGAEA.57291, 2000a.915

Miller, H. and Schwager, M.: Accumulation rate and stable oxygen isotope ratios of ice core ngt37C95.2 from the North Greenland Traverse,

PANGAEA, https://doi.org/10.1594/PANGAEA.57297, 2000b.

Miller, H. and Schwager, M.: Accumulation rate and stable oxygen isotope ratios of ice core ngt42C95.2 from the North Greenland Traverse,

PANGAEA, https://doi.org/10.1594/PANGAEA.57654, 2000c.

Miller, H. and Schwager, M.: Accumulation rate and stable oxygen isotope ratios of ice core ngt42C95.2 from the North Greenland Traverse,920

https://doi.org/10.1594/PANGAEA.57654, 2000d.

42

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Miller, H. and Schwager, M.: Accumulation rate and stable oxygen isotope ratios of ice core ngt03C93.2 from the North Greenland Traverse,

PANGAEA, p. N/A, https://doi.org/10.1594/PANGAEA.218274, 2004.

Miège, C., Forster, R. R., Box, J. E., Burgess, E. W., McConnell, J. R., Pasteris, D. R., and Spikes, V. B.: Southeast

Greenland high accumulation rates derived from firn cores and ground-penetrating radar, Annals of Glaciology, 54, 322–332,925

https://doi.org/10.3189/2013AoG63A358, 2013.

Montgomery, L., Koenig, L., Lenaerts, J. T. M., and Kuipers Munneke, P.: Accumulation rates (2009–2017) in Southeast Green-

land derived from airborne snow radar and comparison with regional climate models, Annals of Glaciology, 61, 225–233,

https://doi.org/10.1017/aog.2020.8, 2020.

Morice, C. P., Kennedy, J. J., Rayner, N. A., Winn, J. P., Hogan, E., Killick, R. E., Dunn, R. J. H., Osborn, T. J., Jones, P. D., and Simpson,930

I. R.: An Updated Assessment of Near-Surface Temperature Change From 1850: The HadCRUT5 Data Set, Journal of Geophysical

Research: Atmospheres, 126, e2019JD032 361, https://doi.org/10.1029/2019JD032361, 2021.

Mosley-Thompson, E., McConnell, J. R., Bales, R. C., Li, Z., Lin, P.-N., Steffen, K., Thompson, L. G., Edwards, R., and Bathke, D.: Local

to regional-scale variability of annual net accumulation on the Greenland ice sheet from PARCA cores, Journal of Geophysical Research:

Atmospheres, 106, 33 839–33 851, https://doi.org/10.1029/2001JD900067, 2001.935

Mouginot, J., Rignot, E., Bjørk, A. A., van den Broeke, M., Millan, R., Morlighem, M., Noël, B., Scheuchl, B., and Wood, M.: Forty-six

years of Greenland Ice Sheet mass balance from 1972 to 2018, Proceedings of the National Academy of Sciences, 116, 9239–9244,

https://doi.org/10.1073/pnas.1904242116, 2019.

Nicola, L., Notz, D., and Winkelmann, R.: Revisiting temperature sensitivity: how does Antarctic precipitation change with temperature?,

The Cryosphere, 17, 2563–2583, https://doi.org/10.5194/tc-17-2563-2023, 2023.940

Ohmura, A. and Reeh, N.: New precipitation and accumulation maps for Greenland, Journal of Glaciology, 37, 140–148,

https://doi.org/10.3189/S0022143000042891, 1991.

Ohmura, A., Calanca, P., Wild, M., and Anklin, M.: Precipitation, accumulation and mass balance of the Greenland ice sheet, Zeitschrift fur

Gletscherkunde und Glazialgeologie, 35, 1–20, https://cir.nii.ac.jp/crid/1573668925528684544, 1999.

Osman, M. B., Coats, S., Das, S. B., McConnell, J. R., and Chellman, N.: North Atlantic jet stream projections in the context of the past945

1,250 years, Proceedings of the National Academy of Sciences, 118, https://doi.org/10.1073/pnas.2104105118, 2021.

Otosaka, I. N., Shepherd, A., Ivins, E. R., Schlegel, N.-J., Amory, C., van den Broeke, M. R., Horwath, M., Joughin, I., King, M. D., Krinner,

G., Nowicki, S., Payne, A. J., Rignot, E., Scambos, T., Simon, K. M., Smith, B. E., Sørensen, L. S., Velicogna, I., Whitehouse, P. L., A,

G., Agosta, C., Ahlstrøm, A. P., Blazquez, A., Colgan, W., Engdahl, M. E., Fettweis, X., Forsberg, R., Gallée, H., Gardner, A., Gilbert, L.,

Gourmelen, N., Groh, A., Gunter, B. C., Harig, C., Helm, V., Khan, S. A., Kittel, C., Konrad, H., Langen, P. L., Lecavalier, B. S., Liang, C.-950

C., Loomis, B. D., McMillan, M., Melini, D., Mernild, S. H., Mottram, R., Mouginot, J., Nilsson, J., Noël, B., Pattle, M. E., Peltier, W. R.,

Pie, N., Roca, M., Sasgen, I., Save, H. V., Seo, K.-W., Scheuchl, B., Schrama, E. J. O., Schröder, L., Simonsen, S. B., Slater, T., Spada, G.,

Sutterley, T. C., Vishwakarma, B. D., van Wessem, J. M., Wiese, D., van der Wal, W., and Wouters, B.: Mass balance of the Greenland and

Antarctic ice sheets from 1992 to 2020, Earth System Science Data, 15, 1597–1616, https://doi.org/10.5194/essd-15-1597-2023, 2023.

Robin, G. D. Q., Evans, S., and Bailey, J. T.: Interpretation of Radio Echo Sounding in Polar Ice Sheets, Philosophical Transactions of the955

Royal Society of London. Series A, Mathematical and Physical Sciences, 265, 437–505, https://www.jstor.org/stable/73767, 1969.

Robinson, A., Calov, R., and Ganopolski, A.: Multistability and critical thresholds of the Greenland ice sheet, Nature Climate Change, 2,

429–432, https://doi.org/10.1038/nclimate1449, 2012.

43

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Roeckner, E., Bäuml, G., Bonaventura, L., Brokopf, R., Esch, M., Giorgetta, M., Hagemann, S., Kirchner, I., Kornblueh, L., Manzini, E.,

Rhodin, A., Schlese, U., Schulzweida, U., and Tompkins, A.: The atmospheric general circulation model ECHAM 5. PART I: Model960

description, https://doi.org/10.17617/2.995269, 2003.

Sandberg Sørensen, L., Simonsen, S. B., Forsberg, R., Khvorostovsky, K., Meister, R., and Engdahl, M. E.: 25 years of elevation changes

of the Greenland Ice Sheet from ERS, Envisat, and CryoSat-2 radar altimetry, Earth and Planetary Science Letters, 495, 234–241,

https://doi.org/10.1016/j.epsl.2018.05.015, 2018.

Schaller, C. F., Freitag, J., Kipfstuhl, S., Laepple, T., Steen-Larsen, H. C., and Eisen, O.: A representative density profile of the North965

Greenland snowpack, The Cryosphere, 10, 1991–2002, https://doi.org/10.5194/tc-10-1991-2016, 2016.

Shepherd, A., Ivins, E. R., A, G., Barletta, V. R., Bentley, M. J., Bettadpur, S., Briggs, K. H., Bromwich, D. H., Forsberg, R., Galin, N.,

Horwath, M., Jacobs, S., Joughin, I., King, M. A., Lenaerts, J. T. M., Li, J., Ligtenberg, S. R. M., Luckman, A., Luthcke, S. B., McMillan,

M., Meister, R., Milne, G., Mouginot, J., Muir, A., Nicolas, J. P., Paden, J., Payne, A. J., Pritchard, H., Rignot, E., Rott, H., Sørensen,

L. S., Scambos, T. A., Scheuchl, B., Schrama, E. J. O., Smith, B., Sundal, A. V., van Angelen, J. H., van de Berg, W. J., van den Broeke,970

M. R., Vaughan, D. G., Velicogna, I., Wahr, J., Whitehouse, P. L., Wingham, D. J., Yi, D., Young, D., and Zwally, H. J.: A Reconciled

Estimate of Ice-Sheet Mass Balance, Science, 338, 1183–1189, https://doi.org/10.1126/science.1228102, 2012.

Tedesco, M. and Fettweis, X.: Unprecedented atmospheric conditions (1948–2019) drive the 2019 exceptional melting season over the

Greenland ice sheet, The Cryosphere, 14, 1209–1223, https://doi.org/10.5194/tc-14-1209-2020, 2020.

The IMBIE Team: Mass balance of the Greenland Ice Sheet from 1992 to 2018, Nature, 579, 233–239, https://doi.org/10.1038/s41586-019-975

1855-2, 2020.

Undén, P., Rontu, L., Jarvinen, H., Lynch, P., Calvo Sánchez, F. J., Cats, G., Cuxart, J., Eerola, K., Fortelius, C., García-Moya, J. A., Jones, C.,

Lenderink, G., McDonald, A., McGrath, R., Navascués, B., Woetman-Nielsen, N., Odegaard, V., Rodríguez Camino, E., Rummukainen,

M., Room, R., Sattler, K., Hansen Sass, B., Savijärvi, H., Wichers Schreur, B., Sigg, R., Han, T., and Tijm, A.: HIRLAM-5 Scientific

documentation, https://repositorio.aemet.es/handle/20.500.11765/6323, 2002.980

van Dalum, C. T., van de Berg, W. J., Gadde, S. N., van Tiggelen, M., van der Drift, T., van Meijgaard, E., van Ulft, L. H., and van den

Broeke, M. R.: First results of the polar regional climate model RACMO2.4, The Cryosphere, 18, 4065–4088, https://doi.org/10.5194/tc-

18-4065-2024, 2024.

van den Broeke, M., Bamber, J., Ettema, J., Rignot, E., Schrama, E., van de Berg, W. J., van Meijgaard, E., Velicogna, I., and Wouters, B.:

Partitioning Recent Greenland Mass Loss, Science, 326, 984–986, https://doi.org/10.1126/science.1178176, 2009.985

van den Broeke, M. R., Enderlin, E. M., Howat, I. M., Kuipers Munneke, P., Noël, B. P. Y., van de Berg, W. J., van Meijgaard, E., and Wouters,

B.: On the recent contribution of the Greenland ice sheet to sea level change, The Cryosphere, 10, 1933–1946, https://doi.org/10.5194/tc-

10-1933-2016, 2016.

van der Schot, J., Abermann, J., Silva, T., Rasmussen, K., Winkler, M., Langley, K., and Schöner, W.: Seasonal snow cover indicators in

coastal Greenland from in situ observations, a climate model, and reanalysis, The Cryosphere, 18, 5803–5823, https://doi.org/10.5194/tc-990

18-5803-2024, 2024.

Vandecrux, B., Box, J., Ahlstrøm, A., Fausto, R., Karlsson, N., Rutishauser, A., Citterio, M., Larsen, S., Heuer, J., Solgaard, A., How, P.,

Colgan, W., and Fahrner, D.: GEUS snow and firn data in Greenland, GEUS Dataverse, https://doi.org/10.22008/FK2/9QEOWZ, 2023.

Vandecrux, B., Amory, C., Ahlstrøm, A. P., Akers, P. D., Albert, M., Alley, R. B., Castro, M. A. d., Arnaud, L., Baker, I., Bales, R., Benson,

C., Box, J. E., Brucker, L., Buizert, C., Chandler, D., Charalampidis, C., Cherblanc, C., Clerx, N., Colgan, W., Covi, F., Dattler, M., Denis,995

G., Derksen, C., Dibb, J. E., Ding, M., Dixon, D., Eisen, O., Fahrner, D., Fausto, R., Favier, V., Fernandoy, F., Freitag, J., Gerland, S.,

44

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.



Harper, J., Hawley, R. L., Heuer, J., Hock, R., Hou, S., How, P., Humphrey, N., Hubbard, B., Iizuka, Y., Isaksson, E., Kameda, T., Karlsson,

N. B., Kawakami, K., Kjær, H. A., Kreutz, K., Munneke, P. K., Lazzara, M., Lemeur, E., Lenaerts, J. T. M., Lewis, G., Lindau, F. G. L.,

Lindsey-Clark, J., MacFerrin, M., Machguth, H., Magand, O., Mankoff, K. D., Marquetto, L., Martinerie, P., McConnell, J. R., Medley, B.,

Miège, C., Miles, K. E., Miller, O., Miller, H., Montgomery, L., Morris, E., Mosley-Thompson, E., Mulvaney, R., Niwano, M., Oerter, H.,1000

Osterberg, E., Otosaka, I., Picard, G., Polashenski, C., Reijmer, C., Rennermalm, A., Rutishauser, A., Scanlan, K., Simoes, J. C., Simonsen,

S. B., Smeets, P. C. J. P., Smith, A., Solgaard, A., Spencer, M., Steen-Larsen, H. C., Stevens, C. M., Sugiyama, S., Svensson, J., Tedesco,

M., Thomas, E., Thompson-Munson, M., Tsutaki, S., As, D. v., Broeke, M. R. V. d., Tiggelen, M. v., Wang, Y., Wilhelms, F., Winstrup,

M., Xiao, J., and Xiao, C.: The SUMup collaborative database: Surface mass balance, subsurface temperature and density measurements

from the Greenland and Antarctic ice sheets (2024 release), https://arcticdata.io/catalog/view/doi%3A10.18739%2FA2M61BR5M, 2024.1005

Velicogna, I., Sutterley, T. C., and van den Broeke, M. R.: Regional acceleration in ice mass loss from Greenland and Antarctica using

GRACE time-variable gravity data, Geophysical Research Letters, 41, 8130–8137, https://doi.org/10.1002/2014GL061052, 2014.

Vernon, C. L., Bamber, J. L., Box, J. E., van den Broeke, M. R., Fettweis, X., Hanna, E., and Huybrechts, P.: Surface mass balance model

intercomparison for the Greenland ice sheet, The Cryosphere, 7, 599–614, https://doi.org/10.5194/tc-7-599-2013, 2013.

Vinther, B. M., Freitag, J., Kipfstuhl, S., Weißbach, S., Karlsson, N. B., Münch, T., and Hörhold, M.: Accumulation rate of the B26_20111010

firn core, PANGAEA, https://doi.org/10.1594/PANGAEA.945666, 2022.

Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy, T., Cournapeau, D., Burovski, E., Peterson, P., Weckesser, W., Bright, J.,

van der Walt, S. J., Brett, M., Wilson, J., Millman, K. J., Mayorov, N., Nelson, A. R. J., Jones, E., Kern, R., Larson, E., Carey, C. J., Polat,

, Feng, Y., Moore, E. W., VanderPlas, J., Laxalde, D., Perktold, J., Cimrman, R., Henriksen, I., Quintero, E. A., Harris, C. R., Archibald,

A. M., Ribeiro, A. H., Pedregosa, F., and van Mulbregt, P.: SciPy 1.0: fundamental algorithms for scientific computing in Python, Nature1015

Methods, 17, 261–272, https://doi.org/10.1038/s41592-019-0686-2, 2020.

Wong, G. J., Osterberg, E. C., Hawley, R. L., Courville, Z. R., Ferris, D. G., and Howley, J. A.: Coast-to-interior gradient in recent

northwest Greenland precipitation trends (1952–2012), Environmental Research Letters, 10, 114 008, https://doi.org/10.1088/1748-

9326/10/11/114008, 2015.

45

https://doi.org/10.5194/egusphere-2025-2516
Preprint. Discussion started: 22 July 2025
c© Author(s) 2025. CC BY 4.0 License.


