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Abstract. Continuously monitoring local excess fossil fuel CO2 concentrations remains challenging due to the absence of ac-

curate, continuous 14CO2 measurements. Continuous estimates of fossil fuel CO2 (ffCO2) are made by observing continuously

measurable proxies that are co-emitted during fossil fuel combustion. This paper investigates the potential and challenges of

using in situ NOx observations in urban areas to quantitatively estimate hourly ffCO2 concentration enhancements, using obser-

vations at the ICOS pilot station in Heidelberg, Germany. The short atmospheric lifetime of NOx limits the use of the observed5

signal to a local area. Thus, a local background for NOx and ffCO2 was approximated using the Stochastic Time-Inverted La-

grangian Transport (STILT) model and bottom-up emission estimates from the Netherlands Organisation for Applied Scientific

Research (TNO). Using 14CO2 data from 185 hourly integrated flask samples between 2020 and 2021, mean ratios of local

excess NOx (∆NOx) to local excess ffCO2 (∆ffCO2) concentrations of 1.40 ppb ppm−1 for winter and 2.12 ppb ppm−1 for

summer were calculated. These ratios were applied to the ∆NOx time series to construct continuous ∆ffCO2 estimates. The10

uncertainty of the ∆NOx-based ∆ffCO2 record was estimated at 3.94 ppm. Comparisons with 14CO2-based and ∆CO-based

∆ffCO2 estimates showed good agreement, while still demonstrating distinct behaviour for individual events. ∆NOx shows

considerable potential as proxy for ∆ffCO2 and as useful addition to ∆CO-based estimates, as both proxies have different

footprints due to their lifetimes. A key challenge remains in reliably determining the seasonal and diurnal cycle of average

∆NOx to ∆ffCO2 ratios.15

1 Introduction

To derive top-down estimates of anthropogenic CO2 emissions due to fossil fuel combustion from atmospheric concentration

measurements, it is necessary to separate the recently added biospheric and fossil fuel CO2 (ffCO2) signal (Ciais et al., 2015).

The most direct method to derive these excess fossil fuel CO2 concentrations (∆ffCO2, the term "excess concentration" is used

to describe an enhancement of the measured concentration above a given background level) is by utilising 14CO2 measurements20

compared to a background site (Levin et al., 2003; Turnbull et al., 2006). However, at present, optical methods for continuous
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14C measurements are just developing (Ling et al., 2025), and existing methods like accelerator mass spectrometry (AMS) and

low level counting (LLC) work only on discrete samples and are labour intensive as well as costly. Continuously measured

species that are co-emitted in combustion processes, such as CO or NOx, are a possible alternative for deriving high temporal

resolution ffCO2 estimates (Turnbull et al., 2006; Levin and Karstens, 2007; Van Der Laan et al., 2010; Maier et al., 2024a).25

These have the advantage of lower-cost continuous measurements, are in part (CO and NO2) observable by satellite (Konovalov

et al., 2016), and in urban areas can even outperform sparsely collected 14C-based estimates in inversion modelling (Maier et al.,

2024b). However, they require adequate knowledge about the ratio of excess proxy concentrations to ∆ffCO2.

CO has already been widely studied as a proxy for ∆ffCO2 (Gamnitzer et al., 2006; Levin and Karstens, 2007; Turnbull et al.,

2015; Maier et al., 2024a). Using NOx as a proxy has been the subject of considerably less study, with the majority of research30

conducted using satellite data and ratios derived from inventories (Lopez et al., 2013; Goldberg et al., 2019; Liu et al., 2020;

Feng et al., 2024). A fundamental challenge of both proxies is that CO and NOx emissions depend on fuel type and combustion

parameters like e.g. combustion temperature, oxygen supply, and applied emission reduction systems. Accordingly, different

emission sectors, like traffic, industry, and residential heating, have different average proxy to ffCO2 emission ratios, which

also vary within the emission sectors. The use of NOx is accompanied by additional challenges due to its atmospheric chemistry35

and its relatively short atmospheric lifetime, which is on the order of hours (Beirle, 2004).This implies that atmospheric ∆NOx
∆ffCO2

ratios can vary by station and reflect the composition of fossil fuel sources present in each station’s footprint. These features

can also be an advantage, as it gives the NOx signal a more localised nature and generally a low background (Goldberg et al.,

2019). Furthermore, the combination of multiple proxies can provide better constraints on fossil fuel emissions and enable

attribution of emissions to source sectors (Super et al., 2020; Jaschke, 2021).40

This study characterises the potential and challenges of using NOx concentration excesses (∆NOx) from in situ observations

as a proxy for ∆ffCO2 in an urban setting, using Heidelberg as an example. As NOx shows a much more localised signal than

CO and 14C, the choice of a suitable and common background for all species is of paramount importance. In the absence of

a suitable NOx and 14CO2 measurement station to define a local background, we describe its construction based on forward

simulations of European NOx and ffCO2 emissions in the Stochastic Time-Inverted Lagrangian Transport model (STILT, Lin45

et al. (2003)) and discuss the associated additional uncertainties. Following the methodology of Maier et al. (2024a), the

ratios of ∆NOx to ∆ffCO2 concentrations obtained from in situ NOx and flask-based 14C measurements are then analysed for

diurnal and seasonal variation, to determine average atmospheric ∆NOx
∆ffCO2

ratios. With these, ∆NOx-based ∆ffCO2 estimates are

calculated and benchmarked against 14C-based ∆ffCO2 estimates to assess the accuracy of the proxy. We investigate what share

of the ∆NOx-based ∆ffCO2 uncertainty is due to the observation and background uncertainty and what is due to the inherent50

oversimplification of applying observation-based seasonally averaged ∆NOx
∆ffCO2

ratios. The ∆NOx-based continuous ∆ffCO2

record is compared to a ∆CO-based record in order to analyse if and how the two proxies differ. Finally, both proxy-based

∆ffCO2 records are compared to an independent 14CO2-based ∆ffCO2 record with fortnightly resolution for Heidelberg.
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2 Methods

2.1 Site and data description55

Heidelberg is a city with a population of approximately 160,000, situated in the densely populated Upper Rhine Valley in

south-western Germany. The measurement site is located in the northern part of the city, within the university campus. The

sampling intake for the measurements is located 30 m above ground on the roof of the Institute for Environmental Physics,

approximately 100 m from a residential area and a high traffic road, with little traffic directly around the building. Thus, local

emissions of CO2 and NOx are predominantly attributable to traffic and residential heating. A combined heat and power station,60

with a chimney height of 120 m, is situated 500 m to the north of the site, while a cement plant is located approximately 7 km to

the south. Moreover, the cities of Mannheim and Ludwigshafen, which are characterised by a high degree of industrialisation,

are situated approximately 15−20 km to the north-west. These include a large coal-fired power plant and the BASF industrial

complex. Furthermore, air masses originating from the southern part of the Rhine Valley frequently affect the station due to the

predominant south-westerly winds, which are a consequence of the channelling effect of the Rhine Valley.65

Continuous measurements of atmospheric CO2 and CO concentrations are performed with a Cavity Ring-Down Spec-

troscopy (CRDS) gas analyser (Picarro G2401). The measurement protocol as well as the calibration are in accordance with

the ICOS Atmosphere Station specifications Version 2.0 (ICOS RI, 2020). The data processing is performed via the ICOS

Atmosphere Thematic Center (ATC) following Hazan et al. (2016). NOx concentrations are measured with an iterative cavity-

enhanced DOAS (ICAD) instrument. The ICAD measures absorption spectra and determines in situ NO2 concentration by70

fitting its characteristic absorption structures. NOx is measured by converting NO to NO2 through the addition of ozone (Hor-

banski et al., 2019). An ICOS flask sampler is used to collect flask samples integrated over one hour (see Levin et al. (2020) for

a description of the sampler). The flow of air into the flasks is controlled by mass flow controllers so that the final sample in the

flask approximates a one hour average of the concentrations in the ambient air. The flask samples are measured for CO2 and CO

concentrations at the ICOS Flask and Calibration Laboratory (FCL, https://www.icos-cal.eu/fcl) with a gas chromatographic75

analysis system (GC) (Jordan and Damak, 2023). Subsequently, the CO2 in the flasks is extracted and graphitized at the Central

Radiocarbon Laboratory (CRL, https://www.icos-cal.eu/crl; Lux (2018)) for subsequent 14C analysis with an accelerator mass

spectrometer (AMS, Kromer et al. (2013)). Additionally, integrated CO2 sampling using NaOH solution has been implemented

at HEI station since the late 1970s. Fortnightly samples are collected between 19:00 and 7:00 local time and analysed for 14C

at the CRL (Levin et al., 1980; Kromer and Münnich, 1992). In 2013 a second integrated sampling device for afternoon hours80

between 11:00 and 16:00 was added.

More than 600 flask samples were collected and analysed for 14C in the years 2019 to 2021, covering a variety of atmospheric

situations (Maier, 2023). The flasks were analysed following the same procedure as in Maier et al. (2024a). Accordingly, flasks

with a modelled nuclear contamination from 14CO2 emissions of nuclear facilities above 2‰ were excluded to avoid high

nuclear corrections with uncertainties exceeding typical 14C uncertainties. NOx measurements are available from 18.12.201985

on. Multiple periods of one to four weeks in March, June, July, and October 2020, as well as March and July in 2021, were ex-

cluded due to instrument outages or maintenance. NOx data is available for 246 of the flask sampling periods. In the following,
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all times are given in local time, as we expect this to be better suited than UTC to capture and explain the patterns of human

behaviour and diurnal cycles, that affect the emission ratios.

2.2 Construction of a suitable background90

To calculate the excess concentration of a species, the background concentration must be subtracted from the measured con-

centration. For estimating 14C- or CO-based ffCO2 excess concentrations, the marine sector of the ICOS station at Mace Head

(MHD), located on the west coast of Ireland, is a suitable choice for assessing European background conditions, due to the

prevailing westerlies (Maier et al., 2023, 2024a). Maier et al. (2023) investigated the additional ffCO2 uncertainties that arise

from the approximation of the European background concentrations based on the clean air sector in MHD and quantified these95

at 0.28 ppm. However, due to atmospheric chemistry, the lifetime of NOx is on the order of hours (Beirle, 2004), and thus

removal of NOx from the atmosphere becomes important on scales larger than the immediate vicinity of the measurement site.

This prevents the use of MHD as a NOx background station. Exploiting the co-emission link between ffCO2 and NOx requires

that the excess concentrations contain information about the same emissions. In order to derive coherent excess concentrations

for NOx and ffCO2, allowing to determine local atmospheric ∆NOx
∆ffCO2

concentration ratios, it is necessary to choose the same100

background boundary for both species. Otherwise, if the determined ffCO2 excess concentrations are influenced by emissions

from a larger area than the NOx excess concentrations, the correlation between them would be generally weaker because of the

heterogeneous spatial distribution of emissions. This would lead to a higher uncertainty of the derived ∆NOx-based ∆ffCO2

estimates (see Sect. 2.3). The background boundary should therefore be close enough to the measurement station that, to a first

approximation, NOx removal from the atmosphere can be neglected (i.e. NOx can be approximated to be transported as a con-105

servative tracer). At the same time, to ensure a good signal-to-noise ratio, the background boundary should be far enough that

the derived excess concentrations still contain most of the measured concentration signal. Thus, balancing these requirements,

the location of the background boundary will depend on the NOx lifetime and mean travel time to the station.

To differentiate between the excess concentrations in relation to MHD and in relation to the local background, the following

nomenclature will be used: local excess concentrations are indicated by the symbol "∆" preceding the species name, whereas110

excess concentrations relative to MHD are indicated by the abbreviation "ex." in the index. Equation 1 postulates that the

measured concentration of a species (e.g. NOx, CO2 or 14CO2) at the station (meas.) is composed of a concentration contri-

bution from the European background BGEU/MHD, a concentration contribution from the European domain EUcontr., and a local

concentration contribution ∆species. Figure 1 illustrates the spatial division of the different domains for the case of Heidelberg.

meas. = BGEU/MHD + EUcontr. + ∆species = BGEU/MHD + speciesex. (1)115

For NOx we can expect the contribution from outside Europe to be 0 due to the atmospheric chemistry, and need only

subtract the concentration contributions of the European domain from the measured NOx concentrations to obtain ∆NOx for

the local domain, as shown in Eq. (2). For 14C-based ffCO2, as excess concentrations are derived relative to MHD (ffCO2, ex.)

(Maier et al., 2023), the local excess concentration can also be calculated by subtracting the concentration contributions from
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Figure 1. Division of the station catchment area into different domains, for the case of HEI, according to Eq. (1): European background

BGMHD/EU (blue shaded area), contribution from the European domain EUcontr. (green shaded area) and local domain ∆species (red shaded

area). (b) The contour lines illustrate the mean simulated travel time of air masses to HEI for DJF 2019/20. The location of HEI and MHD

is indicated.

the European domain, as shown in Eq. (3).120

∆NOx = meas.−EUcontr. (2)

∆ffCO2 = ffCO2,ex.−EUcontr. (3)

Thus, while formally the background for the determination of local excess concentrations includes the European background,

in the context of this method only the contribution of the European domain needs to be determined. Therefore, in the following,

when we refer to the local background, this concerns the contribution from the European domain.125

2.2.1 Setting the local background boundaries

The atmospheric chemistry of NOx involves multiple different processes, with several reactions being dependent on solar

radiation, temperature, and concentrations of ozone and radicals (see Kenagy et al. (2018) for an overview). These in turn

depend on NOx concentrations themselves, thus introducing feedback loops (Valin et al., 2013). Consequently, the lifetime

of NOx varies considerably with the atmospheric conditions, resulting in significant spatial and temporal variations. Daytime130

lifetime estimates range from 2 h to 11 h in summer and 18 h to 2 days in winter (Martin et al., 2003; Liu et al., 2016; Romer

et al., 2016; Kenagy et al., 2018). Lifetime estimates for Germany have been derived by Beirle et al. (2003) and Beirle (2004).

From these, we assume typical NOx lifetimes of 6 h for summer, 20 h for winter, and 16 h for the intermediate seasons, with

an uncertainty of ±2h for the typical NOx lifetimes, based on the range of estimates.

Figure 1 (b) illustrates the spatial distribution of simulated mean travel times to Heidelberg in the Rhine Valley for the135

winter months (DJF) of 2019/2020. These were simulated with the Stochastic Time-Inverted Lagrangian Transport (STILT)

model, driven by meteorological fields from the Weather Research and Forecast (WRF) model (Nehrkorn et al., 2010) with
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a horizontal resolution of 2 km. The WRF simulations are based on hourly, 0.25° resolution meteorological fields from the

European Centre for Medium-Range Weather Forecast (ECMWF) Reanalysis v5 (ERA5; Hersbach et al. (2020)). The mean

winter travel times already exceed 15 h or 20 h at distances of 100 to 200 km. On this timescale, the majority of the emitted140

NOx contribution from the European domain will not contribute significantly to the observations at the station due to its short

atmospheric lifetime of a few hours to a day. Therefore, in most meteorological situations, the observed NOx concentration

only provides information on a close vicinity around the station.

For the determination of the location of the local background boundaries, the WRF-STILT model was used to calculate time-

resolved (hourly) and gridded footprints (with a horizontal resolution of ca. 1 km) for the HEI observation site within the Rhine145

Valley domain (47.75° N to 50.25° N and 6° E to 10.25° E indicated as grey rectangle in Fig. 1 (a)). These footprints describe the

sensitivity of the HEI observation site on upwind surface fluxes within the Rhine Valley. They have been simulated by releasing

100 particles per hour from the Heidelberg site and calculating the particle trajectories backward in time. The footprints are

mapped with high-resolution NOx and ffCO2 fluxes from the TNO inventory (Dellaert et al., 2019; Denier van der Gon et al.,

2019) to get the NOx (and ffCO2) contribution from each grid cell. The simulations incorporate the most basic atmospheric150

NOx chemistry through an exponential lifetime approach. The time-resolved and gridded footprints were multiplied by a factor

e−
T
λ , where T is the travel time of the air mass and λ is the assumed atmospheric lifetime of NOx, to describe the atmospheric

decay of NOx along the footprint.

Each grid cell contributes a specific share of the total simulated NOx concentration for HEI, which depends on the emission

of that grid cell, the sensitivity of the footprint to the grid cell, and the travel time from the grid cell to the station. This is155

referred to as the NOx contribution of that grid cell, with the sum of all contributions being equal to the total simulated NOx

concentration. We analysed the spatial distribution of the NOx contributions for HEI to identify a suitable location of the local

background. For the mean simulated NOx contributions shown in Fig. 2 (a) & (b), the NOx contribution maps of the high-

resolution domain were aggregated to a coarser resolution of 0.25°, which is used for simulating the European contributions

(see Sect. 2.2.2).160

The Heidelberg grid cell and the ones directly surrounding it have by far the highest NOx contributions. Therefore, the

boundary for the background was chosen as indicated by the green border in Fig. 2 (a) and (b) (49° N, 49.75° N, 8.25° E and

8.75° E), encompassing six grid cells next to Heidelberg to cover most NOx contributions while still considering modest travel

times. The domain defined by these boundaries will subsequently be referred to as the "local" domain and extends about 30 km

to the West of HEI and about 40 km to the North and the South. The domain between these boundaries and the European165

background is referred to as the "European" domain. In summer (JJA) 86.1% of the simulated NOx contributions from the

Rhine Valley (79.5% for ffCO2) originate from within the local domain and in winter (DJF) 77.8% (80.8% for ffCO2). Thus,

the NOx and ffCO2 excess concentrations relative to this background still contain most of the measured signal from the Rhine

Valley.

To further investigate NOx contributions with respect to the air mass travelling times within the local domain, Fig. 2 (c) and170

(d) show the winter and summer distributions of the mean NOx contributions, with and without the exponential decay, based

on simulations of the high-resolution model. For the winter months, 99.8% of the NOx contributions have a travel time less
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Figure 2. (a) Mean simulated NOx contributions for winter and (b) summer months in 2020 on a 0.25° grid. The blue dot indicates the

location of Heidelberg. The green rectangle shows the chosen boundary for the local background. (c) Simulated mean NOx contributions

from the local domain as a function of their travel time for winter and (d) summer months in 2020. The vertical dotted lines indicate 50%

and 100% of the lifetime of NOx, respectively. The results as for a conservative transport without decay are displayed in blue. The results

obtained with the exponential decay applied are shown in orange.

than the typical NOx winter lifetime and 98% have a travel time less than half of it. In the summer months, this is still true

for 97.1% and 86.7% respectively. The difference between the NOx concentrations simulated with and without the exponential

decay shows that assuming conservative transport within the local domain introduces a bias on the order of 1 ppb (0.77 ppb for175

winter, 1.06 ppb for summer). The assumption of conservative transport leads to an underestimation of ∼ 10% on the average

winter NOx signal of 8.76 ppb and a more significant underestimation of∼ 25% on the average summer signal of 4.55 ppb. For

winter, the overall underestimation and travel times are small enough that the assumption of conservative transport is deemed

acceptable. For summer however, travel times are of the same order as the atmospheric lifetime, resulting in a significant

underestimation. The effects of this are discussed in Sect. 2.3.180

2.2.2 Determination of the local background concentrations

To calculate the local background concentrations, the STILT model was driven with coarser, 0.25° resolution meteorological

fields from the ECMWF Integrated Forecasting System (IFS). Again, 100 particles were released each hour from the HEI site

and their back-trajectories were calculated for 10 days or until they left the European model domain (32° N to 74° N, 16° W

to 36° E). The resulting footprints are mapped with European NOx and ffCO2 emissions from TNO, but with the emissions185
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inside the local domain set to 0, so that only emissions from the European domain were propagated to the HEI station. Due to

the seasonal change in NOx lifetime, the model was run three times with NOx lifetimes of 6, 16, and 20 h to produce hourly

resolved background concentrations for summer, spring/autumn, and winter respectively. Season changes were assigned based

on the temperatures observed at the station: months with mean temperatures below 10°C were assigned as winter, months with

over 19°C as summer, and the remaining months as spring/autumn.190

Previous studies revealed that the STILT and TNO modelling framework shows a remarkable capability to model synoptic

concentration changes for HEI station (Maier et al., 2022). However, the STILT model and the TNO emission inventory are

imperfect and subject to uncertainties, thus the timing and the absolute value of the modelled local background concentrations

should not be considered accurate on the hourly timescale. Thus, a rolling Gaussian smooth was applied on the modelled local

background concentrations with a window size of 24 h and standard deviation of 3 h.195

Figure 3 displays an example week, showing the modelled local background concentration time series, i.e. the contribution

from the European domain and the measured concentrations for ffCO2 and NOx. The modelled local background concentra-

tions are predominantly lower than the measured concentrations. Comparing the two shows different situations with varying

influence from the local domain (excess between measured data and local background). In a few cases the simulated back-

ground concentrations do exceed the real measurements, resulting in negative local excess concentrations, but only for 1.7%,200

with only 0.1% outside a 1σ range from 0 ppb. The average simulated contributions from the European domain for 2020 and

2021 were 1.49 ppb for NOx and 2.93 ppm for ffCO2, with standard deviations of 1.5 ppb and 2.8 ppm respectively. This cor-

responds on average to approximately 10% of the total measured NOx concentration and 25% of the ffCO2, ex. concentration

calculated from 14CO2 measurements.

2.2.3 Assessing the uncertainty of the local background concentrations205

The additional uncertainty related to the modelled local background concentration can be separated into three main contribu-

tions: the uncertainties of the emissions from the TNO inventory, the errors of the transport model, and the uncertainty of the

lifetimes used in the exponential decay.

The uncertainties of the emissions from the TNO inventory were approximated as 40% for ffCO2, 47% for CO and 45% for

NOx, based on the uncertainties of the national emissions and their spatial distribution (I. Super, personal communication, based210

on Super et al. (2024)). Since a relative change of the emissions propagates linearly through the transport model, these relative

uncertainties were directly applied to the simulated background to calculate the corresponding emission-related uncertainty.

As an approximation for the errors of the transport model and their impact on the simulated background, the main factor was

assumed to be temporal misalignment of the simulated and "true" background. The standard deviation of the unsmoothed data

over a 6 h window was used to assess the possible impact of such a shift and to estimate the corresponding uncertainty. The215

median of this background uncertainty is about 30% for the modelled NOx and ffCO2 concentrations. This time-dependent

estimate of transport uncertainty has the advantage of yielding higher uncertainties for periods with strong fluctuations in the

simulated concentrations, mirroring the limited reliability of the simulated background concentrations. When averaging over
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Figure 3. Measured concentrations (in black) and simulated background (in dashed green) from 13.04.2020 until 19.04.2020 for Heidelberg

station. The solid green curve shows the background concentrations after the Gaussian smooth, with its 1σ confidence interval according to

the combined uncertainties from emission-, model transport- and lifetime-uncertainties. Please refer to main text for a detailed explanation.

For the interested reader, CO is also shown here. (Continuous CO concentrations for MHD were calculated by a NOAA fit (Thoning et al.,

1989) through weekly flasks from MHD (Petron et al., 2023).)

longer periods, the temporal misalignment should average out. This contribution to the background uncertainty is therefore

mainly important when looking at individual hours.220

To assess the impact of the NOx lifetime uncertainties on the NOx background, the modelled background concentration B

at a certain hour can be regarded as a "mean" air mass with some initial concentration E and a travel time T . The dependency

of the background concentration B on the lifetime λ can then directly be described by Eq. 4, where c is the contribution with
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a travel time of 0 h.

B = E ∗ exp(−T/λ) + c (4)225

As the background was simulated for 6, 16, and 20 h lifetimes (and additionally for 18 h and 24 h), the unknown parameters

E, T and c can be determined analytically. The lifetime-dependent change in the modelled NOx concentration can thus be

calculated analytically, without running the model. For the assumed uncertainty of 2 h of the seasonally dependent lifetime this

yields a lifetime-related background uncertainty of 40% for 6 h, 11% for 16 h, and 7% for 20 h lifetime.

Assuming the three uncertainty components are independent, the resulting uncertainties for the simulated background con-230

centrations are on average about 60% for NOx and 50% for ffCO2. They are shown as shaded uncertainty range of the modelled

local background concentrations in Fig. 3. The uncertainty analysis of the modelled background concentrations conducted here

is incomplete. It could be enhanced through an ensemble approach, utilising alternative transport models, meteorological driver

data, and emission inventories. However, this is beyond the scope and intention of this exploratory work. We acknowledge the

inherent limitation of using modelled local background concentrations, while recalling that these account for only 10% of the235

measured NOx and 25% of the ffCO2 signals.

2.3 Construction of a ∆NOx-based ∆ffCO2 record

To construct continuos hourly ∆NOx-based ∆ffCO2 estimates, the hourly ∆NOx record is divided by an average atmospheric
∆NOx
∆ffCO2

ratio. The local excess concentrations ∆NOx and ∆ffCO2 are determined with respect to the simulated local background

concentration according to Eq. (2) and (3). For each 14CO2 flask analysis we calculated a ffCO2, ex. concentration relative to240

a marine 14CO2 background record from MHD using Eq. (3) from Maier et al. (2023), which includes corrections for 14C

contamination from nuclear facilities and biospheric respiration. Please refer to Maier et al. (2023) for more details and for the

construction of the marine 14CO2 background. Following Maier et al. (2024a), a weighted total least-squares regression was

applied to determine mean atmospheric ∆NOx
∆ffCO2

ratios.

By design, this method is insensitive to systematic shifts and scaling in the determination of ∆NOx, as long as the sampled245

flasks are representative of the conditions at the station. This is because such systematic biases affect the determination of the
∆NOx
∆ffCO2

ratio and the continuous ∆NOx record on which the ratio is applied in the same way, and therefore cancel each other

out in the calculation of the ∆NOx-based ∆ffCO2 estimates. However, the statistical variability around a mean bias still has an

effect. A mean bias is corrected for by the method, as described above, but the variability of that bias results in an effectively

higher variability in the observed ∆NOx
∆ffCO2

ratios and therefore a higher uncertainty in the ∆NOx-based ∆ffCO2 estimates. This250

would be, for example, a mean bias caused by NOx removal from the atmosphere in the local domain, with variability due to

the variability of atmospheric conditions leading to different levels of removal.

Returning to the underestimation of ∆NOx in the summer months due to significant removal of NOx from the atmosphere

within the local domain (see Sect. 2.2.1), the mean bias caused by this underestimation has no effect on the estimation of

∆ffCO2 as just stated. However, the variability of the underestimation increases the uncertainty of the derived ratio and ∆ffCO2255

concentrations. From the concentration contributions simulated with the high resolution model, we estimated this additional
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Figure 4. (a) Scatter plot of the local ∆NOx and ∆ffCO2 concentrations for all valid flask measurements. The colour of each data point

indicates the sampling situation. The dashed grey line represents the weighted total least-squares regression line. The blue and green lines

show the average TNO inventory emission ratios for the traffic and heating sector in the vicinity of Heidelberg. (b) Comparison between

∆NOx- and 14C-based local ∆ffCO2 concentrations for the summer (grey circles) and winter (black circles) flasks. Synthetic data (red circles

for winter data and orange circles for summer data) was generated by assuming a constant summer and winter ratio respectively.

uncertainty for the ∆ffCO2 estimates at approximately 0.4 ppm using a Monte Carlo approach. Given that this is much lower

than the typical 1.5 ppm uncertainty of 14C-based ∆ffCO2 estimates, the choice of background is still deemed appropriate for

the summer months, although a higher uncertainty for the ∆NOx-based estimates is to be expected.

3 Results260

3.1 ∆NOx / ∆ffCO2 ratios from flask samples

Figure 4 (a) shows the local ∆NOx enhancements against the 14C-based local ∆ffCO2 enhancements. The flask samples were

collected under a range of different atmospheric conditions and at different times of the day to be representative of the mix

of conditions encountered at the station. While there are some very small or negative and some very high ratios, most ratios

fall within the expected range for a mix of traffic and heating emissions for Heidelberg. Flasks with a ratio uncertainty of over265

100% were excluded from the determination of the mean ∆NOx
∆ffCO2

ratio (but included in the determination of the uncertainty of

the resulting ∆NOx-based ∆ffCO2 estimates). As outlined in Maier et al. (2024a), an error-weighted regression through the

data was used to obtain unbiased estimates of the mean atmospheric ∆NOx
∆ffCO2

ratios.
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The regression over all the flasks collected in 2020 and 2021 yields an average ratio of 1.49± 0.04 ppb ppm−1, with an

R2 value of 0.84. Due to the temporal changes in atmospheric chemistry and the mix of emissions, a seasonal and diurnal270

cycle of the atmospheric ∆NOx
∆ffCO2

ratio is expected. In Fig. 5 monthly and hourly derived atmospheric ∆NOx
∆ffCO2

ratios are shown.

The monthly atmospheric ∆NOx
∆ffCO2

ratios clearly indicate two different ratios for winter (October to April) and summer (May to

September). For all winter samples, the regression yields an average atmospheric ∆NOx
∆ffCO2

ratio of 1.40±0.04 ppb ppm−1 with

an R2 value of 0.86, while for all summer samples a higher ratio of 2.12±0.13 ppb ppm−1 with an R2 value of 0.55 is found.

The weaker correlation for the summer flasks is related to the overall smaller signal strength; if for the winter period only flasks275

in the same concentration range as the summer period (∆ffCO2 < 19 ppm) would be used, the R2 value would drop to 0.63.

Dividing the samples into summer and winter retains a sufficient number of samples per season, ensuring the regression

remains resilient against non-representative ratios obtained from single flasks. However, if only a small number of flasks are

available, for example in June where only background conditions were sampled or for specific hours of the day, the regression

can be heavily biased by a single observation with a non-representative ratio (see Fig. 5). Therefore, we refrained from deducing280

a diurnal cycle even though a certain structure is visible.

The data was also analysed for any dependency on wind direction and speed, but no relevant correlation was found.

Figure 5. (a) Seasonal cyle with ratios calculated by separate regression for each month. The number next to each data point indicates

the number of measurements in that month. Values denoted by a cross instead of a circle have an associated R2 value of less than 0.5.

The blue line illustrates the ratios calculated by two regressions over a summer period from May to September, and a winter period from

October to April. (b) Diurnal cyle with ratios calculated by separate regression for each hour of the day. The number indicates the number of

measurements in that hour. Values denoted by a cross instead of a circle have an associated R2 value of less than 0.5. For three hours there

is only one flask available, these were therefore excluded from this analysis. For hours 3 and 20 there is a second value shown with a teal

coloured circle representing an alternative ratio under exclusion of three flasks from a single synoptic event for hour 3 and one traffic-signal

flask for hour 20.

3.2 Uncertainty of the ∆NOx-based ∆ffCO2 record

Following Maier et al. (2024a), the uncertainty of the ∆NOx-based ∆ffCO2 estimates was estimated by comparison to the 14C-

based ∆ffCO2 estimates (see Fig. 4 (b)). A regression through this data unsurprisingly results in a slope of 1, as the flask were285
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used to derive the average summer and winter ratios. The distribution of the ∆NOx-based ∆ffCO2 estimates around the 1:1

line is caused by the uncertainties of the measurements and the background estimation, as well as the neglected spatio-temporal

variability of the atmospheric ∆NOx
∆ffCO2

ratios on sub-seasonal time scales. The root-mean-square-deviation (RMSD) between the

∆NOx- and 14C-based ∆ffCO2 can be used to estimate the uncertainty of the ∆NOx-based ∆ffCO2 record. As the RMSD is

dependent on the range of ∆ffCO2 concentrations, the normalised RMSD (NRMSD) was calculated by dividing the RMSD by290

the mean 14C-based ∆ffCO2 concentrations. The (N)RMSD over all flasks is 3.94 ppm (46%), while it is 4.45 ppm (41%) for

the winter period and 2.46 ppm (73%) for the summer period.

In order to assess which share of this uncertainty can be attributed to the measurement and background uncertainties and

how much is due to the neglected variability of the ∆NOx
∆ffCO2

ratios, a synthetic data experiment was performed analogue to

the procedure in Maier et al. (2024a). With this, an uncertainty of 2.65 ppm (31%) over all flasks and 3.00 ppm (28%) or295

1.93 ppm (57%) for the winter or summer periods, respectively, can be attributed to the measurement and background uncer-

tainties. Assuming these to be independent of the ratio variability, the uncertainty of the ∆ffCO2 concentrations due to the

ratio variability can be estimated through Gaussian error propagation. An uncertainty of 2.91 ppm (34%) over all flasks can

therefore be attributed to the ratio variability. This results in an uncertainty of 3.29 ppm (30%) in winter and 1.52 ppm (45%)

in summer.300

3.3 Comparison with COex.- and 14C-based ffCO2,ex. records

We compared the constructed ∆NOx-based ∆ffCO2 record with a 14C-based ffCO2,ex. record from fortnightly integrated

radiocarbon samples and a COex.-based ffCO2,ex. record to investigate the similarities and differences between the records.

Note that the ratio for CO was determined by Maier et al. (2024a) for the years 2019 and 2020 and applied here for the years

2020 and 2021. The integrated radiocarbon samples are completely independent of the flask measurements used to derive the305

∆NOx/∆ffCO2 ratio and therefore allow for a meaningful evaluation of the ∆NOx-based estimates.

Maier et al. (2024a) estimated an uncertainty of 3.95 ppm (39%) for the COex.-based ffCO2,ex. estimates and attributed

2.07 ppm (20%) to the background and measurement uncertainty. Consequently, an uncertainty of 3.36 ppm (33%) can be

attributed to the COex.
ffCO2,ex.

ratio variability. While the background and measurement uncertainty for the COex.-based record is

smaller than for the ∆NOx-based record (even without considering the additional uncertainty of the European domain ffCO2310

contribution), the relative uncertainty due to the ratio variability is almost identical for both proxies, although for CO no

seasonally varying ratio was applied.

Figure 6 shows a comparison of monthly ffCO2,ex. means for the years 2020 and 2021. The local ∆NOx-based ∆ffCO2

estimates and the ffCO2 contribution from the European domain are shown as blue and grey columns, which when stacked

together give the composite ∆NOx-based ffCO2,ex. estimates relative to MHD. The COex.- and 14C-based estimates are shown315

as red and black lines, respectively. The monthly mean ∆NOx-based ffCO2,ex. concentrations are on average about 0.6 ppm

higher than the COex.-based estimates and 1.1 ppm lower than the 14C-based. The ∆NOx- and COex.-based monthly mean

ffCO2,ex. concentrations generally show a good agreement with each other and with the ffCO2,ex. concentrations from the

integrated samples. A majority of the higher differences between the records are in months with low data coverage of one proxy
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Figure 6. Mean monthly ffCO2,ex. concentration estimates for Heidelberg estimated through independent proxies. The grey bars give the

ffCO2 contribution from the European domain (see Sect. 2.2). Stacked upon this, the ∆NOx-based ∆ffCO2 concentrations are shown in

blue. The total height of this column represents the ∆NOx-based ffCO2,ex. estimate relative to MHD. The blue error bars for ∆NOx-based

ffCO2,ex. report the uncertainty of the excess concentration relative to MHD, including the uncertainty of the ffCO2 background. Mean

monthly 14C-based ffCO2,ex. concentrations based on fortnightly integrated 14C samples are shown in black with their uncertainties. These

were calculated by averaging the ffCO2,ex. from the day and night time integrated 14C samples (calculated according to the methods described

in Maier et al. (2023)), assuming that they represent the day and night halves of the day respectively. COex.-based ffCO2,ex. relative to MHD is

shown in red with the uncertainty of 3.95 ppm estimated by Maier et al. (2024a). Periods with low data coverage are indicated in transparent.

In January 2020, the CO data coverage is only 15%. For NOx, the data coverage is low in March (63%), June (42%) and October (16%)

2020, as well as March (46%) and July (18%) 2021.

and are overall well within the uncertainties of the records. A more notable discrepancy is observed between the integrated320

samples and the proxy based records for the months of July through September 2021, which should warrant further investigation

into the reasons for this.

Two example weeks of proxy-based ffCO2,ex. estimates are shown in Fig. 7 to further compare the ∆NOx- and COex.-based

records. The 14C-based flask estimates generally agree well with the proxy-based estimates. On average, the COex.-based

estimates are 0.3 ppm lower than the ∆NOx-based. The ∆NOx-based estimates for the rush hour peaks are mostly higher than325

for the COex.-based which is often corroborated by the 14C-based estimates. On multiple occasions the COex. and 14C-based

ffCO2,ex. records reach lower than the ∆NOx-based record, partly below the modelled contribution from the local background.

Figure 7 (b), on the other hand, shows a situation at the end of the week with prevailing winds from the east where the COex.-

based estimates are substantially higher compared to the ∆NOx- and 14C-based. As the COex.-based record uses smoothed

MHD measurements as background for CO, in the minority of cases where air masses are not originating from the Atlantic,330

this can lead to an over- or understated background, as illustrated here. At the same time, the constructed local background

utilises a smooth over the modelled data, averaging out minima and high peaks. The determination of the ∆NOx
∆ffCO2

ratio accounts
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for this on some scale, as it uses the same background. Still, in situations that are not well represented by the available flasks,

this can have a relevant impact. For example, on the 13 April 2020, a background problem is obvious, whereby the composite

∆NOx-based ffCO2,ex. estimate is substantially higher than the COex.- and 14C-based estimates. While the problems of both335

backgrounds are reflected in their uncertainties, this needs to be considered when analysing individual events.

Figure 7. Example weeks of proxy based ffCO2,ex. records. COex.-based excess ffCO2 relative to MHD is shown in red. The grey bars give

the ffCO2 contribution from the European domain. Stacked upon this, the ∆NOx-based ∆ffCO2 concentrations are shown in blue. The total

height of this column represents the ∆NOx-based ffCO2,ex. estimate relative to MHD. Additionally, the black data points show 14C-based

ffCO2,ex. estimates from flasks. (a) 13.04.2020 - 19.04.2020, (b) 01.02.2021 - 07.02.2021. Note that (a) and (b) have different y scales.

4 Discussion

The co-emission of NOx and ffCO2 makes ∆NOx a potential proxy for continuous ∆ffCO2 estimates. The feasibility of such

an approach in an urban environment, acknowledging the challenges involved, is demonstrated in our study. The comparison

to two independent ffCO2,ex. records shows in general a good agreement with the ∆NOx-based estimates and validates this340

approach for the example of Heidelberg. In the following, we critically discuss the benefits and challenges of ∆NOx-based

∆ffCO2 estimation.

4.1 Challenges of a ∆NOx-based proxy approach

The key challenges of the method lie in determination of coherent NOx and ffCO2 excess concentration, i.e. in the determination

of an appropriate background, and the robust determination of atmospheric ∆NOx
∆ffCO2

ratios with their seasonal and diurnal cycles.345

The relatively short atmospheric lifetime of NOx means that the observed NOx concentrations provide information only

about the immediate vicinity of the observation station. To utilise the correlation of NOx and ffCO2, it is crucial to ensure that

the observed NOx and ffCO2 signals pertain to the same catchment area. Therefore, determining an appropriate local NOx and

ffCO2 background is of paramount importance for the quantitative use of ∆NOx-based ∆ffCO2 estimates. In an urban context,

this would ideally be accomplished by a measurement network with up- and downwind measurements of 14CO2 and NOx,350
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allowing direct, measurement-based calculation of excess concentrations. As such a network was not available in the case of

Heidelberg, the STILT model and TNO emission inventory were used to simulate background concentrations for a region of

about 40 km x 80 km around Heidelberg. This required the consideration of the short atmospheric lifetime of NOx, which was

taken into account through a very simplistic exponential decay approach, with different lifetimes for each season. Consequently,

this model approach introduced additional uncertainties through the uncertainties of the emission inventory, the transport355

model, and the lifetimes used for the exponential decay of NOx. This is reflected in the higher background uncertainties of

40% for NOx and 30% for ffCO2. As described in Sect. 2.3, the choice of the background per se is not as crucial with regard to

its absolute value, because the method used intrinsically accounts for shifts and scaling of the background. However, it is crucial

for limiting the analysis to a region where the atmospheric chemistry of NOx still allows for an adequate observation of the

correlation between ∆NOx and ∆ffCO2, which is necessary to obtain low uncertainties. Given that the estimated uncertainties360

of the ∆NOx-based ∆ffCO2 estimates are comparable to those of the COex.-based estimates, we conclude that the choice of

background was sufficient.

The atmospheric ∆NOx
∆ffCO2

ratios are influenced by the atmospheric chemistry of NOx and the changing shares of emission

sectors due to their different emission ratios. This leads to distinct seasonal and diurnal cycles in the atmospheric ∆NOx
∆ffCO2

ratios (see Fig. 5). The observed cycles generally agree qualitatively with the emission ratios from the inventory. However, we365

found that for lower numbers of available flasks, average ratios for individual months or hours can be highly influenced by

individual flasks and are not necessarily representative, especially in summer. Therefore, only two different ratios for summer

at 2.12± 0.13 ppb ppm−1 and winter at 1.40± 0.04 ppb ppm−1 were applied for the estimation of ∆NOx-based ∆ffCO2.

These ratios are mostly influenced by the afternoon and rush hour, as more flasks were sampled during these times and these

flasks generally measured the highest excess concentrations.370

In particular, the neglected diurnal ratio variability should be further investigated, as this is one of the major sources for the

overall uncertainty of the ∆NOx-based ∆ffCO2 record. One possible approach which we tested, would be to take the basic

shape of the diurnal cycle from the inventory and fit this to the observed ratios for the individual hours. However, applying

this method actually increased the uncertainty of the ∆NOx-based ∆ffCO2 estimates by 50% to 6 ppm. This is not entirely

surprising, considering that the inventory describes emission ratios, whereas our method requires mean atmospheric ratios.375

The difference between these is non trivial, especially at night and in the morning, as this depends on atmospheric conditions

and the dynamics of the planetary boundary layer. By restricting this approach to afternoon hours only (11:00 to 16:00), a 2%

improvement in the uncertainty can be achieved. Just restricting the original analysis to the afternoon and deriving a mean

afternoon ratio already leads to a 3% improvement in the uncertainty. Consequently, a better quantitative determination of the

diurnal cycle requires either more radiocarbon measurements for ratio determination, or an advanced atmospheric model to380

translate the inventory emission ratios into atmospheric concentration ratios, provided that the shape of the diurnal cycle from

the inventory is correct.

The summer samples show a lower correlation between ∆NOx and ∆ffCO2, as well as considerably higher relative un-

certainties than the winter. This reflects the lower signal strength in summer and the higher variability due to the shorter
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atmospheric NOx lifetime compared to winter. Overall, the method is therefore in general strongest on a winter afternoon and385

much more limited in its significance in summer.

Determining robust ∆NOx
∆ffCO2

ratios also requires a representative data set on which the ratios are determined. The typical range

of the continuous ∆NOx-based ∆ffCO2 estimates (0–20 ppm) is lower than that of the 14C-based flask estimates (2–35 ppm),

suggesting that the flasks used to derive the ∆NOx
∆ffCO2

ratio are not necessarily representative of the complete record. This orig-

inates from a sampling bias of the flask samples, which were disproportionately sampled during situations with high ffCO2390

concentrations and during daytime. In light of the uncertainties of the 14C-based ∆ffCO2 estimates and the analysis costs, this

is still a reasonable sampling approach. However, this should be kept in mind when using and interpreting the ∆NOx-based

∆ffCO2 record.

4.2 Benefits of a ∆NOx-based proxy approach

Despite all these challenges, the ∆NOx and ∆ffCO2 concentrations show a strong correlation with R2 values over 0.8, espe-395

cially in winter. This allows the determination of robust seasonal ratios with relatively small uncertainties. When combined with

a more advanced transport and chemistry model, they can provide valuable information for validating emission inventories.

A main cause of the challenges, the short atmospheric lifetime of NOx, is also a reason for a benefit of using ∆NOx as a

∆ffCO2 proxy due to the local nature of the NOx signal. The ∆NOx-based ∆ffCO2 record relative to the local background

combined with the COex.-based ffCO2,ex. record relative to MHD allow the calculation of the local share of ffCO2. As a result400

of the way in which the ∆NOx
∆ffCO2

ratio is determined, the distribution of ffCO2 into the local signal and background is calibrated

by the flasks used for determining the ratio. Consequently, it is largely influenced by the local ffCO2 background. In a scenario

where a more complex and precise background with sparse temporal resolution is used, e.g. a measured 14C-based ffCO2

background or a highly complex model that is only evaluated for the sample times of the flasks, the above introduced simpler

method can be used to effectively upscale the background and determine the local share of ffCO2 on a high temporal resolution.405

Furthermore, the comparison of the ∆NOx- and COex.-based records showed that while they generally produce similar

records, there are also distinctly different structures for individual events. Where the two proxies show differing ffCO2,ex., no

single proxy systematically agrees better with the 14C-based flask data, highlighting that the two records offer distinct and

complementary information. This calls for further studies on inverse modelling of ffCO2 emissions with multiple proxies,

leveraging the different sensitivities of the proxies to the near and far field and to different emission sectors. This in turn opens410

up opportunities for spatial and sectoral attribution of emissions.

5 Conclusions

∆NOx shows considerable potential as a proxy for ∆ffCO2 in an urban context, as shown here for the case of Heidelberg. Even

with a simple approach to account for its atmospheric chemistry and ratio variability, a strong correlation between ∆NOx and

∆ffCO2 is observed, allowing the construction of a high temporal resolution ∆NOx-based ∆ffCO2 record with uncertainties415

comparable to the use of CO as a proxy.
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For this, a local background was modelled with the STILT model and TNO emission inventory to derive coherent ∆NOx and

∆ffCO2 excess concentrations. Two different ratios for summer at 2.12±0.13 ppb ppm−1 and winter at 1.40±0.04 ppb ppm−1

were obtained through an error-weighted regression and applied to a continuous ∆NOx record for the estimation of ∆NOx-

based ∆ffCO2. A comparison with the 14C-based ∆ffCO2 from the flasks was used to estimate the uncertainty of the ∆NOx-420

based estimates at about 4 ppm. Approximately 2.6 ppm could be attributed to the measurement and background uncertainties,

while about 3 ppm were attributed to the ratio variability. This is comparable with the uncertainties for COex.-based estimates

in Heidelberg (Maier et al., 2024a). Moreover, the ∆NOx-based estimates are overall in good agreement with independent

COex.- and fortnightly 14C-based estimates. Concurrently, they display distinctive structures that indicate a potential informa-

tion gain from incorporating a ∆NOx-based record into model simulations. The extent to which the method can be applied to425

other stations represents an exciting avenue for further research.

One of the key challenges of the method is the short atmospheric lifetime of NOx. This mandates the careful identification

of an appropriate, common background to determine the excess concentrations of NOx and ffCO2. The pronounced seasonal

and diurnal cycle of atmospheric ∆NOx
∆ffCO2

ratios necessitates a representative and comprehensive set of flask measurements to

ensure its accurate and robust determination. As a consequence, the summer months present a particularly challenging period,430

given that the lifetime is shortest at this time and the predominantly low signals result in a less favourable signal-to-noise ratio.

Urban measurement networks with up- and downwind sampling of 14CO2 and NOx provide the ideal setup to accommodate

these challenges through direct background measurements and short travel times over the city.

In turn, when these challenges are adequately addressed, the short lifetime of NOx can also provide benefits, such as insights

into the local share of ffCO2. In conclusion, while this work highlights the potential of constructing proxy based ∆ffCO2435

records, it also reiterates the importance of systematic 14C measurements to provide the necessary constraints on the changing

ratios between the proxies and ffCO2.

Data availability. The flask results and NOx data from Heidelberg can be found in TBA.

Temporarily available for review at https://heibox.uni-heidelberg.de/d/35770e17796944948e83/
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