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The authors would like to thank the editor and both referees for the time and effort that have 

been dedicated to providing feedback on this manuscript. Please find below, in blue, our 

responses to referee comments, questions, and concerns. All page and line numbers refer to the 

revised manuscript. 

 

Responses to Referee 2 

The manuscript entitled “Regime-dependence when constraining a sea ice model with 

observations: lessons from a single-column perspective” investigates the impact of several 

plausible observation types of sea ice on the sea ice variables in three different sea ice regimes: 

PACK ICE, SEASONAL ICE, and FIRST-YEAR ICE. The authors conducted a series of perfect 

model experiments using the linked DART and Icepack and analyzed the results using several 

metrics comprehensively. The authors find that the efficacy of sea ice DA varies significantly 

across observation types and sea ice regimes. While the former finding is not new, the latter 

finding is novel. This study suggests that DA strategies need to be tailored to observation types 

and regimes, which provides insights for the sea ice DA community. The experiments are well-

designed, and the manuscript is well written. I very much enjoyed reading it. Albeit, I have 

several comments for the authors to address before publication, which I consider minor.  

We thank the reviewer for nicely summarizing the contributions of the manuscript and we are 

very glad to hear that it was enjoyable to read!  

1. The authors presented a lot of results in the paper, yet do not provide enough speculations or 

discussions. It’s helpful to know which observation types perform better than others, or which 

observations work better in certain regimes, but are they model specific? How translatable are 

the findings? Digging deeper into the mechanisms that contribute to their different 

performance might be more valuable.  

We appreciate the reviewer’s request for further discussion and speculation regarding the 

broader impact of these findings.  



The perfect-model experiments are useful for understanding the DA process under optimal 

conditions. They disregard several important considerations for real-world applications, 

including but not limited to observation representativeness, observation availability and 

rejection, intractability of observational error structures, covariance localization, and model bias 

compared to the real world. As such, one should expect that the part of the findings that relate 

to DA “mechanics” should be consistent, and parts that are functions of the model or the 

observations themselves may need to be treated with care when scaling up or complicating our 

experimental approach. For example, the model covariance relationships between variables are 

model-dependent but also tend to reflect common tendencies or difficulties across models (e.g. 

the tight spread in SIC in winter, since freezing conditions lead to total sea ice coverage in a 

most grid cells, versus the broader spread in SIT/FBR/FBL). We have added the following 

sentence at L402-404. 

“While the details of these covariance relationships are dependent on how the model 

represents variability in the sea ice state, their general structure and seasonal evolution 

reflect physics that should be consistent across credible sea ice models available today.” 

In terms of observations, the error structures used in the work are modeled on those from 

current instruments or previous literature but are not fixed for all observation types and may 

influence the impact of a specific observational type. Real-world observations are also not likely 

to share the one-to-one representativity used in this work, which may alter their impact. We 

have made several references to these kinds of caveats throughout the paper (L143-149, L186-

188, L368-373, L393-404) and clarified that the results should be considered an upper bound 

on the efficacy of these observation types (L58-60, L147-149, L373-374).   

In several instances, discussion of why an observation type has a particular impact is presented 

immediately with the results pertaining to that observation. We made this choice to avoid 

referring to many different pieces of the work several times across sections, though we 

acknowledge that it makes the Results section noticeably longer than the Discussion & 
Implications section. The manuscript presents several relevant mechanisms for observation 

performance across regimes, including seasonal model ensemble spread compared to 

observational error magnitude (L300-316, L358-361), covariance relationships between 



observation quantity and state variables (L393-404), proximity of the selected TRUTH to the 

FREE ensemble mean (L289-290) and observational error structure (L405-414).  

We have expanded some discussion and speculation regarding which types of observations are 

likely to produce the best estimate of the state in present-day applications, given observational 

availability, in L379-392.  

2. The format of the paper needs to be cleared up. Figures are referred to as Fig. XX in some 

places and Figure. XX elsewhere. Please be consistent throughout the paper. Also, there are no 

sub-labels in the plots, some of which are fine, but not when they are referred to in the paper, 

e.g., Figure 4. The citation also needs to be edited, e.g., Petty et al (2023a) is referred to in the 

text, but it’s not clearly labeled in the reference list section  

We thank the reviewer for catching these errors. For clarification, we are using The Cryosphere 

submission requirements, which are to use the abbreviation “Fig. XX” when referencing figures, 

except at the beginning of a sentence. We have checked the manuscript for consistency with 

respect to this stylistic choice. We have also added panel labels to multi-panels figures (Figs. 2-

6, Fig. 14). Finally, in conjunction with similar notes from another reviewer, we have thoroughly 

checked the references section and citations for consistency. The particular note regarding Petty 

et al (2023a) has been corrected by removing the “a” designation, since there is no longer a 

Petty et al (2023b) in the references (L43 in the revised manuscript).  

More detailed comments are listed below 

 

1. The definition of the three regimes is a bit sporadic in the paper. Since it’s an important 

concept in the paper, I’d suggest clearly defining them in the experimental setup, maybe in a 

separate subsection. 

In conjunction with a similar comment from another reviewer, the selection criteria and 

definitions for the regimes have been added to the methods section (Prior Ensembles, L159-

164). A map detailing the specific locations being modeled by each regime ensemble has also 

been added as Figure 1 (referenced at L169-170). 

 

2. There’s a lot of information in Figure 2 that’s not discussed in the paper. For example, 

although the aggregate SIC spread is small throughout the year except in the summer, the 



spreads of individual categories are decent. What does this suggest, and how will this impact DA 

results? I believe these discussions are valuable.  

We are grateful to the reviewer for highlighting some shortcomings when it comes to how we 

have presented Figure 3 (previously Figure 2). In reviewing this comment, it became apparent to 

us how a lack of direct reference to Figure 3 in the initial results section makes it difficult to link 

the text to the figure. We have added end-of-sentence references to specific panels of Figure 3 

when examining how Icepack ensembles represent each regime (L212-214, L217-218, L225, 

L228). It is our hope that this more explicitly links the discussion of spread and mean state in 

the ensembles in this section to the relevant parts of Figure 3.  

Regarding the reviewer’s specific comment on the relationship between spread in aggregate SIC 

and spread in individual Aice,n categories in the freezing season, we note that this is possible since 

there are many ways that 5 categories can be distributed but still add up to 1. There are two 

primary implications. First, a DA adjustment could move ice around the categories while not 

appearing to shift the total concentration very much; this is expected behavior in winter when 

one expects SIC in PACK ICE regimes to be close to 1. Secondly, however, adjustment in each of 

the categories is dependent upon how much an observation can adjust the model’s estimate of 

that observed quantity and the strength of the covariance relationship between observable and 

state quantities in the model (Fig. 14 in the revised manuscript). As an example, since spread in 

SIC is so small in the PACK ICE ensemble, assimilating an SIC observation is unlikely to produce 

a substantial adjustment to the model’s ensemble mean estimate of SIC (the DA sees the 

ensemble as a “very certain” estimate). If there isn’t a substantial update to SIC in the model 

ensemble, then there won’t be much of an increment to regress onto each of the individual 

categories when updating the state variables (even less so if the covariance relationship used to 

perform the regression is also weak). This is part of why SIC observations should not be 

expected to be effective when SIC spread is low, even if category area spreads are larger;  on the 

other hand, observations like SIT and FBR/FBL (or SIC in thinner ice environments) which have 

decent ensemble spread in the winter, could produce a substantial increment that could be 

regressed to accurately update the categories during those times (Fig. 11 in the revised 

manuscript).  



While the Figure 3 presentation of the prior ensembles does prelude these ideas without 

directly introducing them, they are discussed via a few examples from the assimilation 

experiments in the Results section (specifically for SIC, see L335-352). An explicit treatment for 

how assimilating an aggregate quantity like SIC leads to updates for individual categories like 

Aice.n is currently being prepared by the authors for another study—a more detailed discussion of 

the relationships between aggregate and categorized DA updates will be presented there. 

Another thing that catches eyes is the huge spread of SIC in the FIRST-YEAR ICE. Basically it 

ranges from 0 to close to 1 in winter. Is it representative of the model uncertainty?  

The large spread in FIRST-YEAR ICE SIC reflects the variability in freezing conditions in the 

perturbed ensemble of atmospheric forcings around a mean that is near the melting point even 

in the winter months (Fig. A1). Given the more southerly location of this grid cell near the ice 

margin in the Atlantic sector of the Arctic Ocean, it is possible to have atmospheric conditions 

that stay above freezing and conditions that stay below freezing over the same period in the 

forcing ensemble. This results in a much wider range of ice coverage conditions than is seen at 

locations where the atmospheric conditions are well below freezing in all ensemble members for 

most of the year. We consider this representative of the actual SIC natural variability at marginal 

ice locations like this one, if not an under-representation (see Fig. 5, panel b). This is lightly 

discussed in the manuscript (L225-228, L268-271) but has been more explicitly referenced to 

the figure (now Fig. 3) in the text (L225).  

Figure 4 is meant to evaluate if the ensembles in the single column grid points are 

representative of their regimes, but it only shows the time-averaged (co)variances, which does 

not consider the large seasonal variation, especially in the FIRST-YEAR ICE regime.   

We have adjusted Figure 4 in response to this point (and the more specific comment below) 

such that the time averaged (co)variances and the comparison on interannual ensemble 

(co)variances are both presented.  

 

3. The panels in Figure 4 are not labeled but referred to in the text. Please add sublabels.  

Panel labels have been added to this figure (now Fig. 5 in the revised manuscript). Thanks for 

catching this issue.  

 



4. In Figure 4, the right panel doesn’t provide additional information to the left panel, at least 

the authors didn’t elaborate on it. I’d suggest re-arrange the panels in Figure 4 to add the 

seasonal variations of spread and trim the panels that are not discussed in the text.  

We consider this suggestion a good one and have made an attempt to address it by shifting the 

time-averaged (co)variances as a function of mean ice thickness to the left column and adding 

in the comparison between ensemble (co)variance in each regime and the corresponding grid-

cell (co)variance at each day of the year across a five-year CICE6 simulation to the right column. 

The inclusion highlights the general agreement with respect to timing of variance captured by 

the Icepack ensembles, but also their underestimation of SIC and SIT variance (as well as their 

covariance) cycle compared to interannual variability in a CICE6 simulation. A revised and 

expanded discussion of this figure (now Fig. 5 in the revised manuscript) has been added at 

L229-243. 

 

5. Block 240: why does FBR differ so much from FBL in FY ICE? The authors discussed their 

different performances in snow depth estimates but didn’t mention their differences in ice 

volume. The possible contributing factors are also not mentioned. Since the two observation 

types are two key derived products, it’s worth investigating why one offers more value than the 

other, and the reasons behind it.  

The differing impact of FBL and FBR observations for constraining thick and thin ice regimes (in 

terms of ice thickness) is reviewed in the Discussion & Implications section (L408-414). As is 

mentioned there, the relative superiority of FBL observations in thin ice regimes (FY ICE) is a 

product of the error structures of each observational type, which have been derived from 

currently available satellite retrievals of radar and laser freeboard (Fig. B1). In thin ice regimes, 

error in FBL observations appears small compared to ensemble spread, while FBR error appears 

large compared to ensemble spread (Figs. 3 & 4). As such, the FBL observations will produce an 

adjustment, while the FBR observations will not. In thick ice regimes, both observation types 

have error that is smaller than the ensemble spread, but FBR error appears smaller than FBL 

error, so FBR observation more tightly constrain SIT in that regime.   

 


