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Authors’ Response to Reviewer #2

Comment 1

The authors have made a considerable effort to revise the manuscript, thereby satisfying the concerns I had
about the manuscript. I note in particular that they have provided the key informations about the numerical
experiments that were missing in the original submission.

Response: We thank the reviewer again for constructive final comments.
Below, we provide our detailed point-by-point responses to the reviewer’s further comments. To enhance the legibility
of this response letter, all the reviewer’s comments are typeset in blue boxes. Rephrased or added sentences in the
revised version are indicated in a gray box.

Comment 2

Rigorously speaking the MSE acronym has not been defined.

Response: We have revised the manuscript as follows (L215-L216 in the manuscript):

Assuming sufficiently large sample sizes, the difference between the mean squared error (MSE) can be
approximated as normally distributed.

Comment 3

- The equation L 217 (which does not have a number BTW) is only valid if the squared errors of the prediction
are independent of the squared errors of persistence and if they have the same mean value, right? I think that
these conditions should be mentioned.

Response: We thank the reviewer for this comment. We have revised the manuscript as follows (L215-L217 in the
manuscript):

Assuming sufficiently large sample sizes, the difference between the mean squared error (MSE) can be
approximated as normally distributed. This approximation is valid under the conditions that the SE from the
two methods are independent and have the same mean value:

Comment 4

Typically Nprediction and Npersistence would be the same as N defined L 198? If yes, it is perhaps not needed to
introduce these new symbols.

Response: We have removed the redundant notation and use N as follows (L218-L219 in the manuscript):
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where s2
prediction and s2

persistence are the sample variances of the SE, and N is the total number of prediction
experiments.
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