
 

Response to reviewers 
Global Inductive Magnetosphere-Ionosphere-Thermosphere Coupling 
 
 
We sincerely thank the reviewers for very constructive and important comments. We have 
prepared a revised manuscript that includes a new appendix to describe how the 2D equations 
can be derived by integrating over the ionospheric Ohm’s law. We have also made a number of 
smaller additions and changes. The reviewers’ text is quoted below in black, with our response 
to each point in blue. New text that is added to the manuscript is shown in dark red. A version of 
the manuscript where all the proposed changes are highlighted is attached.  
 
 
Arthur D. Richmond 
This is an excellent description and analysis of magnetic induction effects on global ionospheric 
electrodynamics.  It describes how the electroquasistatic assumption commonly used to model 
global electrodynamics can be avoided in order to examine the physical processes by which 
ionospheric electric fields and currents are established.  A numerical model is developed to 
demonstrate and analyze the effects of induction.  A surprising prediction of the modeling is that 
fully steady-state electrodynamic conditions within the ionosphere may require several minutes 
to establish, even without considering magnetospheric feedback, instead of tens of seconds that 
simple order-of-magnitude estimates typically predict.  The article is properly placed in the 
context of prior work.  Most of the limitations and potential future developments are well 
described. 
 
A point requiring further clarification is the significance of height variations of winds, 
conductivities, and current densities within the ionosphere for the modeling.  The mathematical 
development essentially ignores variations of these quantities with height, treating the quantities 
as existing only at a single height in an infinitesimally thin layer.  The numerical modeling uses 
winds at 110 km from the Horizontal Wind Model and height-integrated conductivities.  In reality 
winds and conductivities vary strongly with altitude in the lower ionosphere.  Height integration 
of Equation (6) does not yield Equation (7) as the result.  Instead, Equation (3) needs to be 
integrated in height and then solved for E in order to get something similar to Equation (7), 
except that the uxB term becomes terms involving height-averaged winds weighted by the 
Pedersen and Hall conductivities. 
We thank the reviewer for this important comment. We agree that our description of the 
relationship between the 3D and 2D quantities was lacking. We have kept the model as is, but 
done two things: 1) We have modified the statements in section 3 to avoid the indication that we 
integrate the Generalized Ohm’s law, but instead project the 3D equation on a spherical shell. 2) 
We have added a new appendix to justify our use of height-integrated conductivities and current 
density, and to outline an approach for a more generally applicable model with better treatment 
of neutral winds, and possible inclusion of field-aligned conductivity. The appendix gives a more 
complete description of the relationship between the 3D equations and the 
conductance/resistance tensors in the Ohm’s laws.  



 

 
We include a screenshot of the new appendix below:  
 

 



 

 
 
 
 
 
 
 
Another point requiring further clarification is the nature of winds responsible for Sq-like 
geomagnetic variations.  The statement "Sq currents will only form if the winds imply an 
interhemispheric imbalance [of winds] at conjugate points" (Line 575) is incorrect.  Winds at 
conjugate points can be balanced and still create a curl in uxB_0 that is balanced at conjugate 



 

points such that no interhemispheric magnetic tension is created, only a balanced change in 
magnetic pressure. 
Our original wording was imprecise and we did not mean to suggest that neutral winds must be 
imbalanced at conjugate points in order for Sq currents to arise. As the reviewer correctly notes, 
winds that are balanced at conjugate points can still produce a curl in uxB_0, which drives 
currents without creating interhemispheric tension. What matters is not the wind itself but the 
resulting Lorentz force. We have therefore revised the sentence to read:  “Sq currents will only 
form if there is an interhemispheric imbalance in Lorentz force at conjugate points, mainly 
arising from neutral winds.”  
 
 
Minor comments 
 
1. Add j_parallel to the right-hand side of (3). 
Done 
 
2. Line 104:  F can also be important at low altitudes, where E_parallel may be non-negligible. 
We changed the sentence to 
Since F in this equation only becomes important outside the E-region (Brekke, 2013), we will 
neglect it here. 
 
3. In the caption for Figure 1 all the mathematical quantities should be defined. 
We have simplified the figure and defined all the mathematical quantities. Below is a screenshot 
of the figure with the new caption 



 

 
 
 
4. Lines 136-140: The reason why the radial component of the current does not appear in (7) 
has nothing to do with high field-aligned electron mobility, but rather to the fact that current 
density appears in (6) and (7) only in the form jxb, and therefore excludes j_parallel. 
Thank you for catching this. We have changed the last sentence of the paragraph to: 
In this expression, jr appears only in the last term, which represents the magnetic 
field-aligned component of j, which is not included in (7) because of the cross product with b. 
 
5. Concerning notation, B is the total magnetic field in (2),(3),(6),(7), but is only the perturbation 
field starting at Line 151.  Perhaps different symbols can be used. 
We agree that this is unfortunate, but it is difficult to adopt an alternative symbol for the 
perturbation field, since most common choices (e.g., ) are already in use. To address this, we ∆𝐵



 

have revised the text to make the change in notation explicit. We now write 
From this point onward, we refer to the main field as B0, [...] 
 
6. Line 162: Is Equation (11) meant instead of Equation (10)? 
To avoid confusion we changed the sentence to  
It remains to specify the components of ∆B, which consists of the magnetic field immediately 
above (B+) and below (B-) the ionosphere, according to Equation (10). 
 
7. Lines 294-295:  It is not obvious that the deformation can be neglected if dB/dt is non-zero.  
We changed the sentence to say  
We make the physical assumption that the induction electric field is small enough that this 
deformation is negligible 
 
8. Lines 313-314 and Line 561: The force-free assumption applies only above the current layer, 
not within it.  Currents can cross magnetic field lines everywhere in the current layer. 
Our point was not precisely stated. It is now changed to  
We note that our 2D ionosphere is likely incompatible with the physics of the equatorial 
electrojet: If the 2D sheet current has a non-zero divergence at the dip equator, it implies a 
radial current above the sheet which crosses magnetic field lines, in violation of the force-free 
assumption. 
 
Stephan C. Buchert 
The authors skillfully condense into the paper a relatively large amount of work and impressive 
progress on modeling the thermosphere-ionosphere-magnetosphere. I have only a few minor 
comments in parts of section 5 "Discussion" 
 
"Sq currents will only form if the winds imply an interhemispheric imbalance [of winds] at 
conjugate points" (Line 575) is a bit vague about what interhemispheric (im)balance means, but 
essentially correct, in my opinion. It is the uxB term (integrated over the dynamo region in the 
2D model) which' mismatch at conjugate points forms Sq. In order to balance, i.e. suppress Sq 
completely, the neutral wind vectors would need to compensate also for any conjugate 
asymmetries of the magnetic field, including asymmetric magnitudes |B_N| and |B_S|. This is 
implied by the statement "2) if u × B0 at conjugate points imply different electric fields, ... " in 
lines 570-572. I'm not sure whether this is relevant for Art Richmond's comment on the issue in 
his review. 
Thank you for this comment. See response to Art Richmond’s comment, above. We changed 
our phrasing to: “Sq currents will only form if there is an interhemispheric imbalance in Lorentz 
force at conjugate points, mainly arising from neutral winds.”  
 
 
Regarding altitude dependence of the neutral wind, rather of the uxB term within the ionosphere 
(in each hemisphere), an imbalance would form intra-ionosphere current systems, i.e current 
loops closing within different layers. I'm not aware of any experimental evidence of such 
currents which is probably owing to the absence of satellite data from the lower-middle 



 

thermosphere-ionosphere. According to Fukushima's theorem the effects would be almost 
undetectable both below/on the ground as well as above in low Earth orbits.  A future 3D 
version of the B,v model presented here could demonstrate the existence of such 
currents/magnetic tensions between thermospheric layers in the presence of horizontal neutral 
wind with vertical gradients. This is meant as a contribution to the discussion, not necessarily a 
suggestion for additions to the paper, which might rather focus on describing what has been 
achieved so far. 
We thank the reviewer for this interesting and insightful comment. The relationship between 3D 
and 2D formulations is now discussed in more detail in the new appendix. We agree that a full 
treatment of intra-ionospheric current loops driven by vertical wind gradients would require a 
dedicated 3D framework, which is beyond the scope of the present paper. 
 
Lines 579-580, "In steady state the electric field is such that no further deformation happens, as 
the j × B force and momentum transfer due to collisions with neutrals counterbalance each 
other.": The jxB force and momentum transfer by collisions are different views of the same 
forcing, the former in the B,v paradigm, the latter in E,j. They do not counterbalance. jxB (or 
collisional transfer in E,j) rather is counterbalanced by the inertia of the atmosphere. Thus 
strictly only a quasi-steady state is reached, with generally long atmospheric time scales. Rapid 
changes as mentioned in lines 494-500 would so be able to excite atmospheric acoustic/gravity 
waves, probably of relatively low amplitudes, Parker's (1996) long paper includes an example 
calculation of the neutral atmosphere forcing by magnetic stress (i.e. closure of FACs). This has 
been studied/simulated within the E,j paradigm modeling the frictional forcing of magnetosphere 
ion convection, for example, one simulated effect has been described as "flywheel" (Deng et 
al.., JGR< 1991). But an inductive treatment has advantages. I suggest to briefly mention the 
potential to couple dynamic models of the atmosphere with an inductive 
Magnetosphere-Ionosphere-Thermosphere (B,v) description in a conceptually relatively straight 
forward manner (i.e. propagate forward in time du/dt = ... + jxB and dB/dt = -(∇ x E(u, B)), 
Faraday with GOL, equation (2)). The treatment of the inductive 
Magnetosphere-Ionosphere-Thermosphere would so become more analogue to that of the 
Earth core and relatively recently also Ocean dynamos.  
We agree with this point, but we have not added anything in the paper since the possibility of 
including fluid dynamics is discussed in Section 5.4.3, and also in the first paragraph of Section 
3.  
 
 
Section "Conclusions", especially paragraph lines "677-683°: The high-latitude field-aligned 
currents are described as being prescribed and an input into the coupled 
Magnetosphere-Ionosphere-Thermosphere model of this work. I would suggest to mention (at 
this paragraph and/or elsewhere in the paper) that the neutral wind in the dynamo region is the 
other 2nd input to the 2D model. Here it is prescribed using the HWM by Drob et al. (2017). In 
reality the neutral wind varies with time. Precise and spatially sufficiently dense magnetic 
measurements on the ground and in space at mid-latitudes would so carry information on 
neutral wind differences at magnetically conjugate points. 
 



 

Thank you for this comment. We agree that this point could be emphasized more. In the 
paragraph that is referred to, we have added a mention of given neutral wind pattern to one of 
the sentences: 
At high latitudes, the imposed magnetic field is defined to be consistent with a prescribed 
pattern of field-aligned currents; at low latitudes it is calculated by assuming that the magnetic 
field adapts to preserve current continuity between hemispheres and matching electric 
potentials along magnetic field lines, given a neutral wind pattern. 
We have also included mention of global circulation models in the first sentence in the next 
paragraph: 
The model presented here can in principle be incorporated into global magnetosphere 
simulations and upper-atmospheric circulation models to provide a more complete description of 
magnetosphere–ionosphere interactions.  
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Abstract. The ionosphere forms the inner boundary of near-Earth space, where collisionless space plasma transitions into a

partially ionized gas that interacts with the neutral atmosphere through collisions. Conventional models for magnetosphere-

ionosphere (MI) coupling use an electric circuit framework, where an electric potential is calculated from the current continuity

equation on a thin spherical shell that represents the ionosphere. This approach, founded in the E, j (electric field and current

density) paradigm, contrasts with the approach used to study plasmas in other regions of cosmos, where the magnetic field B5

and plasma velocity v are treated as fundamental variables (the B,v paradigm). Since traditional MI coupling models also

neglect induction by setting ωB/ωt = 0, they omit the dynamic processes by which B evolves, leaving the global MI coupling

process arguably poorly understood. To advance our understanding of MI coupling, we present a new global model of the

2D ionosphere that incorporates induction, with B as the primary variable. This model accommodates arbitrary ionospheric

conductance, neutral wind patterns, and realistic main magnetic field geometries. Simulations reveal the complex nature of the10

induction process over a few seconds to several minutes. The induction timescales depend on the magnitudes and spatial scales

of conductance, neutral wind, imposed magnetic field perturbations, and main magnetic field geometry. We simulate for the

first time how low-latitude Sq currents and electric fields emerge through induction. Our model has the potential to replace

existing MI coupling modules in magnetospheric simulation codes, offering both a truly global solution, and the inclusion of

induction in the coupled system dynamics.15

1 Introduction

The magnetosphere constitutes the vast region of space where Earth’s magnetic field has a dominating influence, a comet-

shaped region that extends to about 10RE in the sunward direction, with a much longer tail on the nightside. Beyond the

magnetosphere’s outer boundary is the solar wind, which shapes it and powers most of its dynamics, including phenomena

such as geomagnetic storms and auroral displays. The inner boundary of the magnetosphere is the ionosphere, where space20

plasma overlaps and interacts with the neutral atmosphere. Collisions between the charged particles of the plasma and neutrals

in the ionosphere lead to exchanges of momentum and energy when the two fluids move relative to each other.
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To our knowledge, all global simulations of the magnetosphere (Tóth et al., 2012; Zhang et al., 2019; Sorathia et al., 2020;

Von Alfthan et al., 2014) use the same principle for coupling to the ionosphere: Field-aligned currents (FACs) are mapped

along the main magnetic field of the Earth from the inner boundary of the magnetospheric simulation domain, typically a few25

Earth radii (RE , set to 6371.2 km in this work), to a 2D spherical shell that represents the ionosphere. The incident FAC is

used in the current continuity equation, along with prescribed electric conductivities and neutral winds, to solve for an electric

potential (Merkin and Lyon, 2010; Ridley et al., 2004; Ganse et al., 2025) which serves as the inner boundary condition for

the magnetosphere simulations. Earthward of the inner boundary, the potential depends on the neutral winds and assumptions

about interhemispheric coupling (Maute et al., 2021; Richmond and Maute, 2014). In existing implementations, the potential is30

treated independently in the two polar hemispheres, and separated from the low latitudes by a boundary condition at some fixed

latitude. This circuit-based approach, relating electric fields, conductivities, and currents via the so-called Ionospheric Ohm’s

law, has a long tradition in ionospheric physics (see, e.g., reviews by Richmond, 2016; Leake et al., 2014), and is derived from

the momentum equations of electrons, ions, and neutrals, together with important assumptions for each of them.

In the conventional magnetosphere-ionosphere coupling schemes described above, the electric field E is represented as the35

gradient of a scalar potential, which implies that it is curl-free, and that ωB/ωt = 0 according to Faraday’s law. In this work,

we do not make this assumption, but we still neglect displacement currents, ωE/ωt = 0. While it is true that the rotational part

of E is often small compared to the potential part of the field, it has been observed to be significant in some cases (Madelaire

et al., 2024). Importantly, the lack of induction conceals the physical processes that drive ionospheric electrodynamics. The

widespread use of this approximation has led to the idea that field-aligned currents set up an electric field, or that electric40

fields penetrate from higher altitudes, and drive convection and currents across magnetic field lines. This concept has been

challenged in a series of papers arguing that instead of treating E and j as primary (the E, j paradigm), B and v should be

seen as the primary variables, while E and j are derived (Vasyliūnas, 2001, 2012; Vasyliūnas and Song, 2005; Vasyliūnas,

2005; Parker, 1996). In the B, v paradigm the electric field and currents are understood as natural consequences of plasma

convection and magnetic field deformations propagating from the magnetosphere, emphasizing the dynamic coupling between45

the magnetosphere and the ionosphere rather than viewing electric fields as externally imposed drivers.

Laundal et al. (2024) recently presented a simple conceptual model, a thought experiment in which the ionosphere is flat,

the main magnetic field is vertical, the neutral winds are zero, and the dynamics is resolved in a single horizontal dimension.

Their purpose was to elucidate the physical process of how the magnetosphere drives ionospheric dynamics, but the restrictive

simplifications make it difficult to directly apply their model in a realistic scenario. In this paper, we extend the model by50

treating the ionosphere as a 2D spherical shell, and allowing arbitrary main magnetic field geometry, neutral wind, and hori-

zontal gradients in all quantities. The resulting model can, in principle, replace the magnetostatic magnetosphere-ionosphere

coupling scheme in conventional global magnetospheric models. Incidentally, our B,v-based approach can also be solved in

steady state, in which case it reduces to the conventional magnetostatic approach. However, unlike conventional magnetostatic

solvers, our model is truly global, with no boundaries that disconnect high- and low-latitude regions.55

In Section 2 we explain the basic concept of our approach, starting from Maxwell’s equations and the Generalized Ohm’s

law in 3D. In Section 3 we discuss simplifying assumptions, including the projection onto a 2D spherical shell, that reduces the
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computational complexity. Special attention is given to the boundary conditions, which are defined by the magnetic field above

and below the ionosphere, represented with spherical harmonics. Section 4 presents example simulation results. We discuss the

results, implications, and limitations in Section 5. Section 6 concludes the paper.60

2 Basic Theory of Inductive Ionospheric Dynamics

In this section we present the basic equations of the inductive magnetosphere-ionosphere coupling scheme used in this paper.

Our approach is inspired by Vasyliūnas (2012) and Chapter 9.5 in Parker (2007). It is related to a number of previous simulation

studies in which the equations given below are solved in various 1D and 2D geometries (Tu and Song, 2016, 2019; Dreher,

1997; Otto and Zhu, 2003; Laundal et al., 2024). Here we present the equations for a 3D ionosphere. In the next section, we65

present the simplified equations that model the ionosphere as a 2D spherical shell, along with the approach used to define the

boundary conditions.

The induction equation, or Faraday’s law, is

ωB

ωt
= →↑ ↓E. (1)

To integrate this equation in time, the electric field E must be defined. We consider it to be given by the Generalized Ohm’s70

law (Leake et al., 2014),

E =
εHj↓ b̂+ εP b̂↓ (j↓ b̂)

ε2
H

+ ε2
P

→u↓B+F, (2)

where u is the neutral wind, b̂ is the unit vector in the direction of the magnetic field, j is the electric current density, and εP

and εH are Pedersen and Hall conductivities, respectively. This equation is derived from the momentum equations for ions

and electrons. The vector F includes contributions from inertia, pressure gradients, gravity, and the magnetic field-aligned75

component of E. For a detailed derivation of this equation, see Leake et al. (2014). When F = 0, the remaining terms in the

momentum equations represent the Lorentz force and the momentum exchange with neutrals via collisions; and Equation (2)

represents the relationship between E and j when these two forces balance. In the following, we will assume that F = 0.

Pressure gradients and inertia are important to consider at high altitudes but become relatively less important in the E-region,

where the collisional coupling between plasma and neutrals is strongest (Brekke, 2013). Furthermore, the conductivity along80

the magnetic field lines can be assumed to be large, implying that any electric field in the direction of the field lines is quickly

equilibrated, which implies that B ·E = 0. The effects of pressure gradients and gravity are generally considered to be small,

although their impacts are sometimes detectable (Alken, 2016; Laundal et al., 2019).

The Generalized Ohm’s law and the Ionospheric Ohm’s law are fundamentally the same equation, differing only in the

variable being solved for: E for the Generalized Ohm’s law or j for the Ionospheric Ohm’s law. For F = 0 the Ionospheric85

Ohm’s law is (e.g., Brekke, 2013)

j = εP (E+u↓B) + εH b̂↓ (E+u↓B)+j→
!!!

b̂. (3)
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The conductivities primarily depend on plasma density and on the collision frequencies between the plasma species and

neutrals (e.g., Strangeway (2012)). The collision frequencies, in turn, depend on temperature (Schunk and Nagy, 2009). The

time evolution of density, momentum, and temperature are described by the continuity, momentum, and energy equations,90

respectively (Dreher, 1997; Otto and Zhu, 2003; Tu and Song, 2016; Laundal et al., 2024). In this paper, we assume that the

density and temperature, and hence conductivity, are given, and that both ion and electron inertia can be neglected. Thus, the

only equation we need to integrate in time is Faraday’s law.

We obtain a closed set of equations by replacing the current density using Ampère’s law in the quasi-static approximation,

j =
1

µ0
↑ ↓B, (4)95

and choosing appropriate boundary conditions for B. Equations (1), (2), and (4) can then be combined to describe the evolution

of the magnetic field as a function of the magnetic field itself. The electric field can be retrieved at any time from Equation (2)

and the currents from Equation (4), but, as pointed out by Parker (1996), they do not dictate the dynamics. It is possible but

computationally expensive to evolve Faraday’s law in 3D. In the next section, we derive the ionospheric induction equation for

a 2D spherical shell, along with other simplifying assumptions that we use in our numerical simulation.100

3 Dynamic MIT Coupling With 2D Ionosphere

In this section, we describe how we use Equations (1), (2), and (4) for a 2D spherical shell at radius r = R that represents the

ionosphere. Since the collisional interaction between ions and neutrals peak
!!!!
peaks

!
in the E-region, this region will dominate in

a height integral of Equation (2) over the ionosphere
!!!!!!!!!
dominates

!!!
the

!!!!!!!!!
ionospheric

!!!!!!!!
response

!!
in

!!!!
any

!!!!!!!!!!!!!!
height-integrated

!!!!!!!!!
description.

Since F in this equation only becomes important at higher altitudes
!!!!!!
outside

!!!
the

!!!!!!!
E-region

!
(Brekke, 2013), we will neglect it105

here. In addition we will neglect the continuity and energy equations, which means that, as in conventional magnetosphere-

ionosphere coupling schemes, the conductivities, which are functions of density and temperature (Schunk and Nagy, 2009),

must be considered as given. Future iterations of the model may include all these effects as it is conceptually straightforward

but computationally more expensive to evolve the fluid moments in time together with Faraday’s law (Tu and Song, 2016).

Above the 2D ionosphere, we assume ideal MHD and that the magnetic field is force-free, which means that B↓(↑↓B) = 0.110

That is, all currents are field-aligned in this region. Below the ionosphere, we assume that there are no currents, so that the

magnetic field is curl-free and can be expressed as a gradient of a scalar potential. These assumptions lead to a 3D description

of the magnetic field above and below the ionosphere, described in more detail later in this section. The geometry is illustrated

in Figure 1. In this figure, which is to scale, the ionosphere looks like a thin blue line at about 110 km altitude, but is actually

a contour plot of a typical Pedersen conductivity. Here, the Pedersen conductivity is based on measurements taken at a single115

geographic location using the EISCAT incoherent scatter radar on Svalbard, but the values are plotted across all latitudes to

illustrate the radial dependence relative to a 2D cross-section of the Earth. This shows that the 2D assumption is reasonable on

large scales.

From magnetic flux conservation, the radial component of the magnetic field must be continuous across the ionosphere,

which means that the radial component Br must be the same as the ionosphere (located at r = R) is approached from above or120
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B ⇥ r ⇥ B = 0
E + v ⇥ B = 0

r ⇥ B = 0

r =
R

Figure 1. Cross section of the Earth, ionosphere, and inner magnetosphere (gap region) shown to scale. The ionosphere appears as a blue

line but is in fact a linear color scale contour plot of a typical height profile of the Pedersen conductivity, highlighting the appropriateness of

a 2D treatment. We simulate Br!!!
the

!!!!
radial

!!!!!!!!!
component

!
of
!!!
the

!!!!!!!
magnetic

!!!!
field

!!
B on the spherical surface at

!!!!
radius

!
r =R, but the magnetic field

is defined everywhere using the assumptions indicated in the figure.
!!!!!
Above

!!
the

!!!!!!!!!
ionosphere,

!!!
we

!!!!!!
assume

!!!
that

!!!
the

!!!!!!!
magnetic

!!!
field

!!
is
!!!!!!!!
force-free

!!!!!!!!!!!!!
(B→↑→B= 0)

!!!
and

!!!
that

!!
it
!!
is

!!!!!!!
frozen-in

!!!
with

!!!
the

!!!!!!
plasma,

!!!!!
which

!!!!!
moves

!!
at

!!!!!!
velocity

!!
v.

!!!!!
Below

!!!
the

!!!!!!!!!
ionosphere,

!!!
the

!!!!!!!
magnetic

!!!
field

!!
is
!!!!!!!
assumed

!
to
!!!
be

!!!!!!!
curl-free.
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from below. In our 2D model it will only be necessary to consider the radial component of Faraday’s law,

ωBr

ωt
= →(↑ ↓E) · r̂. (5)

The horizontal part of the electric field ES can be expressed by projecting Equation (2) on the horizontal plane by making

the cross product with r̂ from the left and right: ES = r̂↓E↓ r̂. The symmetry of the operation allows us to omit brackets, as

the result is independent of the order of the cross products. Neglecting F we get125

ES = r̂↓
[

εHj↓ b̂+ εP b̂↓ (j↓ b̂)

ε2
P

+ ε2
H

→u↓B

]
↓ r̂. (6)

If we consider the radial dependence of the ionospheric conductivities to be given by
!!
To

!!!!!!!!
represent

!!!
the

!!!!!!!!!
ionosphere

!!!
as

!
a
!!!!
thin

!!!!
sheet

!!
at

!!!!!!
r = R,

!!!
we

!!!!
treat

!!!
its

!!!!!
radial

!!!!!!!!!!
dependence

!!
as

!
a delta functioncentered at r = R, it is trivial to integrate this equation over

the height of the ionosphere. To signify that we are working with .
!!!

In
!!!
this

!!!!!!!!!!!
formulation,

!!!
the

!!!!
local

!!!!!!!!!!!!
conductivities

!!!
are

!!!!!!!!
replaced

!!
by

!
height-integrated quantities, we simply replace the conductivities εH,P with the conductances !H,P , and introduce the130

height-integrated horizontal
!!
we

!!!!!!!!
introduce

!!!
the

!!!!!!!!!!!!
corresponding

!
sheet current density JS : .

!!
A
!!!!!!!
detailed

!!!!!!!!!
derivation

!!
of

!!!
this

!!!!!!!!!
thin-sheet

!!!!!!!!!
formulation

!!!!!
from

!!!
the

!!!!!!!!!!
ionospheric

!!!!!
Ohm’s

!!!!
law

!!
is

!!!!
given

!!!
in

!!!!!!!!
Appendix

!!
A.

!

ES = r̂↓
[

!HJS ↓ b̂+ !P b̂↓ (JS ↓ b̂)

!2
P

+ !2
H

→u↓B

]
↓ r̂

= r̂↓ [ϑHJS ↓ b̂+ ϑP b̂↓ (JS ↓ b̂) →u↓ Br r̂] ↓ r̂. (7)

In the last line, we introduced the height-integrated resistances135

ϑP = !P /(!2
H

+ !2
P

) (8)

ϑH = !H/(!2
H

+ !2
P

). (9)

The radial component of the current does not appear in our 2D projection of E. This can be understood by expressing the

3D current system in our model as j = ϖ(r→R)JS +H(r→R)j→b̂, where ϖ is the Dirac delta function and H is the Heaviside

step function (1 for r ↔ R and 0 for r < R). In this expression, jr appears only in the last term, which represents the magnetic140

field-aligned component of j, which we neglect due to the high field-aligned electron mobility throughout the ionosphere

(Brekke, 2013)
!
is
!!!
not

!!!!!!!!
included

!!
in

!!!
(7)

!!!!!!!
because

!!
of

!!!
the

!!!!
cross

!!!!!!!
product

!!!!
with

!!
b̂.

To replace the sheet current density, we use the jump condition for the magnetic field across the spherical shell sheet current

(or 2D Ampère’s law),

JS =
1

µ0
r̂↓ ”B, ”B = B+ →B↑, (10)145

where the superscript "+" signifies the limit of the magnetic field as r approaches R from above, and superscript "→" signifies

the limit from below. The cross product with r̂ implies that only the horizontal components of the magnetic field are involved

in this equation.
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Equations (5), (7), and (10) form, with the boundary conditions and input discussed below, a closed set of equations, in

which Br evolves as a function of the magnetic field itself, similar to the 3D equations presented in Section 2. In combining150

these equations we introduce another simplifying and very useful assumption: That the perturbation magnetic field is so small

that it does not significantly change the geometry of the magnetic field. This corresponds to a linearization of the equations.

We
!!!!
From

!!!!
this

!!!!!
point

!!!!!!!
onward,

!!
we

!
refer to the main field as B0, with unit vector components br, bω, and bε, and perturbations as

B with components Br,Bω, and Bε. Equation (5) can then be written as

ωBr

ωt
=

1

r sinϱ

(
ϑ

ϑε
→ ϑ

ϑω
(sinϱ·)

)[ 1

µ0



 ϑP (b2
ε

+ b2
r
) →ϑP bωbε + ϑHbr

→ϑP bωbε → ϑHbr ϑP (b2
ω
+ b2

r
)







→”Bε

”Bω



155

→ B0



→bεur + bruε

→bruω + bωur




]
, (11)

where we have used Equations (7) – (10) to express the evolution of Br in terms of the magnetic field, resistances, magnetic

field geometry, and neutral wind. In the neutral wind term, we neglect the magnetic field perturbation since its contribution

is very small compared to the main field contribution. This is the equation that we integrate in time to model the ionospheric

dynamics. If needed, the horizontal electric field ES can be retrieved by evaluating the expression in square brackets (equivalent160

to Equation (7)). The top row of the expression in square brackets refers to the ϱ component and the bottom row refers to the

ς component.

It remains to specify the
!!!!!!!!!
components

!!
of
!!!!!
”B,

!!!!!
which

!!!!!!!
consists

!!
of

!!!
the magnetic field immediately above (B+) and below (B↑)

the ionosphereto satisfy the boundary condition in ,
!!!!!!!!!
according

!!
to Equation (10). Below the ionosphere, this is straightforward:

Since there are no currents there, the magnetic field is a potential field, and its potential satisfies Laplace’s equation. To165

determine the solution, we integrate Equation (5) in time to obtain Br(R,ϱ,ς), which then serves as a boundary condition for

the Laplace equation. We return to this in more detail in Section 3.1. Above the ionosphere, the situation is more complex. In

addition to an induced part similar to the one below, there is also an imposed magnetic field. The imposed field is determined by

solving the steady-state ideal MHD equations under the assumption of a force-free magnetic field, with boundary conditions set

by specified field-aligned currents at high latitudes and constraints from interhemispheric coupling along magnetic field lines170

at low latitudes. This is discussed in detail in Section 3.2. We thus decompose the magnetic field into induced and imposed

parts. The imposed field is zero below the ionosphere, while both parts contribute above it. Each part can be described in terms

of different current systems: The induced part corresponds to a horizontal, divergence-free sheet current at r = R, referred to

as the equivalent current. The imposed part, on the other hand, is associated with field-aligned currents. These relationships are

discussed in more detail below.175

In the above equations, we need only the horizontal component of the electric field ES . At r ↔ R, the vertical component of

the electric field can be retrieved from the assumption that the parallel component of E is zero:

E ·B0 = 0 ↗ Er = →(Eωbω + Eεbε)/br. (12)
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Likewise, the sheet current at r = R (Equation (10)) can be connected to the full 3D current density at r > R by first using the

current continuity equation to determine jr = →↑S ·JS , with ↑S the horizontal (surface) gradient defined as180

↑S = ↑ → r̂
ω

ωr
, (13)

and then the force-free assumption to reconstruct the full current vector at r > R:

j↓B0 = 0 ↗ j = jr/brb̂. (14)

In the next subsections we define the induced and imposed parts of the magnetic field, together with their corresponding cur-

rents, using spherical harmonics. We also describe how this decomposition is related to the more conventional decomposition185

into poloidal and toroidal parts.

3.1 The Induced Magnetic Field

Below the ionosphere j = 0, which means that the magnetic field is curl-free and can be expressed as B(r < R) = →↑V ,

where the magnetic potential V obeys the Laplace equation ↑2V = 0. The solution can be expanded in spherical harmonics

(see e.g., Sabaka et al. (2013); Olsen (1997))190

Be

ind = →↑V e = →↑
(

R
∑

n,m

( r

R

)n

Pm

n
(ϱ)[qm

n
cos(mς) + sm

n
sin(mς)]

)
, (15)

where the superscript e signifies that the magnetic field corresponds to a current that is external with respect to the observation

radius r. Above the ionosphere, the situation is more complicated, because there the magnetic field is a superposition of

induced and imposed parts. The imposed part is discussed in detail below. The induced part of the magnetic field at r > R is,

by definition, the part that satisfies the Laplace equation. The solution is195

Bi

ind = →↑V i = →↑
(

R
∑

n,m

(
R

r

)n+1

Pm

n
(ϱ)[gm

n
cos(mς) + hm

n
sin(mς)]

)
, (16)

where the superscript i signifies that the field corresponds to an internal current. For Br, which defines the induced part of the

magnetic field, to be continuous across r = R we must have that

lim
r↓R→

ω

ωr
V e = lim

r↓R+

ω

ωr
V i (17)

which leads to the following relationships between the coefficients qm
n

, sm
n

and gm
n

,hm

n
(Sabaka et al., 2013)200

nqm
n

= →(n + 1)gm
n

, nsm
n

= →(n + 1)hm

n
. (18)

These relationships are enforced by defining the coefficients km

n
and lm

n
,

{km

n
, lm
n

} ↘ → 1

n + 1
{qm

n
, sm

n
} =

1

n
{gm

n
,hm

n
}, (19)
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with these forms chosen to simplify subsequent mathematical relationships. Inserting Equation (19) into Equations (15) and

(16) we obtain that the total induced magnetic field Bind can be written as Bind = ↑V , where205

V =






→R


n,m
(n + 1)


r

R

n
Pm

n
(ϱ)[km

n
cos(mς) + lm

n
sin(mς)], r < R,

R


n,m
n

R

r

n+1
Pm

n
(ϱ)[km

n
cos(mς) + lm

n
sin(mς)], r > R.

(20)

Note that V is undefined at r = R, but Equation (17) implies that its radial derivative is defined also at this point. In other

words, the radial component Br of the magnetic field at r = R can be obtained through

Br(R,ϱ,ς) =
∑

n,m

n(n + 1)Pm

n
(ϱ)[km

n
cos(mς) + lm

n
sin(mς)]. (21)

Equations (15) – (18) describe a one-to-one relationship between Br and the induced part of the magnetic field on both sides210

of the ionosphere. Given an initial condition for Br, the coefficients km

n
and lm

n
can be determined by integrating Equation (11)

and inverting the spherical harmonic representation in Equation (21). Once these coefficients are known, the magnetic field

immediately below the ionosphere (B↑) and the induced part of the magnetic field immediately above the ionosphere (B+
ind)

can be reconstructed using Equation (20). The imposed part of the magnetic field immediately above the ionosphere is yet to

be defined.215

The horizontal sheet current at r = R that is equivalent with Bind can be found with Ampère’s law, Equation (10). Inserting

the magnetic field we get the equivalent current, which can be expressed as

Jeq = r̂↓ ↑S#, (22)

where the equivalent current function # can be identified from Jeq = 1
µ0
r̂↓ ”Bind, giving (see, e.g., Laundal et al. (2018))

# = → R

µ0

∑

n,m

(2n + 1)Pm

n
(ϱ)[km

n
cos(mς) + lm

n
sin(mς)]. (23)220

The equivalent current is important because it can be derived from ground magnetometer measurements of magnetic field

perturbations (Kamide et al., 1981; Untiedt and Baumjohann, 1993; Laundal et al., 2015). If the main magnetic field is assumed

to be radial (bω = bε = 0), the equivalent current equals the divergence-free part of JS (Vasyliūnas, 2007).

3.2 The Imposed Magnetic Field

While the induced magnetic field has a one-to-one relationship with the equivalent current, the imposed magnetic field is a225

force-free magnetic field confined to r > R and has a one-to-one relationship to the field-aligned currents. As in the conven-

tional MI coupling approach, we make the simplifying assumption that field-aligned currents map instantaneously between the

magnetosphere and the upper boundary of the ionosphere, through what Merkin and Lyon (2010) term the gap region. At low

latitudes, we assume that field-aligned currents instantaneously connect the hemispheres along magnetic field lines such that

the electric field matches at conjugate points, in keeping with the assumption of a force-free magnetic field and ideal MHD,230

E+v↓B = 0, above the ionosphere (Hesse et al., 1997). An equivalent statement is that the Alfvén speed is so high that any
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j↓B force is immediately removed, or shifted to the magnetospheric and ionospheric boundaries, so that the magnetic field in

the gap region at all times is relaxed in a force-free configuration. This is of course a simplification, and a physical description

of the Alfvén wave propagation through the gap region has been studied by e.g. Lotko (2004) and Wright (1996).

As for any divergence-free vector field we can write the imposed magnetic field in terms of poloidal and toroidal parts235

(Sabaka et al., 2013; Olsen, 1997; Backus, 1986),

Bimp = P+T, (24)

where the toroidal part T = r↓ ↑T is related to the radial current density and the poloidal part P is related to the horizontal

part of the field-aligned current density. The toroidal scalar T can be expanded in terms of spherical harmonics (e.g., Olsen

(1997); Laundal et al. (2016); Fillion et al. (2023)):240

T =







n,m

Pm

n
(ϱ)


R

r


[φm

n
cos(mς) + ↼m

n
sin(mς)], r > R,

0, r < R
(25)

and the associated radial current density immediately above the ionosphere is:

jr = → 1

Rµ0

∑

n,m

n(n + 1)Pm

n
(ϱ)[φm

n
cos(mς) + ↼m

n
sin(mς)]. (26)

Thus, if we know j→ globally, we can find jr = brj→ and φm

n
and ↼m

n
, and hence T .

There are two aspects that make it somewhat complicated to calculate Bimp: 1) In MI coupling applications j→ is given at245

high latitudes, but not at low latitudes. The global pattern of j→, and thus the coefficients φm

n
and ↼m

n
, must instead be specified

through a combination of prescribed current patterns at high latitudes and the set of interhemispheric coupling constraints at

low latitudes mentioned previously. We return to this in detail in Section 3.2.1. 2) The poloidal magnetic field P is a function

of the horizontal part of the field-aligned current density in the entire volume at r > R, even if we only evaluate it immediately

above R. In our model, this field encompasses the contribution from the horizontal part of the field-aligned currents at r > R250

and a divergence-free horizontal shielding current in the ionosphere that ensures that P is zero below the ionosphere. The

shielding current ensures that the magnetic field of FACs is initially contained
!!!
This

!!!!!!!!
shielding

!!!!!!!
current

!!
is

!!!!!!!!!!
constructed

!!
as

!!!!
part

!!
of

!!!
the

!!!!!!!
imposed

!!!!!!
system

!!!
in

!!!
our

!!!!!!!!!!!!
decomposition

!!!!
and

!!!!!!!
modifies

!!!!
the

!!!!!!!
poloidal

!!!!!!!!!
component

!!!
of

!!!
the

!!!!!!!
imposed

!!!!!!!!
magnetic

!!!!
field

!
above the

ionosphere , and that it only penetrates the ionosphere via induction
!
so

!!!!
that

!!!
its

!!!!!
radial

!!!!!!!!!!
component

!!
is

!!!!
zero

!!
at

!!!
the

!!!!!!!!!!
ionosphere

!!!!!!!!
boundary. In Section 3.2.2 we describe how the shielding current can be calculated from the coefficients φm

n
and ↼m

n
.255

Before proceeding, we clarify a potential source of confusion in our terminology. We assume that the imposed magnetic field

is contained above the ionosphere and describe induction as the process that allows magnetic field disturbances to penetrate

through the ionosphere. An alternative and perhaps more intuitive interpretation is to view induction as the mechanism that

prevents the external magnetic field from directly penetrating the ionosphere. In conventional MI coupling approaches, where

induction is ignored, the magnetic field generated by currents in and above the ionosphere would be immediately observable at260

ground level.
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It is also important to clarify our usage of the term induced field. While the term ”inductive fields“ sometimes refers to the

transient quantities ↑↓E or ωB/ωt associated with the induction process, we use ”induced“ to denote the resultant magnetic

field produced by these transient processes, a field that can persist in a steady state, effectively representing the integral of

inductive fields.265

3.2.1 Specifying the Imposed Magnetic Field

As discussed above, the imposed magnetic field has a one-to-one relationship with the field-aligned currents. At high latitudes,

the field-aligned current density is assumed to be given. At low latitudes, we make two assumptions about the field-aligned

current density:

1. Since the magnetic field is force-free for r > R, there can be no currents perpendicular to the magnetic field in this region.270

Current continuity therefore implies that any current that leaves one hemisphere must enter the other at the conjugate

footpoint. Because the main magnetic field strength is not necessarily equal at the two footpoints, the current density can

differ between them. The preserved quantity, as defined by Richmond (1995), is Je3 (his notation, Equation 4.14), which

represents j→ divided by a geometric factor that varies along the main magnetic field in proportion to its field strength.

Thus, we require that Je3(↽m,ςm) = Je3(→↽m,ςm), where (↽m,ςm) are the Modified Apex magnetic latitude and275

longitude, respectively, which are constant along main magnetic field lines (Richmond, 1995). This constraint can be

expressed in terms of φm

n
and ↼m

n
using Equation (26).

2. Ideal MHD applies at r > R so that E maps along field lines between hemispheres. We seek an imposed magnetic field

that – given the neutral wind, ionospheric conductivity, main magnetic field geometry, and the induced magnetic field –

produces an electric field that maps along the main magnetic field lines to the conjugate points. In practice, we transform280

Equation (7) into a form describing the Modified Apex electric field components. These components, which Richmond

(1995) denotes by Ed1 and Ed2 , are assumed to be equal along magnetic field lines and thus also at conjugate points

(Richmond, 1995; Laundal and Richmond, 2017). For a potential field, this assumption is obviously true according to

Equations (4.8) and (4.9) in Richmond (1995). However, we use it for an electric field that includes a rotational part,

which requires further justification. Consider a Faraday loop, a closed line integral of E that includes a line segment ”lN285

connecting two points (↽1,2
m

,ς1,2
m

) horizontally in the ionosphere, which is further connected along paths that follow B0

to another horizontal segment in the opposite hemisphere, ”lS , connected by the points (→↽1,2
m

,ς1,2
m

). Faraday’s law

gives (with E ·B0 = 0),

EN · ”lN +ES · ”lS = →


A

ωB

ωt
· dn (27)

where dn is a vector that points perpendicular to an integration surface A enclosed by the described path. Now we make290

a small adjustment in these segments so that they, and the surface, move with the rate at which the surface deforms

because of induction, to make the right-hand side zero. However this requires an adjustment to the left hand side to
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transform into the new reference frame.

(EN + ϖvn ↓B0) · ”lN + (ES + ϖvS ↓B0) · ”lS = 0

↗EN · ”lN +ES · ”lS = →ϖEN · ”lN → ϖES · ”lS , (28)295

where ϖv is the velocity that describes the deformation of the surface A in the ionosphere and ϖE is the corresponding

electric field. The terms on the right-hand side were introduced to make the surface integral zero, and therefore corre-

spond to the deformation of the total magnetic field by the induction. We make the physical assumption that
!!!
the

!!!!!!!!
induction

!!!!!!
electric

!!!!
field

!!
is

!!!!!
small

!!!!!!
enough

!!!
that

!
this deformation is negligible, reducing the equation to

EN · ”lN +ES · ”lS = 0, (29)300

which is the same relation that is satisfied by potential electric fields. Under this assumption, the total electric field E

thus maps between hemispheres as if it was a potential, allowing us to use the equations by Richmond (1995) to perform

the mapping.

These constraints, involving the parallel current density and two components of the electric field, may seem to overdetermine

the system, as we have only two unknowns: the value of the toroidal scalar T , which describes the imposed magnetic field, in305

each of the two hemispheres. However, Hesse et al. (1997) show that mapping the vector electric field is equivalent to mapping

a single scalar, even when induction is included, though this scalar is not necessarily equal to the electric potential.

In summary, we seek coefficients (φm

n
,↼m

n
) of a magnetic field that is simultaneously representative of 1) the prescribed j→ at

high latitudes and 2) low-latitude interhemispheric currents and an electric field that maps between hemispheres. We describe

the details of the numerical implementation of this in C.310

The interhemispheric constraints are consistent with the idea by Buchert (2020) about the Sq currents being driven by

differences in the neutral winds at conjugate points. We show below that the interhemispheric constraints, together with a

neutral wind pattern from the empirical model by Drob et al. (2015) are sufficient to develop Sq currents. To our knowledge,

this is the first inductive explanation of Sq currents. A detailed discussion of this alternative view of the mechanism for Sq

current production is given in Section 5.2.315

We note that our 2D ionosphere is likely incompatible with the physics of the equatorial electrojet: At the
!
If

!!!
the

!!!
2D

!!!!!
sheet

!!!!!!
current

!!!
has

!
a
!!!!!!!!

non-zero
!!!!!!!!!
divergence

!!
at
!!!

the
!

dip equator,
!
it
!!!!!!!
implies

!
a
!!!!!
radial

!!!!!!!
current

!!!!!
above

!!!
the

!!!!!
sheet

!!!!!
which

!!!!!!!
crosses magnetic field

linesare horizontal at altitudes where plasma-neutral collisions are important. Therefore, currents can cross magnetic field lines,

which is
!
, in violation of our

!!
the

!
force-free assumption. We discuss the limitations of our 2D approach in more detail in Section

5.320

3.2.2 The Poloidal Part of the Imposed Magnetic Field

When the field-aligned currents have a horizontal component, there will be an associated poloidal magnetic field. Unlike the

simple relationship between the toroidal magnetic field and the radial current density, the poloidal magnetic field is determined

by a volume integral of the horizontal field-aligned current density (Backus, 1986; Engels and Olsen, 1998; Olsen, 1997).
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Engels and Olsen (1998) presented a method for calculating the poloidal magnetic field of field-aligned currents at some325

given radius. Their method yields a representation in terms of magnetic potentials for internal and external sources, similar to

Equations (16) and (15). Here we use their technique for r ≃ R, where all field-aligned currents are external. We get a poloidal

magnetic field of the field-aligned currents that can be written in terms of a potential with external origin, P0 = →↑P0, where

P0 = R
∑

n,m

( r

R

)n

Pm

n
(ϱ)[qm

n
cos(mς) + sm

n
sin(mς)], (30)

similar to Equation (15). Since the field-aligned currents associated with P0 are volumetric, the poloidal field is continuous330

and can therefore be evaluated immediately above the ionosphere, where it equals its value at r = R. We will return to how the

coefficients qm
n

and sm
n

are related to φm

n
and ↼m

n
shortly, but first we introduce the shielding effect.

Since the imposed magnetic field does not penetrate the ionosphere immediately, there must be an associated divergence-free

sheet current on r = R that exactly negates the radial magnetic field implied by P0 below the ionosphere. The magnetic field

of such a divergence-free current can be written as Pshield = →↑Pshield, where Pshield is a magnetic potential for a source at335

r = R. This magnetic field can be represented with an expansion as in Equation (20),

Pshield =






→R


n,m
(n + 1)


r

R

n
Pm

n
(ϱ)[⇀m

n
cos(mς) + ⇁m

n
sin(mς)], r < R,

R


n,m
n

R

r

n+1
Pm

n
(ϱ)[⇀m

n
cos(mς) + ⇁m

n
sin(mς)], r > R.

(31)

This magnetic potential has a continuous radial derivative, but its horizontal gradient is in general discontinuous across r = R.

The shielding current ensures that Bimp
r

= →ωP0/ωr→ωPshield/ωr = 0 for all r < R. Equations (30) and (31) then imply that

340

{qm
n

, sm
n

} = (n + 1){⇀m

n
, ⇁m

n
}. (32)

Inserting this equation for the coefficients into Equation (30) and combining the result with Equation (31) gives a total magnetic

potential P = P0 + Pshield for the horizontal magnetic field immediately above the ionosphere:

P (r = R+,ϱ,ς) = R
∑

n,m

(2n + 1)Pm

n
(ϱ)[⇀m

n
cos(mς) + ⇁m

n
sin(mς)]. (33)

The horizontal components of →↑P define the poloidal part of the imposed magnetic field P in Equation (24).345

The question of how to relate the coefficients ⇀m

n
and ⇁m

n
to φm

n
and ↼m

n
remains. Ultimately, each ⇀m

n
and ⇁m

n
is a linear

combination of the coefficients φm

n
and ↼m

n
. We use the approach by Engels and Olsen (1998) to find this linear combination.

Their approach is essentially to sum the magnetic field of the divergence-free part of the horizontal current density at each r.

This gives the following equation for the coefficients ⇀m

n
, ⇁m

n
, which corresponds to a Biot-Savart integral:

{⇀m

n
, ⇁m

n
} = → 1

2n + 1

µ0

R

↔

R

{q↗
m

n
, s↗

m

n
}
(

R

r↗

)n↑1

dr↗, (34)350

where q↗m
n

(r) and s↗m
n

(r) are spherical harmonic coefficients that describe the divergence-free part of the horizontal compo-

nents of the current density at radius r > R. Note that we need to scale this expression with →(n+1) to obtain the expressions
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in Engels and Olsen (1998), due to our scaling of the external magnetic potentials. The coefficients q↗m
n

(r) and s↗m
n

(r) are the

coefficients of a surface spherical harmonic expansion of an equivalent current function #↗(r):

jh(r) = r̂↓ ↑S#↗(r) (35)355

To find the coefficients q↗m
n

(r) and s↗m
n

(r) we in principle need to do a spherical harmonic analysis at all r > R. The horizontal

current density at r can be found by mapping j→ from R to r, again assuming that the currents are weak, so that B0 can be used

to specify the field geometry. We get

j(r,ϱm,ςm) = j→(R,ϱm,ςm)
B0(r↗,ϱm,ςm)

B0(r↗,ϱm,ςm)

B0(r↗,ϱm,ςm)

B0(R,ϱm,ςm)

= j→(R,ϱm,ςm)
B0(r↗,ϱm,ςm)

B0(R,ϱm,ςm)
, (36)360

where ϱm and ςm refer to coordinates that map along magnetic field lines such as Modified Apex coordinates (Richmond,

1995).

The horizontal components of Equation (36) relates jh(r↗) and j→(r = R), which in turn is described by the coefficients φm

n

and ↼m
n

. This can be used to relate q↗m
n

and s↗m
n

to φm

n
and ↼m

n
, and Equation (34) provides the connection to ⇀m

n
and ⇁m

n
. The

numerical implementation of this is explained in detail in C.365

The end result of this is that all the terms in Equation (24), that describes Bimp, are given by φm

n
and ↼m

n
.

3.3 Summary of the Magnetic Field Description

In summary, we have a decomposition of the full magnetic field that is

B = →↑V e(km

n
, lm
n

) → ↑V i(km

n
, lm
n

) → ↑P (φm

n
,↼m

n
) + r↓ ↑T (φm

n
,↼m

n
), (37)

where the two sets of coefficients refer to imposed and induced parts, rather than the more conventional decomposition in terms370

of poloidal and toroidal parts (e.g., Tamao, 1986). Here, the toroidal magnetic field is part of the imposed magnetic field, while

the poloidal magnetic field (the potential fields) is partly in the imposed and partly in the induced parts of the magnetic field.

In principle, this equation is valid everywhere, but our description of P in the previous section is only valid at r < R, where

all FACs and the shielding current are external, and immediately above the ionosphere, where the shielding current is internal

and the FACs are external. It could easily be generalized by including internal sources, using Equations (14)–(16) of Engels375

and Olsen (1998).

Table 1 summarizes the decomposition of the magnetic field into induced and imposed parts, their relationships to currents,

and to the poloidal-toroidal decomposition.

The time evolution of Faraday’s law, Equation (11), can be represented by the temporal integration of the induced magnetic

field coefficients km

n
, lm
n

, along with the application of boundary conditions involving the imposed magnetic field coefficients380

φm

n
and ↼m

n
. This evolution is governed by the resistances ϑP and ϑH , the magnetic field geometry B0, the neutral winds u,

and the high-latitude FAC density j→. The electric field can be calculated at any time by evaluating the expression in square
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Table 1. A summary of the magnetic field decomposition used in this work.

B= ↓↑V e ↓↑V i ↓↑P +r→↑T

Potential magnetic

field for external

source

Potential magnetic

field for internal

source

Potential magnetic

field of horizontal

component of FACs and its

divergence-free horizontal

shielding current at r =R

Magnetic field of radial

component of FACs and its

curl-free horizontal

closure current at r =R

Induced magnetic field,

spherical harmonic coefficients km
n , lmn

Related to the equivalent current !

Imposed magnetic field,

spherical harmonic coefficients ωm
n ,εmn

Related to the field-aligned current density j→

Poloidal magnetic field Toroidal magnetic field

Zero at r > R Zero at r < R

brackets. A steady-state solution can be obtained by setting ωBr/ωt = 0 and solving for km

n
and lm

n
. We present a numerical

scheme in C, and example results in the following section.

4 Example Simulations385

In this section, we present example simulations to illustrate the impact of incorporating induction in magnetosphere-ionosphere

coupling. For simplicity, we hold the spatial patterns of conductance, wind, and high-latitude field-aligned currents constant.

We explore two cases:

1. Simulations where the high-latitude field-aligned currents are set to zero, while the conductances or wind patterns (either

would produce the same result) increase from zero as a step function. This demonstrates how Sq currents emerge via390

induction.

2. From the steady state established in case 1, we introduce a step function increase in the high-latitude field-aligned

currents. The resulting evolution of the polar magnetic and electric fields demonstrates how the introduction of polar

FACs changes the low-latitude currents and produces what is commonly referred to as penetration electric field.

Figures 2 and 3 show the input parameters and corresponding steady-state solutions for the two cases. The two top rows395

show the input patterns of FACs (a and b), winds (c), and conductance (d and e). The two bottom rows show the steady-state

electric potential for this input. We will show below the inductive part of the electric field that is present before steady state is

reached. The global maps show the Earth on 1 June 2001, 00:00 UT with local noon at the center. The main magnetic field is

given by the International Geomagnetic Reference Field (IGRF) (Alken et al., 2021) for the time of our simulation. The dashed

blue lines in the global maps show the dip equator, where br = 0, and the boundaries between high and low latitudes, set here400

to 45↘ Modified Apex latitude (Richmond, 1995). The coordinates in these maps refer to geographic coordinates, while the
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Figure 2. Simulation inputs and steady-state solutions for simulation case 1, where input high-latitude FACs are zero. Polar maps show

parameters in Modified Apex latitude and magnetic local time, while global maps are in geographic coordinates with local noon at the center.

The input parameters are the field-aligned currents in the Northern (a) and Southern Hemispheres (b); the horizontal winds (c); and the

Hall (d) and Pedersen (e) conductance. All input parameters are represented using spherical harmonics, which may differ slightly from their

empirical model origins (Drob et al., 2015; Hardy et al., 1987); the spherical harmonic representations shown in the figure are used in our

simulations. Based on these inputs, the steady-state solution for the radial magnetic field at r =R is shown in panels f (Northern hemisphere),

g (Southern hemisphere), and h, with colors representing the field magnitude. Black contours in these panels indicate the equivalent current,

spaced at intervals of 20 kA. Panels i (Northern hemisphere), j (Southern hemisphere), and k show the steady-state electric potential, with

contours spaced at 3 kV. The induction electric field is zero in the steady state and therefore does not appear in the figure. The blue lines in

the global plots represent the magnetic dip equator (dashed) and ±45↑ Modified Apex latitude, which is the boundary between high and low

latitudes used in our simulations.
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Figure 3. Simulation inputs and steady-state solutions for simulation case 2. The format of the figure is the same as in Figure 2. The input

high-latitude FACs are from the AMPS model (Laundal et al., 2018).
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coordinates in the polar maps refer to Modified Apex latitude and magnetic local time (Laundal and Richmond, 2017). Our

simulations are carried out in geocentric spherical coordinates. We truncate the spherical harmonic expansion at n,m = 90,

corresponding to a spatial resolution of about 400 → 500 km. The color scales and contour spacing are the same across both

Figures 2 and 3 and throughout the subsequent simulation result figures.405

The Hall and Pedersen conductances are given as


!2
aurora + !2

EUV + !2
background on a grid, and then represented with sur-

face spherical harmonics. !aurora is the conductance produced by auroral precipitation, here defined by the precipitation model

by Hardy et al. (1987) for Kp = 4 converted to conductance using the equations by Robinson et al. (1987). !EUV is the solar

EUV-produced conductance, which is based on a simple empirical model by Moen and Brekke (1993) but rigorously accounts

for the circular shape of Earth (Laundal et al., 2022b). This model approximately captures the conductance’s dependence on410

plasma density resulting from ionization by solar EUV radiation, but it does not account for the conductance’s dependence

on magnetic field strength (Richmond, 2016). The main magnetic field varies significantly across the Earth, and the resulting

conductance variations may influence the induction process. This effect is not addressed here and may be explored in future

work. !background is a constant set to 2 mho in our simulations, that represents a background conductance, sometimes referred

to as starlight conductance. The three contributions are combined using quadratic addition due to the mainly quadratic density415

dependence of the plasma decay in the E-region (Robinson et al., 2021).

The horizontal wind vectors are from the Horizontal Wind Model (HWM) by Drob et al. (2015), evaluated with code by Ilma

(2017) at 110 km altitude and with an Ap index of 35. Although vertical winds should ideally be included in our simulation

(ur in Equation (11)), their contribution is minimal outside the equatorial region because of the main field geometry, and since

the HWM only provides horizontal winds, we have opted to neglect them in this analysis.420

The field-aligned current patterns are given by the Average Magnetic Field and Polar Current System (AMPS) model (Laun-

dal et al., 2018) for a solar wind speed of 400 m/s, IMF By = 4 nT, Bz = →5 nT, F10.7=100 sfu, and a dipole tilt angle

calculated to be 18.3↘ for the time chosen for our simulation.

4.1 Inductive Formation of Sq Currents

Figure 4 shows global maps of the radial magnetic field Br at r = R and the equivalent current function # (Eq 23) at different425

simulation times following a step-function increase at t = 0 in winds or conductance (both yielding the same result) to the

patterns in Figure 2c–e. We see that during the seven minutes included here, a mid/low-latitude current pattern develops on

the dayside (center of the maps) with a clockwise cell in the Northern hemisphere and an anti-clockwise cell in the Southern

hemisphere. This is the Sq current system, which is driven by neutral winds (Yamazaki and Maute, 2017). In this model, the Sq

current system results from the magnetic field deformation implied by the induction equation, driven by a static wind pattern430

and the hemispheric linkage described in Section 3.2.1, rather than being derived from electrostatic potentials obtained from

solving the current continuity equation as in previous models (Richmond, 2016). Current continuity is always maintained in

our simulations since we use Ampère’s law without displacement currents (Equation (10)).
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Figure 4. The radial magnetic field (shown in colors) and equivalent current (black contours, spaced at 20 kA intervals) are plotted at 16

different simulation times, following a step increase in winds and/or conductance from zero to the values shown in Figure 2. The simulation

time in seconds is indicated above each panel. The plots are presented in geographic coordinates with noon at the center (consistent with

Figure 2). The blue dashed lines are the magnetic dip equator and contours of ±45↑ Modified Apex latitude. The color scale for Br(r =R)

is identical to that in Figure 2.
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Figure 5 shows maps for the same simulation times as in Figure 4, but this time of the surface electric field (Equation (7)).

The surface electric field can be written as435

ES = →↑S$ + r̂↓ ↑SW, (38)

where $ and W are scalar fields. $ is the electric potential, and its isocontours, spaced by 3 kV, are shown in black in Figure 5.

W is the electric field stream function, and its isocontours, also spaced by 3 kV, are shown in orange. While the contour lines

of $ are perpendicular to the potential electric field, the contours of W are parallel to the rotational part of the electric field.

The corresponding plasma flow above the ionosphere, where ideal MHD holds, will be perpendicular to the induction contours,440

which means that it describes a compression or expansion of the plasma. Only W contributes to (↑↓E) · r̂ and therefore only

W is directly related to temporal variations in the magnetic field. Even though there are no contour lines of W visible after

50 s, its impact remains visible in the changing $ and in the changing magnetic field in Figure 4. The magnitude and scale

sizes of the Sq currents in Figure 4 and low-latitude electric field in Figure 5 are consistent with typical patterns reported in the

literature (e.g., Yamazaki and Maute (2017); Richmond et al. (1980)).445

4.2 Dynamic Response to FAC Increase

Figures 6 – 9 show the response in the magnetic and electric fields, respectively, during the seven minutes following a step

increase in high-latitude field-aligned currents, from zero to the patterns shown in Figure 3a and b. The wind and conductance

is the same as in the no-FAC case, and the initial condition for this simulation is the steady state solution for the no-FAC case

shown in Figure 2f–k.450

Figures 6 and 7 focus on the polar regions and display the response in the magnetic and electric fields, respectively, as

functions of magnetic latitude and local time. These figures show that the smaller scale sizes emerge quickly, within few

seconds, while the large-scale field continues to change slowly for several tens of seconds. The induction electric field is strong

in the beginning, but decreases to a fraction of the potential electric field within about 10 s. It reduces faster in the Southern

hemisphere than in the Northern hemisphere because ϑP and ϑH are higher there due to the lower conductance. We stress that455

even though the induction electric field quickly becomes small, careful inspection of the last snapshots in Figures 6 and 7 reveal

subtle differences which imply that induction continues to be active for several minutes.

Figures 8 and 9 show the magnetic and electric fields, respectively, on a global scale. In Figure 8 the first snapshot is identical

to Figure 2h and represents the steady-state solution in the absence of FACs, but with the winds and conductance of Figures 3c–

e. The subsequent snapshots show how Br and the equivalent current # develop as a result of the step increase in high-latitude460

FACs. The clearest change is the appearance of the polar currents, the details of which were discussed above. In Figure 8 we

see their equatorward extension, emerging on time scales of several tens of seconds. Another clear change is the emergence

of a region with negative Br (blue) east of the main Sq current cell in the Northern hemisphere, which takes several minutes

to develop. This difference in response time at high and low latitudes to a rapid increase in polar FACs is not predicted by

conventional models, and might be measurable with for example high time-resolution ground magnetometer networks.465
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Figure 5. The electric potential ” (black contours) and electric stream function W (orange contours) at various simulation times, following a

step increase in the winds and/or conductance from zero to the values shown in Figure 2. ” and W are defined in Equation (38). The contour

spacing is 3 kV for both scalar fields. The simulation times and map projection are the same as in Figure 4.
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Figure 6. The radial magnetic field (colors) and equivalent current (black contours, spaced at 20 kA intervals) at 16 simulation times,

following a step increase in polar field-aligned currents from zero to the values shown in Figure 3. At each simulation time, a pair of polar

plots is displayed, with the northern hemisphere on the left and the southern hemisphere on the right. The initial condition for this simulation

is the steady-state solution from Figure 2 with no FAC but with the same winds and conductance. The simulation time in seconds is indicated

above each panel. The plots are presented on Modified Apex latitude and local time grids. The color scale for r =R is identical to that in

Figures 2 and 3.
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Figure 7. The electric potential (black contours) and electric stream function (orange contours) at various simulation times following a step

increase of the high-latitude field-aligned currents from zero to the values shown in Figure 3. The contour spacing is 3 kV for both scalar

fields. The simulation times and map projection are the same as in Figure 6.
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Figure 8. The radial magnetic field and equivalent current from Figure 6 shown in geographic coordinates. The simulation times, scales, and

format are the same as in previous figures.

Figure 9 shows the global evolution of the electric field following the step increase in polar FACs. Ten seconds after the

increase, we see that a local maximum emerges near midnight (left and right edges of the plots), and continues to increase

for 20–30 seconds, before it decreases and disappears completely after three minutes. This can be interpreted as a transient

penetration electric field that corresponds to upward plasma flow in the post-midnight region and downward plasma flow in the

pre-midnight region. After seven minutes (the last snapshot) a low-latitude electric field is established that is much stronger470

and significantly different from the pattern seen in Figure 5, prior to the increase in high-latitude FACs. The difference can

be interpreted as a slowly varying penetration electric field that eventually reaches the steady state shown in Figure 3k. It is

interesting to note that even after seven minutes, we see subtle differences from Figure 3k, which means that it takes even

longer to reach a steady state.
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Figure 9. The electric potential and stream function from Figure 7 shown in geographic coordinates. The simulation times and format are

the same as in previous figures.

In the simulations presented here, the FAC, wind, and conductance patterns are held fixed in a geographic coordinate system,475

instead of slowly rotating them to be fixed with respect to the Sun. The rotation would be slow compared to the time scales of

most processes seen in Figures 4–9, but given that some changes take place over several minutes, induction could nevertheless

play a non-negligible role even in the dynamics that results from the rotations of static patterns.

5 Discussion

The model and simulation results presented in this study explain and demonstrate the dynamic interplay between the mag-480

netosphere, ionosphere, and neutral atmosphere. By implementing a global 2D ionospheric model based on the theoretical

framework outlined in Sections 2 and 3, we have demonstrated the effect of induction, as captured by Faraday’s law and the
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Generalized Ohm’s law, which combine to Equation (11). In our model, the electromagnetic fields respond dynamically to

changes in the driving parameters – the magnetic field of high-latitude field-aligned currents, neutral winds, or ionospheric

conductivity – in contrast to the instant magnetostatic response implied by conventional models for large-scale magnetosphere-485

ionosphere coupling. While capturing this dynamic response for the first time on a global scale, our model also successfully

reproduces key steady-state features of the ionospheric current systems and magnetic field perturbations observed in previous

studies, but using a fundamentally different approach. Instead of treating the electric field and current density as the primary

variables, as is common in ionospheric physics, the primary parameter of our model is the magnetic field. The velocity could

be included as a primary variable by evolving the ion momentum equation in time (Laundal et al., 2024), but for simplicity, we490

use a steady-state solution here. If needed, the steady-state ion and electron velocities can be calculated using equations from

(Brekke, 2013, Chapter 5.1), and the height-integration approach of Laundal et al. (2024). In this way, we offer a framework

within the B,v paradigm (Parker, 1996; Vasyliūnas, 2012) to explain the magnetosphere-ionosphere coupling process, capable

of accounting for its dynamics.

The simulation results shown in Sections 4.1 and 4.2 are intentionally idealized, with step changes in winds/conductance495

and high-latitude field-aligned currents, respectively, to demonstrate the dynamic transition of the ionosphere between states.

While these abrupt transitions are artificial, large-scale sudden changes do occur in nature, and our simulations highlight the

necessity of accounting for inductive effects when analyzing variations on time scales of tens of seconds. Example of such

large-scale rapid changes are solar flares or solar eclipses, which can cause sudden changes in ionospheric conductivity. The

inductive effects of these changes have been previously considered (Nagata, 1966), but not with the level of realism achieved500

by our model. Future work could apply our model with more realistic time profiles of conductance changes associated with

solar flares to explore how geomagnetic crochets (e.g., Yamauchi et al. (2020)) arise through inductive processes. Another

large-scale disturbance where inductive effects should be considered is the sudden increase in solar wind pressure (Madelaire

et al., 2022), which propagate through the magnetosphere in seconds and cause magnetic field variations on the ground that

imply the presence of significant induction electric fields (Madelaire et al., 2024).505

In the rest of this section, we discuss the novel aspects of our model in more detail. Section 5.1 compares our work with

previous studies on inductive magnetosphere-ionosphere coupling. Section 5.2 discusses how the perspective on low-latitude

wind-driven magnetic field disturbances differs from conventional perspectives. Section 5.3 investigates induction time scales

based on an analytical solution to a highly simplified version of the induction equation. Section 5.4 discusses the main limita-

tions of our model and avenues for improvements in future iterations.510

5.1 Comparison With Previous Work

Many previous studies of magnetosphere-ionosphere coupling have concentrated on the “gap region” (Merkin and Lyon, 2010),

often neglecting the effects of induction at the lower boundary, which is the focus of our investigation. Previous models

of magnetosphere-ionosphere coupling typically employ 1D frameworks that consider only the vertical direction (Tu et al.,

2011, 2014; Wright, 1996) or 2D models that account for both the vertical dimension and one horizontal dimension (Tu515

and Song, 2016, 2019; Lotko, 2004; Dreher, 1997; Otto and Zhu, 2003). These studies, many of which also include more
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detailed treatments of fluid dynamics, have demonstrated that our assumption about the gap region – namely, that the magnetic

field rapidly reaches a force-free state – is overly simplistic, particularly on the short time scales we consider. However, all

these studies overlook the role of induction at the lower boundary, which we account for in this work. Our results shows the

importance of including this lower-boundary induction.520

Over the past decades, starting with Yoshikawa and Itonaga (1996), several papers have investigated the inductive response

of the ionosphere in terms of Alfvén wave reflection (Buchert and Budnik, 1997), and how it affects ultra-low frequency (ULF)

wave propagation (Sciffer et al., 2004; Waters and Sciffer, 2008; Lysak, 2004; Lysak and Song, 2006; Lysak et al., 2020). These

studies provide valuable insights into the ionospheric response over different time scales, and clearly demonstrate the need to

account for induction in the ionospheric boundary. However, by focusing on wave solutions, they are complicated to use for525

capturing rapid changes as in the simulations described in Sections 4.1 and 4.2, or to the magnetosphere-ionosphere coupling

schemes required in global magnetospheric simulations. In addition, our approach is arguably more straightforward to expand

to capture non-linear behavior.

Vanhamäki (2011) presented an approach for inductive magnetosphere-ionosphere coupling that could overcome these is-

sues. His method shares similarities with ours, using a set of basis functions for the magnetic field to solve for the electric530

field given the FAC. Instead of spherical harmonics, he used Spherical Elementary Current Systems (SECS) (Amm, 1997;

Vanhamäki and Juusola, 2020). The SECS functions are global, but have short reach, which makes them ideal for regional

analyses, but less suitable for large-scale domains. Vanhamäki (2011) therefore only demonstrated the technique in a limited

region, studying inductive effects in the vicinity of an auroral omega band. In Section 5.4.4 we discuss how the approach by

Vanhamäki (2011) could be integrated with ours in the future to achieve higher spatial resolution in certain regions.535

5.2 Low-latitude Ionospheric Electrodynamics

The global maps in Section 4 show that induction processes can play a role for a long time after a step change in winds or

FACs, even beyond the seven minutes displayed in the figures.

The slow changes seen at low latitudes can be understood by inspecting the ionospheric induction equation, Equation (11).

The time scale of magnetic field variations (left-hand side) depends on the spatial derivatives and, consequently, the scale540

sizes of specific combinations of conductance, neutral wind, magnetic field disturbance, and main magnetic field (right-hand

side). At low latitudes, the conductance is mainly determined by solar EUV radiation, and gradients are expected to be small.

The drivers of the induction at low latitudes are the wind, the poloidal field associated with field-aligned currents, and the

corresponding shielding current. Since the field-aligned currents are remote, the structure of this poloidal magnetic field is

expected to be dominated by large scales. It may therefore take a long time (tens of seconds to minutes) before the magnetic545

field of field-aligned currents become visible in low-latitude ground magnetometers.

Our model offers an alternative perspective on low-latitude ionospheric dynamics relative to conventional textbook descrip-

tions. For example, (Kelley, 2009, Chapter 2.6) argues, in response to the B,v-centered view advanced by Vasyliūnas and

Song (2005), that “[...]decades of successful application of electroquasistatics in the ionosphere should not be replaced when

it is applicable”. While the historical success of electroquasistatics is undisputed in ionospheric physics, our simulations show550
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that important dynamics will be missing without considering how the magnetic field changes through induction. Our results

show that even as the system converges toward an electroquasistatic equilibrium, it can take a long time, and involve large-scale

intermittent structures in the electric field.

The electroquasistatic approach is computationally efficient, and often yields results that are nearly identical with results

from our inductive model that is by comparison more computationally expensive. We nevertheless argue that induction is555

needed to answer the question of how electric fields and currents change. For example, in our model we see a strong depen-

dence in the low-latitude electric field on the pattern of field-aligned currents at high latitudes. This is the so-called penetration

electric field. The term penetration electric field stems from an idea that charges in the inner magnetosphere produces a large-

scale electric field (e.g. Kelley, 2009). This contradicts basic facts about space plasmas, since any such charge distribution

would quickly (on plasma frequency time scales) be canceled in a frame of reference moving with the plasma (Parker, 2007;560

Vasyliūnas, 2005, 2012; Parker, 1996). In our model, on the other hand, the electric field is produced in response to a defor-

mation of the magnetic field. The magnetic field deformation changes the Lorentz force, and hence the force balance between

the Lorentz force and collisional friction. The ion and electron motion in the ionosphere changes accordingly, and their motion

gives the electric field.

In our approach, we assume that the magnetic field deformation related to field-aligned currents occurs instantaneously – an565

unrealistic simplification – by assuming the magnetic field is perfectly force-free. Simulations by Tu and Song (2019) offer a

complementing perspective, resolving plasma dynamics in the vertical dimension and in only a single dimension on the sphere.

The propagation of magnetic disturbances from the magnetosphere to the ionosphere as explained by Tu and Song (2019),

and the dynamic response of the ionosphere as presented in this paper explains the apparent penetration electric field in terms

of B and v. Our simulations also show transient features of the penetration electric field that are impossible to predict with570

conventional theory, but might be possible to observe in radar measurements.

The traditional explanation of the Sq current system is that neutral winds set up a polarization electric field to ensure charge

neutrality, and that this electric field drives currents, and the magnetic field is perturbed accordingly. The inductive formation

shown in Section 4.1 also starts with the neutral winds, but yields an entirely different description of the chain of causality. The

winds do two things: 1) If u↓B0 has a curl, it directly induces a magnetic field perturbation; 2) if u↓B0 at conjugate points575

imply different electric fields, the magnetic field lines at conjugate points move in different directions and cause magnetic

tension to build up. Alfvén waves between hemispheres communicate the imbalance, relaxing the magnetic tension. In reality,

this would take some time, but in our study we assume that the balance is reached immediately, and the (imposed) magnetic field

adjusts such that the electric potential maps between hemispheres, without violating the assumption of a force-free magnetic

field, and current continuity. Sq currents will only form if the winds imply
!!!!
there

!!
is an interhemispheric imbalance

!!
in

!!!!!!!
Lorentz580

!!!!
force

!
at conjugate points

!
,
!!!!!!
mainly

!!!!!!
arising

!!!!
from

!!!!!!
neutral

!!!!!
winds. The formation of the Sq currents is a manifestation of the magnetic

field deforming, building up the Lorentz force so that (mainly) ions are pushed through the moving neutral atmosphere while

(mainly) electrons act as a neutralizing fluid, moving to preserve charge neutrality. The electric field is determined by this

motion. In steady state the electric field is such that no further deformation happens, as the j↓B force and momentum transfer
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due to collisions with neutrals counterbalance each other. At this point, the electric field is purely a potential field, and there is585

no induction as per Faraday’s law.

The critical importance of imbalanced winds at conjugate points agrees with the conclusion by Buchert (2020), who in-

vestigated this from an E, j perspective. He describes the low-latitude ionosphere as an entangled dynamo since the winds at

conjugate points are coupled.

The equatorial electrojet (EEJ), a narrow channel of intense eastward currents along the dayside dip equator, is missing from590

the patterns in Section 4. This is presumably because the formation of the EEJ involves 3-dimensional structures, as discussed

by Yamazaki and Maute (2017), neglected in our 2D approach. In addition, the horizontal resolution of our simulations (⇐
450 km) may anyway be too crude to resolve the EEJ, which extends ⇐ 3↘ to either side of the dip equator (Yamazaki and

Maute, 2017).

5.3 Approximating Induction Time Scales With Analytical Solution595

It is instructive to consider the highly simplified case of a constant and radial main magnetic field, zero wind, and conductances

that are uniform, conditions under which Fukushima’s theorem holds (Fukushima, 1976). In that case, we show in B that

Equation (11) reduces to a differential equation for the coefficients of the induced field (qm
n

, sm
n

), as defined in Equation (15),

as functions of the coefficients of the imposed field (φm

n
,↼m

n
). For constant imposed field coefficients, the solution to this

equation is600


qm
n

(t)

sm
n

(t)



 =
!H

!P

n + 1

2n + 1



φm

n

↼m
n





1 → e↑

ωP (2n+1)
Rµ0

t


+



qm
n

(t = 0)

sm
n

(t = 0)



e↑
ωP (2n+1)

Rµ0
t. (39)

In this simplified case, there is no coupling between scale sizes. The exponents show that the characteristic time scales of

magnetic field variations depend on scale size (spherical harmonic degree n), the Pedersen resistance ϑP , and the radius of the

ionosphere R. Figure 10 shows contours of constant e-folding time for different n and !P , with !H held fixed at 5 mho. We see

that variations are quickest when !P = !H , ranging from about one min for global scale sizes, to 1 s for n ⇒ 80→ 90, which605

corresponds to scale sizes of about 500 km. We stress that realistic conditions can yield very different results, as illustrated in

the previous section.

5.4 Limitations and Potential Enhancements

While the model presented here clearly has limitations, the approach opens several opportunities to study aspects of magnetosphere-

ionosphere-thermosphere coupling that have so far not been possible. Here we discuss some of the limitations and how they610

could be eliminated in future iterations.

5.4.1 From 2D to 3D

Our model is two-dimensional and therefore by definition does not capture dynamics in the vertical direction, including inher-

ently 3D phenomena such as the EEJ. The spherical harmonic representations used here may be difficult to generalize to a 3D
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Figure 10. Characteristic time of magnetic field variations at different scale sizes for different Pedersen resistances. In this plot, the Pedersen

resistance is varied by setting the Hall conductance to 5 mho and varying the Pedersen conductance.
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ionosphere. An alternative approach could be to use a finite difference or finite volume approach inside a 3D ionosphere, and615

use our spherical harmonic approach to specify upper and lower boundary conditions. We note that excellent 3D models of the

ionosphere already exist (Qian et al., 2014; Huba et al., 2008; Zettergren and Snively, 2015; Ridley et al., 2006), but none of

them include induction.

5.4.2 Coupling With Global Magnetosphere Simulations

Our model uses as input the patterns of high-latitude FACs, 2D horizontal wind, and ionospheric conductance, and can output620

the electric field. These input and output types are also used in magnetosphere-ionosphere coupling modules of global magne-

tospheric simulations (Merkin and Lyon, 2010; Ridley et al., 2004; Ganse et al., 2025), suggesting that these modules could

be replaced with ones based on the approach presented here. This would allow us to study the impact of the magnetosphere on

ionospheric induction, and the impact of ionospheric induction on the global magnetosphere.

Our global solver also addresses an inconsistency that can arise in existing models: In conventional approaches, the current625

continuity equation is solved independently for the electric potential in each hemisphere. This approach does not guarantee

consistent mapping of the potential between conjugate points, violating the assumptions of ideal MHD in the magnetosphere

and no induction in the ionosphere (Hesse et al., 1997). In contrast, our approach includes induction in the ionosphere, which

means that an electric potential mismatch between hemispheres is not in violation of the assumptions of the model. In addition,

in our approach, the ionosphere behaves more like a dynamic fluid cell at the inner edge of the magnetosphere rather than a rigid630

boundary. As a result, abrupt changes in ionospheric conductance, neutral winds, or high-latitude magnetic field perturbations

(or field-aligned currents) do not produce the same sudden, potentially unphysical changes in the ionospheric electric field seen

in conventional magnetostatic MI coupling schemes. Instead, the electric field evolves smoothly through induction, reflecting

the motion of magnetic field lines. This motion may be asymmetric between hemispheres, influencing the displacement field

as described by Laundal et al. (2022a). Although including induction does not ensure that the potential maps along magnetic635

field lines, as noted by Hesse et al. (1997), the total electric field will map in regions where ideal MHD holds.

5.4.3 Inclusion of Fluid Equations

In this paper we only evolve Br in time, while the wind, conductance, and high-latitude FACs are given. Evolving the FACs

would amount to running a global magnetosphere simulation in parallel, as discussed above. The winds and conductance,

however, have their own dynamics in the ionosphere, which we neglect here for simplicity. The conductance depends mainly640

on the plasma density, which is described by the continuity equation; but it also depends on the collision frequencies which

depend on temperature (Schunk and Nagy, 2009), which is described by the energy equation. Including plasma fluid moments

in the simulation, as in the 1D simulation presented by Laundal et al. (2024), is likely to reveal more complex dynamics. For

example, frictional heating, caused by differential motion between ions and neutrals, raises the temperature. This increase alters

collision frequencies and conductances, which, in turn, affect the induction process. The modified induction process further645

influences frictional heating, creating a nonlinear feedback loop. These complex interactions will be explored in future studies.
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5.4.4 Refinement

Our use of spherical harmonics is well suited for global analyses. However, this method becomes increasingly ineffective with

increasing spatial resolution due to the rapidly growing number of terms required in the spherical harmonic expansion. To

address this, our model could be improved by combining spherical harmonics with Spherical Elementary Current Systems650

(SECS). In this hybrid approach, spherical harmonics would provide the background global representation, while SECS could

be used to superimpose a high-resolution magnetic field on a fine grid in specific regions of interest. To implement this con-

sistently and account for the poloidal magnetic field of field-aligned currents, the standard SECS functions would need to

be modified. Specifically, the poloidal field of the field-aligned currents must be incorporated along realistic magnetic field

geometries, following an approach similar to Vanhamäki et al. (2020) using dipole field lines.655

5.4.5 Inclusion of Telluric Currents

In this paper we have neglected the conductivity of the Earth. In reality, the magnetic field induced in the ionosphere leads to

currents flowing in the interior of the Earth. Accounting for these induced currents is important for the interpretation of ground

magnetometer data, since ground magnetometers observe a combination of ionospheric and telluric magnetic fields. While this

issue has been discussed extensively in the literature (e.g., Juusola et al., 2016, 2020; Olsen et al., 2010), the influence of ground660

induction on ionospheric dynamics is much less studied. Vanhamäki et al. (2005) made simple order-of-magnitude estimates of

this effect by using 1D ground conductivity and complex image method with realistic ionospheric sources, and concluded that

the effect of ground induction on ionospheric dynamics is significantly smaller than the effect of ionospheric self-induction.

However, recently Juusola et al. (2024) made more detailed calculations with 3D ground conductivity and showed that telluric

induction can significantly modify the inductive electric field in the ionosphere and should not be ignored.665

Including ground induction in our model would change the lower boundary condition for the ionosphere, B↑. To account

for ground induction, the Laplace equation must be solved for the potential magnetic field below the ionosphere V e with more

accurate lower boundary conditions. With spherical harmonics, this can be done with transfer functions that depend on ground

conductivity, and map between the ionospheric magnetic field observable from the ground (described here by coefficients km

n

and lm
n

) and spherical harmonic coefficients that describe the induced magnetic field in the ground (e.g., Grayver et al., 2021).670

While this is feasible, it is beyond the scope of this paper.

6 Conclusions

We have presented a new model to describe magnetosphere-ionosphere-thermosphere coupling on a global scale, that takes into

account the induction equation, Faraday’s law. Our approach treats the magnetic field as the primary variable, while currents

and electric fields are evaluated from Ampère’s law and the Generalized Ohm’s law, respectively. In this way, our work deviates675

from the E, j-centered view that is conventionally taken in ionospheric physics, but aligns with how space plasmas are handled

elsewhere (Leake et al., 2014; Parker, 2007).
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Results from numerical simulations, using spherical harmonic representations of the various quantities (see C), were pre-

sented in Section 4. The results show that induction takes place on a broad range of time scales, from fractions of seconds to

minutes. The time scale depends on the magnitudes and spatial scales of conductances, imposed magnetic field, neutral wind,680

and on the main magnetic field geometry (Equation (11)). Large-scale structures at low latitudes take particularly long to adapt

to sudden changes in polar FACs, winds, or conductance.

Our model is two-dimensional, and uses as boundary condition an imposed magnetic field that is in reality a result of an

inductive process above the ionosphere that we neglect here for simplicity. At high latitudes, the imposed magnetic field is

defined to be consistent with a prescribed pattern of field-aligned currents; at low latitudes it is calculated by assuming that the685

magnetic field adapts to preserve current continuity between hemispheres and matching electric potentials along magnetic field

lines,
!!!!!
given

!!
a
!!!!!!
neutral

!!!!!
wind

!!!!!!
pattern. These assumptions lead to Sq currents and low-latitude electric fields appearing through

induction in our simulations, representing, to our knowledge, the first time that this has been demonstrated.

The model presented here can in principle be directly applied in
!!!!!!!!!!
incorporated

!!!!
into global magnetosphere simulations to obtain

!!!
and

!!!!!!!!!!!!!!!
upper-atmospheric

!!!!!!!!!!
circulation

!!!!!!
models

!!
to

!!!!!!!
provide a more complete description of how the magnetosphereand ionosphere690

interact
!!!!!!!!!!!!!!!!!!!!!!
magnetosphere–ionosphere

!!!!!!!!!!
interactions. Steady-state solutions for the electric field can also be obtained, see C for

implementation details. This gives a truly global alternative to prevailing magnetostatic models, which invoke boundary condi-

tions that decouple high and low latitudes. The numerical implementation of the model, used to produce the simulation results

presented here, is discussed in C.

Code availability. The model is implemented in Python, in a package called PynaMIT, which is available at https://github.com/DynaMIT-695

uib/PynaMIT.

PynaMIT is highly flexible, and can be run with any resolution (limited by computing power). It can be run with different main field

models: Radial field, dipole field, or IGRF (as demonstrated in Section 4).
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Appendix A:
!!!!!!!!!
Derivation

!!
of

!!!
the

!!!!!!!!!!
Thin-Sheet

!!!!!!!!!!!!
Conductivity

!!!!
and

!!!!!!!!!
Resistivity

!!!!!!!
Tensors

!!
In

!!!!!!
Section

!!
3

!!
we

!!!!!!!
present

!
a
!!!!!!!!!!!!!!
two-dimensional

!!!!!!
version

!!
of

!!!
the

!!!!!!!!!!
Generalized

!!!!!!
Ohm’s

!!!
law

!!!
for

!!
a

!!!!!!!!
collisional

!!!!!!!!!!
ionosphere

!!!
(7).

!!!
The

!!!!!!!!
equation700

!
is
!!

a
!!!!!!!!!
projection

!!
of

!!!
the

!!!!!!!!!!!!
corresponding

!!!
3D

!!!!!!!!
equation

!!!
(3)

!!!!
onto

!!
a
!!!!!!!!
spherical

!!!!
shell

!!!!
and

!!
so

!!
it
!!
is

!!!!!
valid

!!!
for

!!
an

!!!!!!!!!!
ionosphere

!!!
that

!!
is
!!!!!
truly

!!!!!!!!!!!!!!
two-dimensional.

!!!!!!!!!!!
Nevertheless,

!!!
as

!!!!!!!!
indicated

!!!
by

!!!
the

!!!!!!
choice

!!
of

!!!!!!!!
notation,

!!!
we

!!!!!!!!
interpret

!!!
JS !!!

and
!!!!!!
!P,H !!

as
!!!
the

!!!!!!!!!!!!!!!
height-integrated

!!!!!!!
versions

!!
of

!!!
the

!!!!!!!!!!!!
corresponding

!!
3D

!!!!!!!!!
quantities

!
j
!!!
and

!!!!!
εP,H .

!!
If

!
j
!!
or

!!!!!
εP,H !!!!

vary
!!!!
with

!!!!!!
height,

!!!!!
which

!!!!
they

!!
do

!!
in

!!!
the

!!!!!!!
realistic

!!!!!!!!!!
ionosphere,

!!!!!!!
Equation

!!!
(7)

!!
is

!!!
not

!!!!!!
simply

!
a
!!!!!!
height

!!!!!!
integral

!!!
of

!!!!!!!
Equation

!!!!
(2),

!!
so

!!!
this

!!!!!!!!!!!!
interpretation

!!!!!!
requires

!!!!!
more

!!!!!!!!!!!
justification.

!!!
The

!!!!!!!!!!
justification

!!
is
!!!!!!!!

provided
!!!

by
!!!!!
using

!!!
the

!!!!!!!!!!!
ionospheric

!!!!!!
Ohm’s

!!!!
law,

!!!
and

!!!!
then

!!!!!
solve

!!!!
this

!!!!!!!!
equation

!!!
for

!!!!
ES .

!!
In

!!!!
the

!!!!!!!
dynamo705

!!!!!
region

!!
of

!!!!
the

!!!!!!!!!
ionosphere

!!!!!!!!!
(primarily

!!!
the

!!!!!!!!!
E-region),

!!
E

!!!
and

!!!
B

!!!!
vary

!!!!
only

!!!!!!
slowly

!!!!
with

!!!!!!!
altitude,

!!!!!!!!
whereas

!!!
the

!!!!!!!!!!!!
conductivities

!!!!
vary

!!!!!!
sharply.

!!!!!!!
Because

!!!
of

!!!
this

!!!!
scale

!!!!!!!!!
separation,

!!!
the

!!!!!!!
altitude

!!!!!!!!!!
dependence

!!
is

!!!!!!
carried

!!!!!
almost

!!!!!!!
entirely

!!
by

!!!
the

!!!!!!!!!!!!
conductivities,

!!!
so

!!!!!!!!!
integrating

!!
the

!!!!!!!!!!
ionospheric

!!!!!!
Ohm’s

!!!!
law

!!!!!
yields

!!!!!!!!!!!
well-defined

!!!!!!!!!!!!
conductances.

!!!
For

!!!!!!!!!
generality

!!!
we

!!!!!
retain

!!
a
!!!!!
finite

!!!!!!!!!!
field-aligned

!!!!!!!!!!!
conductivity

!!!
ε→

!!!!!!
(though

!!!!!!!!!
elsewhere

!!
in

!!!
the

!!!!!
paper

!!
we

!!!!!!!
assume

!
it
!!
to
!!!
be

!!!!!!!
infinite),

!!!!
and

!!!!
write

!!!
the

!!!!!!!!!!
ionospheric

!!!!!!
Ohm’s

!!!
law

!!
as

!

j = εPE
↗
≃ + εH b̂↓E↗ + ε→E→b̂.

!!!!!!!!!!!!!!!!!!!!!!!!!!!
(A1)710

!!!!
Here,

!!!!!!!!!!!!!!
E↗ = E+u↓B

!!
is

!!!
the

!!!!!!
electric

!!!!
field

!!
in

!!!
the

!!!!!!
neutral

!!!!!
frame

!!
of

!!!!!!!!
reference.

!!
If

!!
we

!!!!!!!
assume

!!!
that

!!!!
both

!!
B

!!!!!!
(which

!!
is

!!!!!!!!!
dominated

!!
by

!!!
the

!!!!
main

!!!!!
field,

!!!
B0)

!!!!
and

!!
E

!!!!
vary

!!!!
little

!!!!
over

!!!
the

!!!!!
height

!!
of

!!!
the

!!!!!!!!!!
ionosphere,

!!!
we

!!!
can

!!!!!!!!
integrate

!!!
this

!!!!!!!
equation

!!
to
!!!
get

!!
a

!!!
3D

!!!!!!!!!!!!!!
height-integrated

!!!!!!
current:

!

J = !PE≃ + !H b̂↓E+ !→E→b̂+Q.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A2)

!!!!
Here,

!!!!!!!
!P,H,→ !!!

are
!!
the

!!!!!!!!!!!!!!!
height-integrated

!!!!!!
εP,H,→,

!!!
and

!!!!!!!!!!!!!!
Q = QP +QH ,

!!!!!
where

!
715

QP
!!!

=


εP (r)(u(r) ↓B)dr

!!!!!!!!!!!!!!!!!!!!

(A3)

QH
!!!

=


εH(r)(u(r) ↓B) ↓ b̂dr

!!!!!!!!!!!!!!!!!!!!!!!!

(A4)

!!
are

!!!!!!!!!
integrated

!!!!
wind

!!!!!
terms

!!!!!!!!
weighted

!!!
by

!!!
the

!!!!!!!
Pedersen

!!!!
and

!!!!
Hall

!!!!!!!!!!!
conductivities

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
(Richmond, 1995; Hatch et al., 2024).

!

!!!
We

!!!
use

!!!
that

!!!!!!!!!!!!!
E≃ = E→ E→b̂!!!!

and
!!!!!!!!!
decompose

!!
J
!!
in

!!!!!
radial

!!!!!!!!!
(subscript

!!
r)

!!!
and

!!!!!!!!!!!!!!!
tangential/surface

!!!!!!!!!!
components

!!!!!!!!
(subscript

!!!
S):

!



Jr

JS



 =



 !PEr + !H(b̂↓E)r + (!→ → !P )E→br + Qr

!PES + !H(b̂↓E)S + (!→ → !P )E→b̂S +QS



 .

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A5)720

!!
In

!!!
our

!!!!!!!!!!!!
2D/thin-sheet

!!!!!!!!!!
formulation

!!!
the

!!!!!!!!!!!
discontinuity

!!
of

!!!
the

!!!!!!!!!
horizontal

!!!!!!!!
magnetic

!!!!
field

!!!!!!
across

!!!
the

!!!!!!!!!!
ionosphere

!!
is

!!!!!!!!
described

!!!
by

!!
the

!!!!!!!!
Ampère

!!!!
jump

!!!!!!!!!
condition

!!!!
(10).

!!!!!
This

!!!!!!
relation

!!!!!!!!
requires

!
a
!!!!!!!
surface

!!!!!!
current

!!!!!!!!
confined

!!
to

!!!
the

!!!!!!
sheet:

!!!
JS !!

in
!!!
the

!!!!!!!!
equation

!!!!!!
above.

!!!!!!!
Because

!!!
the

!!!!!!!!!!!
discontinuity

!!!!
only

!!!!!!!
involves

!!!
the

!!!!!!!!
horizontal

!!!!!!!!
magnetic

!!!!
field

!!!!!
above

!!!!
and

!!!!!
below,

!!!!!
there

!!!
can

!!
be

!!!
no

!!!!!!!!!!
independent

!!!!!!!!!
horizontal

!!!!!!!!!!
perturbation

!!!!
field

!!!!!
inside

!!!
the

!!!!!
sheet

!!!!!
itself.

!!!!!!!!!!!
Consequently

!!!
the

!!!!!
sheet

!!!!!!
current

!
is
!!!!!!
purely

!!!!!!!!!
tangential:

!!!!!!
Jr = 0.

!!!!
The

!!!!!!!!!
horizontal

!!!!!!!!!
divergence

!!
of

!!
JS!!

is
!!
in

!!!!!!!
general

!!!!!!
nonzero

!!!!
and

!!
is

!!!!!!!
balanced

!!!
by

!!!
the

!!!!!
radial

!!!!!!
current

!!!!!!
carried

!!
in

!!!
the

!!!!!!!!!!
field-aligned

!!!!!!
system

!!!!!!
above.

!!!
We

!!!!!!!
therefore

!!!!!!!
impose725
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!!!!!
Jr = 0

!!
in
!!!
the

!!!!!
radial

!!!!!!!!!!
component

!!
of

!!!!
(A5)

!!!!
and

!!!!
solve

!!!
for

!!!!
Er:

Er = →
!H(b̂↓E)r + (!→ → !P )br(b̂S ·ES) + Qr

!P (b2
ω
+ b2

ε
) + !→b2

r
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A6)

!!!!
This

!!!
can

!!!
be

!!!!!!!
inserted

!!
in

!!!
the

!!!!!!!!!
expression

!!!
for

!!!
JS!!

to
!!!
get

!!!
an

!!!!!!!
equation

!!!
for

!!!
the

!!!!!!!
surface

!!!!!!
current

!!!!
that

!!!!
only

!!!!!!!
depends

!!!
on

!!!
the

!!!!!!!!!
horizontal

!!!!!!!!!!
components

!!
of

!!!
the

!!!!!!!
electric

!!!!!
field.

!!!!
This

!!
is

!
a
!!!!!!!

version
!!
of

!!!!
the

!!!!!!!!!!!!!!
height-integrated

!!!!!!!!!!
ionospheric

!!!!!!
Ohm’s

!!!
law

!!!!
that

!!!!!!!!
explicitly

!!!!!!
states

!!!
the

!!!!!!!!!
dependence

!!!
on

!!!
the

!!!!!!!!!!
conductance

!!!!
and

!!!!
main

!!!!!!!!
magnetic

!!!!
field

!!!!!!!!
geometry

!!!!!!!
through

!!!
the

!!!!!
tensor

!!!!!!!!!!!
Acond(!, b̂):

!
730

JS = Acond(!, b̂)ES +Qe! ,
!!!!!!!!!!!!!!!!!!!!!!!

(A7)

!!!!!
where

Qe! = QS →
(!→ → !P )brbSQr → !H(r̂↓ b̂)SQr

!P (b2
ω
+ b2

ε
) + !→b2

r

.

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A8)

!
is
!!!
the

!!!!!!!!
effective

!!!!!
wind,

!
a
!!!!!!!!!!!
combination

!!
of

!!!
the

!!!!!!!!!!!!!!
tangential/surface

!!!!!!!!!!
component

!!
of

!!!
the

!!!!!!!!
integrated

!!!!!
wind

!!!!!
terms

!!!
and

!!!
the

!!!!!!!!!!
contribution

!!!!
that

!!!!!
comes

!!!!
from

!!!!!!!!!!
substituting

!!!
Er!!

in
!!!
the

!!!!!!
surface

!!!!!!!!!!
component.

!!!!
The

!!!!!!!!!!
conductance

!!!!!!
tensor

!!!
can

!!
be

!!!!!!!!!
expressed

!!
as

!
735

Acond(!, b̂) =
1

”



 Kb2
ε

+ M(1→ b2
ε
) (M → K)bωbε → !H!→br

(M → K)bωbε + !H!→br Kb2
ω
+ M(1→ b2

ω
)



 .

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A9)

!!!!!
where

” ↘ !P (b2
ω
+ b2

ε
) + !→b

2
r
, K ↘ !2

P
+ !2

H
, M ↘ !P!→.

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
(A10)

!!!!
This

!!!!!!!!!!
conductance

!!!!!
tensor

!!!!!!!
reduces

!!
to

!!!
the

!!!!!!!!!
expression

!!!!!
given

!!
by

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Amm (1996); Rishbeth and Garriott (1969)

!!
for

!!!!!!!
bε = 0.

!!!
We

!!!
can

!!!!!
solve

!!!!!!!
Equation

!!!!!
(A7)

!!
for

!!!!
ES !!

to
!!!
get

!!!
the

!!!!!!!!!!!
corresponding

!!!
2D

!!!!!!!!!!!
Generalized

!!!!!
Ohm’s

!!!!
law:

!
740

ES = A↑1
cond(!, b̂)(JS →Qe!) = Ares(ϑ, b̂)(JS →Qe!)

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
(A11)

!!!!!
where

!!!
the

!!!!!!
inverse

!!
of

!!!
the

!!!!!!!!!!!
conductance

!!!!!
tensor

!!
is

!!!
the

!!!!!!!!
resistance

!!!!!!
tensor,

!!!!!!!!!
Ares(ϑ, b̂):

!

Ares(ϑ, b̂) =




ϑP + (ϑ→ → ϑP )b2

ω
(ϑ→ → ϑP )bωbε + ϑHbr

(ϑ→ → ϑP )bωbε → ϑHbr ϑP + (ϑ→ → ϑP )b2
ε



 ,

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

(A12)

!!!!!
where

!!!
ϑP !!!

and
!!!
ϑH!!!

are
!!!!!!!
defined

!!
in

!!!!!
terms

!!
of

!!!
the

!!!!!!!!!!!
conductances

!!
as

!!!
in

!!
(8)

!!!!
and

!!!
(9),

!!!!
and

!!!!!!!!!
ϑ→ = 1/!→.

!!!!
We

!!!!!!!!!
emphasize

!!!
that

!!!!!
ϑP,H !!!

are
!!!
not

!!!!!!!!!!!!!!
height-integrated

!!!!!!!!!
resistances,

!!!
but

!!!!!!!!!
quantities

!!!!!!
derived

!!!!
from

!!!
the

!!!!!!!!!!!!!!
height-integrated

!!!!!!!!!!!!!
conductivities.745

!!!
The

!!!!!!!!!
resistance

!!!!!
tensor

!!!!!!
(A12)

!!
is

!!!!!!!!
equivalent

!!!
to

!!!
the

!!!!!!
matrix

!!!!!!
defined

!!
in

!!!!!!!!
equation

!!!!
(11)

!!
of

!!!!!!!!!!!!!!!!!!!!!!!!!!
O’Sullivan and Downes (2006),

!!!!!!
which

!
is
!!!!!!!

written
!!
in

!!!!!!!!
Cartesian

!!!!!!!!!!!
coordinates,

!!!
and

!!
it

!!!!!!!
reduces

!!
to

!!!
the

!!!!!!
matrix

!!
in

!!!!!!!!
equation

!!!!
(11)

!!
of

!!!!
this

!!!!!
paper

!!
in

!!!
the

!!!!!
limit

!!!!!!
ϑ→ = 0.

!!!
We

!!!!!
have

!!!
thus

!!!!!!
shown

!!!!
that

!!!
the

!!!!!!!!!
expression

!!!!
that

!!!
we

!!!
get

!!!
by

!!!!!!
simply

!!!!!!!!!
projecting

!!!
the

!!!
3D

!!!!!!!!!!
Generalized

!!!!!!
Ohm’s

!!!!
law

!!
to

!!!
2D

!!!!
can

!!!!
also

!!
be

!!!!!!!
derived

!!
by

!!!!!!!!!!!!!!!
height-integrating

!!!
the

!!!!!!!!!!
Ionospheric

!!!!!!
Ohm’s

!!!
law

!!!!
and

!!!!!!!
solving

!!
for

!!!
E.

!!!!
The

!!!!!!!!!
advantage

!!
of

!!!
this

!!!!!!!!!
derivation

!!
is

!!!!
that

!
it
!!!!!!!!!
quantifies

!!!
the

!!!!!!!!!
relationship

!!!!!!!!
between

!!!
the

!!!
2D

!!!
and

!!!
3D

!!!!!!!!!
quantities.

!!!
For

!!!!!!!!
example,

!
it
!!!!!!!!
provides

!
a
!!!!!!!!!
consistent

!!!!
way

!!
to

!!!!!!
include

!!!!!!!!!!!!!!!
altitude-dependent

!!!!!!
winds750

!!
in

!!!
the

!!!!!!!!!
thin-sheet

!!!!!!!!!!
formulation,

!!!
by

!!!!!!!!!
calculating

!!!
the

!!!!!!
height

!!!!!!!
integrals

!!
in

!!!!
(A3)

!!!!
and

!!!!
(A4)

!!
to

!!!!
give

!!!!
QH !!!

and
!!!!
QP .

!
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Appendix B: Analytical Solution for Radial Magnetic Field, No wind, and Uniform conductance

In this appendix we derive Equation (39), the analytical solution discussed in Section 5.3. This solution applies under some

very restrictive assumptions: The main magnetic field B0 is radial and constant everywhere, the resistances ϑP and ϑH are

uniform, and there are no neutral winds. Then Faraday’s law, Equation (5) reduces to755

ωBr

ωt
= →ϑP (↑S ↓JS) · r̂⇑ ϑH↑S ↓ (JS ↓ r̂) (B1)

where Equation (7) was used to replace ES . The second term is negative when B0 points downward (as in the Northern

hemisphere), and positive when it points upward. In the following we proceed only with the negative sign.

The sheet current can always be written as a sum of divergence-free and curl-free parts. In this case, where the main field

is radial, the divergence-free part of the current is equal to the equivalent current (Equation (22)). The curl-free part can be760

written in terms of a potential α, so that we get

JS = r̂↓ ↑S# → ↑Sα. (B2)

where α describes the divergent part of JS . With this representation of JS we can write Faraday’s law as (e.g., Backus, 1986)

ωBr

ωt
= →ϑP↑2

S
# → ϑH↑2

S
α, (B3)

We can represent α in terms of the spherical harmonic coefficients φm

n
and ↼m

n
. The expression for α is (e.g., Laundal et al.,765

2016)

α = → R

µ0

∑

n,m

Pm

n
(ϱ)[φm

n
cos(mς) + ↼m

n
sin(mς)]. (B4)

Both # and Br can be expanded in terms of spherical harmonics with expansion coefficients qm
n

and sm
n

, by replacing km

n

and lm
n

in Equations (23) and (21), respectively, using Equation (19). With these spherical harmonic representations, and the

property that ↑2
S

= →n(n + 1)/R2, Equation (B3) becomes an equation that relates three spherical harmonic series. These770

series depend on qm
n

and sm
n

(the # term), their time derivatives (the ωBr/ωt term), and on φm

n
and ↼m

n
(the α term). If we

match the different terms in these series, we get the following set of differential equations:

ω

ωt



qm
n

sm
n



 = → 1

Rµ0



ϑP (2n + 1)qm
n

+ ϑH(n + 1)φm

n

ϑP (2n + 1)sm
n

+ ϑH(n + 1)↼m
n



 . (B5)

For constant φm

n
and ↼m

n
and specified initial conditions, qm

n
(t) and sm

n
(t) for time t > 0 are given by Equation (39).

Appendix C: Discretization775

The numerical implementation of the model described in this work involves discretization in terms of a combination of spherical

harmonics and grid points. Here, we describe how this is done.
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C1 Spherical Harmonic Representation of Scalar and Horizontal vector fields

To perform the spherical harmonic decomposition of scalar fields, we use a spherical harmonic transform approach of solving

the linear system780

Gss = s, (C1)

where the forward operator Gs evaluates vectors of spherical harmonic coefficients s at a given set of grid points, giving the

grid-resolved data vector s representing the scalar field s.

Similarly, the spherical harmonic decomposition of horizontal vector fields is done by using a spherical harmonic transform

approach of solving the linear system785

Gtt = t. (C2)

In this case, the field is two-dimensional, and the model vector is resolved into curl-free and divergence-free parts,

t =




tcf
tdf



 , (C3)

and the grid-resolved data vector into ϱ and ς components

t =



tω

tε



 . (C4)790

The forward operator can be expressed as

Gt =



(Gt)ω,cf (Gt)ω,df

(Gt)ε,cf (Gt)ε,df



 . (C5)

Gω,cf and Gε,cf give the grid-resolved ϱ- and ς-components, respectively, of (→↑S) applied to the spherical harmonics used to

represent the scalar potential of the curl-free part of the horizontal vector field. Likewise, Gω,df and Gε,df give the grid-resolved

ϱ- and ς-components, respectively, of (r̂↓↑S) applied to the spherical harmonics used to represent the scalar potential of the795

divergence-free part of the horizontal vector field.

Matrices are denoted by blackboard bold. We use GX to denote matrices that transform from spherical harmonics to grid

points for the quantity X . All other matrices either transform between different spherical harmonic coefficients or between

different quantities on the grid. Vectors and matrices associated with spherical harmonics are marked with a tilde, while those

associated with grid points are not.800

C2 Matrix formulation of Faraday’s Law and the Steady-State Condition

From the two-dimensional Faraday’s law in Equation (5), the the time derivative of the spherical harmonic coefficients Bind of

the induced magnetic field, which corresponds to the radial component of B, can be written as

ω Bind

ωt
= TES ⇐↓ϑBind/ϑt

ES (C6)
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where ES is a spherical harmonic representation of the electric field tangential to the ionosphere, and TES ⇐↓ϑBind/ϑt
is the805

spherical harmonic representation of (→r̂↓↑S). In Section C3, we show how ES depends linearly on the spherical harmonic

coefficients of the induced magnetic field, Bind, the parameter simulated by Equation (C6), as well as on the input parameters:

the horizontal neutral wind, u and the radial component of the field-aligned current density, jr. We get

ES = EBind
Bind + Euu+ Ejr

jr, (C7)

where the matrices EBind , Eu, and Ejr are given in Equations (C34) – (C36). The coefficients for the radial component of the810

field-aligned current density is a solution of the linear system

Gjr
jr =



jhl
r

0



 , (C8)

defined in accordance with Equation (C1). In this equation, the upper block of the vector (superscript "hl") refers to grid points

at high latitudes, while the lower block refers to grid points at low latitudes, where the hemispheres are connected as described

in Section 3.2.1. The grid values jhl
r

are the user-specified input to the simulation, taken from the AMPS model (Laundal et al.,815

2018) in the simulations presented in this work. The minimum-norm least-squares solution of the linear system is found by

calculating

jr = G†
jr



jhl
r

0



 (C9)

where G†
jr

denotes the Moore-Penrose inverse of of Gjr . Similarly, the coefficients for the horizontal neutral winds is a solution

of the linear system820

Guu = u (C10)

defined in accordance with Equation (C2). The grid values u are the user-specified input, taken from the Horizontal Wind

Model (Drob et al., 2015) in the simulations presented in this work. The minimum-norm least-squares solution of the linear

system is found by calculating

u = G†
uu, (C11)825

where G†
u denotes the Moore-Penrose inverse of Gu.

To obtain final expressions for Faraday’s law and the steady-state condition, we note that the surface electric field coefficients

can be separated as

ES =




Ecf

Edf



 =



(EBind
Bind + Euu+ Ejr

jr)cf
(EBind

Bind + Euu+ Ejr
jr)df



 (C12)
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in accordance with Equation (C2). The curl of the curl-free part is by definition zero, implying that we can express TES ⇐↓ϑBind/ϑt
830

as

TES ⇐↓ϑBind/ϑt
=

(
0 TEdf ⇐↓ϑBind/ϑt

)
, (C13)

where TEdf ⇐↓ϑBind/ϑt
is the diagonal matrix given in Table A1, representing the application of (→r̂↓ ↑S) on the divergence-

free part of ES . Inserting Equations (C12) and (C13) into Equation (C6), we obtain the following matrix formulation of

Faraday’s law,835

ω Bind

ωt
= TEdf ⇐↓ϑBind/ϑt

(EBind
Bind + Euu+ Ejr

jr)df . (C14)

When simulating the temporal evolution of the induced magnetic field, we perform a discretized integration of Equation (C14)

using Euler’s method,

Bind,n+1 ⇐ Bind,n +
ω Bind,n

ωt
”t, (C15)

where we use the time step ”t = 5 ↓ 10↑4 s for all simulations in this work. The error of this method is of the order O(”t2).840

The steady state of the ionosphere is reached when ϑB̃ind
ϑt

= 0. Inserting this constraint into Equation (C14), we obtain

TEdf ⇐↓ϑBind/ϑt
(EBind

Bind + Euu+ Ejr
jr)df = 0. (C16)

Since TEdf ⇐↓ϑBind/ϑt
is a diagonal and invertible matrix, we can multiply Equation (C16) from the left by its inverse, giving

(EBind
Bind)df = →(Euu+ Ejr

jr)df . (C17)

This linear system can be solved for the steady state Bind. Note that it is also possible to solve the equation for u or jr given845

the other vectors, which could give alternative approaches to determining horizontal neutral winds or field-aligned currents

experimentally, assuming that the system is in steady state.

Thus, it is possible to find both time-dependent and steady-state solutions for the model parameters Bind by solving equations

involving conductance-dependent matrices EBind , Eu and Ejr , obtained from Equations (C34) – (C36), respectively, and the

spherical harmonic coefficient vectorsjr and u, obtained from Equations (C8) and (C10) with grid-resolved input from external850

models, respectively.

As a side note, Equation (C14) represents a linear and time-invariant (LTI) system during periods when the conductance,

field-aligned current, and neutral wind are constant. In such cases, solutions at any time within the period can be computed

using matrix exponentials (Chen, 2014), bypassing numerical integration. This approach could improve simulation efficiency,

particularly in scenarios where these quantities vary slowly compared to the timescales of induction, a common assumption in855

ionospheric modeling.

C3 Matrix Formulation of the Generalized Ohm’s Law

Here, we derive an expression for linearly constructing the spherical harmonic coefficients of the horizontal electric field

from those of the induced magnetic field, neutral winds, and field-aligned currents, while accounting for boundary conditions
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through the imposed magnetic field. This expression, presented in Equation (C33), is derived from the 2D Generalized Ohm’s860

law in Equation (7), which can be discretized in terms of grid points and spherical harmonics as

GES
ES = TJS ⇐↓ESGJS

TB ⇐↓JS
B+Tu ⇐↓ESGuu, (C18)

where B, ES and u are vectors containing the spherical harmonic coefficients of the magnetic field, horizontal electric field

and horizontal neutral wind, respectively. TB ⇐↓JS is the representation of the jump condition JS = 1
µ0
r̂↓ ”B in the basis of

the spherical harmonics used for representing B. The evaluation matrices GES , GJS and Gu evaluate the spherical harmonic865

expansions of the horizontal electric field, current and neutral wind, respectively, on a common set of grid points in accordance

with Equation (C2). In the simulations presented in this work, we use a cubed-sphere grid with 100 ↓ 100 grid points in each

of the six cubed-sphere blocks. TJS ⇐↓ES = TJS ⇐↓ES (B0,ϑP ,ϑH) and Tu ⇐↓ES = Tu ⇐↓ES (B0) represent the current-dependent

and neutral wind-dependent terms in the 2D Generalized Ohm’s law, respectively, expressed on the same grid points.

We can obtain the minimum-norm least-squares solution for the spherical harmonic coefficients ES by multiplying Equation870

(C18) from the left by the Moore-Penrose inverse of GES , denoted by G†
ES

, giving

ES = G†
ES

TJS ⇐↓ESGJS
TB ⇐↓JS

B+G†
ES

Tu ⇐↓ESGuu. (C19)

Continuing, we decompose the magnetic field B into the sum of its induced part Bind and its imposed part Bimp, in

accordance with Section 3, implying that B can be written as

B =




Bind

Bimp



 . (C20)875

Similarly, the matrix evaluating JS from the model vector B can be separated into blocks referencing the induced and imposed

parts of the magnetic field,

TB ⇐↓JS =
(
TBind ⇐↓JS

TBimp ⇐↓JS

)
. (C21)

where the spherical harmonic transformation matrices TBind ⇐↓JS and TBimp ⇐↓JS are given in Table A1. The matrix TBimp ⇐↓JS

includes the contribution to the poloidal field coming from the toroidal Bimp, representing the Biot-Savart integral of the880

horizontal part of the field-aligned currents above the ionosphere, as discussed in Section 3.2.2. The discretization procedure

is discussed in Section C4. Inserting Equations (C20) and (C21) into Equation (C19), we obtain

ES = TBind ⇐↓ES
Bind + TBimp ⇐↓ES

Bimp + Tu ⇐↓ES u, (C22)

where the spherical harmonic coefficient transformation matrices TX ⇐↓ES are given in Table A1
Bimp depends on the specified field-aligned currents at high latitudes and on the constraints that the current density and885

electric field map between hemispheres at low latitudes, as discussed in Section 3.2.1. These three constraints, which together

specify Bimp, can be expressed by a linear system of equations,

Gc
Bimp = c (C23)
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which can be solved for Bimp at each time step. In the following, we go through the details of how this is done, and how this

expression can be used to eliminate Bimp from Equation (C22). The forward operator in Equation (C23) can be written as890

Gc = ATBimp ⇐↓jr,ES , (C24)

where the matrix transforming from Bimp to corresponding spherical harmonic coefficients for the radial component of the

field-aligned current density (jr) and for the horizontal electric field (ES) is given by

TBimp ⇐↓jr,ES =




TBimp ⇐↓jr

TBimp ⇐↓ES



 , (C25)

and TBimp ⇐↓jr and TBimp ⇐↓ES are given in Table A1. The matrix A can be written as895

A =





Ahl
jr

0

All
jr

→All,cp
jr

0

0 All
ES

→All,cp
ES



 , (C26)

where the top part represents the constraint that Bimp should describe the given high-latitude (superscript "hl" refers to high-

latitude grid points) FAC, the middle part represents current continuity between hemispheres at low latitudes (superscript "ll"

refers to low-latitude grid points and superscript "ll,cp" refers to their conjugate points), and the bottom part represents the

mapping of electric fields between hemispheres at low latitudes.900

All
jr

and Ahl
jr

evaluate the spherical harmonic expansion of jr in accordance with Equation (C1) at the high- and low-latitude

grid points immediately above the ionosphere, respectively, construct the corresponding j vectors from the force-free condition

j↓B0 = 0 ↗
jω = jrbω/br,

jε = jrbε/br,
(C27)

and project these vectors onto the field-aligned Modified Apex unit vectors d̂3 (defined in Richmond (1995)) at the same grid905

points, giving Modified Apex components Je3 that are constant along the main field lines (Richmond, 1995). All,cp
jr

performs

the same operation, but for the field-conjugated low-latitude grid points, which are determined by tracing the main field lines

that intersect the low-latitude grid points outward until they intersect the targeted points on the opposite hemisphere of the

ionospheric shell. In practice, we find the conjugate points using Modified Apex coordinate conversions (van der Meeren et al.,

2025; Emmert et al., 2010). The term All
ES

performs the evaluation of the spherical harmonic expansion of ES = Eωω̂+ Eεε̂910

(projection of E onto ω̂ and ε̂) at low-latitude grid points immediately above the ionosphere in accordance with Equation (C2),

retrieves the third (radial) component of the corresponding E vectors from the ideal MHD condition

E ·B0 = 0 ↗ Er = →(Eωbω + Eεbε)/br, (C28)

and projects these vectors onto the field-perpendicular Modified Apex unit vectors ê1 and ê2 (see Richmond (1995)) at the

same grid points, giving Modified Apex components Ed1 and Ed2 that are constant along the main field lines. The matrix All,cp
ES

915

performs the same operation, but for the field-conjugated low-latitude grid points.
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The constraint vector c can be written as

c = A




jr

→TBind ⇐↓ES
Bind → Tu ⇐↓ES u



 . (C29)

The spherical harmonic coefficient vectors jr and u are found from Equations (C8) and (C10), respectively. TBind ⇐↓ES and
Tu ⇐↓ES relate the spherical harmonic coefficients for the induced magnetic field and horizontal neutral wind, respectively, to920

the corresponding coefficients for the horizontal electric field, and are given in Table A1. A is given in Equation (C26). The

negative sign ensures that the imposed field cancels any difference between the conjugate point Ed1 and Ed2 Modified Apex

components of the electric field at low latitudes, ensuring that (All
ES

→All,cp
ES

)ES = 0 for the total electric field coefficients ES .

We can obtain the minimum-norm least-squares solution for the spherical harmonic coefficients Bimp by multiplying Equa-

tion (C23) from the left by the Moore-Penrose inverse of Gc, denoted by G†
c, giving925

Bimp = G†
cc

= G†
cA




jr

→TBind ⇐↓ES
Bind → Tu ⇐↓ES u



 . (C30)

Now, we can represent the matrix product G†
cA in terms of the block that references the jr coefficients and the one that

references the ES coefficients, and name them Tjr ⇐↓Bimp and TES ⇐↓Bimp , respectively, giving

G†
cA =

(
Tjr ⇐↓Bimp

TES ⇐↓Bimp

)
. (C31)

This implies that Equation (C30) can be written as930

Bimp = Tjr ⇐↓Bimp
jr → TES ⇐↓Bimp

TBind ⇐↓ES
Bind → TES ⇐↓Bimp

Tu ⇐↓ES u. (C32)

Inserting this expression into Equation (C22), we can write ES as

ES = EBind
Bind + Euu+ Ejr

jr, (C33)

where the matrices giving the different contributions to the horizontal electric field are given by

EBind =

1→ TBimp ⇐↓ES

TES ⇐↓Bimp

TBind ⇐↓ES , (C34)935

Eu =

1→ TBimp ⇐↓ES

TES ⇐↓Bimp

Tu ⇐↓ES , (C35)

Ejr = TBimp ⇐↓ES
Tjr ⇐↓Bimp . (C36)

The spherical harmonic coefficient transformation matrices TX ⇐↓ES are given in Table A1 and the matrices TX ⇐↓Bimp are,

as illustrated in Equation (C31), blocks of the product of the Moore-Penrose inverse of Gc with A, which are specified in

Equations (C24) – (C26). Note that the coefficients of the neutral winds and of the induced magnetic field contribute to the940

total ES both directly and through the imposed magnetic field, while the coefficients of the radial component of the field-

aligned current density contribute only through the imposed magnetic field.
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C4 Matrix Formulation of the Poloidal Magnetic Field of Field-Aligned Currents

In the numerical implementation, we represent Equation (34), based on Engels and Olsen (1998), as a matrix TBimp ⇐↓Pe that

transforms vectors of toroidal spherical harmonic coefficients to corresponding vectors of spherical harmonic coefficients of945

external poloidal fields. This is done by performing the discretized integration of poloidal magnetic field contributions from

the horizontal components of the field-aligned currents at r > R via the midpoint rule

TBimp ⇐↓Pe = →”r
N∑

i=1

TPe(ri) ⇐↓PeTBimp ⇐↓Pe(ri) (C37)

where the ri = R + ”r/2 are the integration radii. The matrix

TPe(ri) ⇐↓Pe = diag

(
R

ri

)n↑1
(C38)950

represents the conversion of the spherical harmonic coefficients of an external poloidal field at radius ri to radius R. The

matrix TBimp ⇐↓Pe(ri) constructs the external poloidal field associated with the horizontal components of the field-aligned

current density at ri, and can be written as

TBimp ⇐↓Pe(ri) = Tjh(ri) ⇐↓Pe(ri)G
†
jh(ri)

Tjr ⇐↓jh(ri)Gjr
TBimp ⇐↓jr . (C39)

TBimp ⇐↓jr transforms spherical harmonic coefficients of the imposed magnetic field to coefficients for the scalar jr immediately955

above the ionosphere, and is given in Table A1. Gjr evaluates the spherical harmonic expansion of jr at cubed-sphere grid

points according to Equation (C1). In this work, we use the same 6 ↓ 100↓ 100 cubed-sphere grid for this calculation as used

when calculating the matrices in Section C3. Tjr ⇐↓jh(ri) represents the mapping of the grid-evaluated jr to the corresponding

grid-evaluated jh at r = ri via Equation (36). The Moore-Penrose inverse G†
jh(ri)

performs a minimum-norm least-squares

spherical harmonic decomposition of the horizontal current density at the mapped grid points at r = ri according to Equation960

(C2), and Tjh(ri) ⇐↓Pe(ri) = T↑1
Bind ⇐↓JS

converts the coefficients into corresponding coefficients of an external poloidal magnetic

field with ri as the reference radius, where TBind ⇐↓JS is given in Table A1.
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Table A1. A summary of the matrices transforming between different spherical harmonic vectors. The integer n is the spherical harmonic

degree, µ0 is the vacuum permeability, and R is the ionospheric radius. The matrix T̃↓2
S

is a spherical harmonic representation of the surface

Laplacian, and the matrix T̃Pe ↔↗!P represents the mapping of the coefficients of external poloidal fields to the corresponding potential

difference across the 2D ionosphere. The matrices GJS , GES and Gu evaluate the spherical harmonic representations of the horizontal

current, electric field and wind, respectively, at a given set of grid points, in accordance with Equation (C2). TJS ↔↗ES and Tu ↔↗ES are the

horizontal wind- and current-dependent terms in the 2D Generalized Ohm’s law, respectively, discretized on the same grid points.

T̃Edf ↔↗ωBind/ωt
1
R1

T̃Bind ↔↗Br ↓R2T̃↓2
S

T̃Bimp ↔↗jr
R
µ0

T̃↓2
S

T̃Pe ↔↗Jdf ↓ R
µ0

T̃Pe ↔↗!P

T̃T ↔↗Jcf
R
µ0
1

T̃Bind ↔↗JS




0

T̃Pe ↔↗Jdf





T̃Bimp ↔↗JS




T̃T ↔↗Jcf

T̃Pe ↔↗Jdf T̃T ↔↗Pe





T̃Bind ↔↗ES G†
ES

TJS ↔↗ESGJS T̃Bind ↔↗JS

T̃Bimp ↔↗ES G†
ES

TJS ↔↗ESGJS T̃Bimp ↔↗JS

T̃u ↔↗ES G†
ES

Tu ↔↗ESGu

T̃↓2
S

diag
(
↓ n(n+1)

R2 )

T̃Pe ↔↗!P diag(2n+1)
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Vasyliūnas, V. M. and Song, P.: Meaning of ionospheric Joule heating, Journal of Geophysical Research: Space Physics, 110, 2004JA010 615,

https://doi.org/10.1029/2004JA010615, 2005.

Von Alfthan, S., Pokhotelov, D., Kempf, Y., Hoilijoki, S., Honkonen, I., Sandroos, A., and Palmroth, M.: Vlasiator: First global hybrid-

Vlasov simulations of Earth’s foreshock and magnetosheath, Journal of Atmospheric and Solar-Terrestrial Physics, 120, 24–35,

https://doi.org/10.1016/j.jastp.2014.08.012, 2014.1180

Waters, C. L. and Sciffer, M. D.: Field line resonant frequencies and ionospheric conductance: Results from a 2-D MHD model, Journal of

Geophysical Research: Space Physics, 113, 2007JA012 822, https://doi.org/10.1029/2007JA012822, 2008.

Wright, A. N.: Transfer of magnetosheath momentum and energy to the ionosphere along open field lines, Journal of Geophysical Research:

Space Physics, 101, 13 169–13 178, https://doi.org/10.1029/96JA00541, 1996.

Yamauchi, M., Johnsen, M. G., Enell, C.-F., Tjulin, A., Willer, A., and Sormakov, D. A.: High-latitude crochet: solar-flare-induced magnetic1185

disturbance independent from low-latitude crochet, Annales Geophysicae, 38, 1159–1170, https://doi.org/10.5194/angeo-38-1159-2020,

2020.

Yamazaki, Y. and Maute, A.: Sq and EEJ—A Review on the Daily Variation of the Geomagnetic Field Caused by Ionospheric Dynamo

Currents, Space Science Reviews, 206, 299–405, https://doi.org/10.1007/s11214-016-0282-z, 2017.

Yoshikawa, A. and Itonaga, M.: Reflection of shear Alfvén waves at the ionosphere and the divergent Hall current, Geophysical Research1190

Letters, 23, 101–104, https://doi.org/10.1029/95GL03580, 1996.

Zettergren, M. D. and Snively, J. B.: Ionospheric response to infrasonic-acoustic waves generated by natural hazard events, Journal of

Geophysical Research: Space Physics, 120, 8002–8024, https://doi.org/10.1002/2015JA021116, 2015.

Zhang, B., Sorathia, K. A., Lyon, J. G., Merkin, V. G., Garretson, J. S., and Wiltberger, M.: GAMERA: A Three-dimensional

Finite-volume MHD Solver for Non-orthogonal Curvilinear Geometries, The Astrophysical Journal Supplement Series, 244, 20,1195

https://doi.org/10.3847/1538-4365/ab3a4c, 2019.

51

https://doi.org/10.1007/978-3-030-26732-2_2
https://doi.org/10.5194/angeo-23-1735-2005
https://doi.org/10.1186/s40623-020-01284-1
https://doi.org/10.1029/2001GL013014
https://doi.org/10.5194/angeo-23-2589-2005
https://doi.org/10.5194/angeo-25-255-2007
https://doi.org/10.5194/angeo-30-357-2012
https://doi.org/10.5194/angeo-30-357-2012
https://doi.org/10.5194/angeo-30-357-2012
https://doi.org/10.1029/2004JA010615
https://doi.org/10.1016/j.jastp.2014.08.012
https://doi.org/10.1029/2007JA012822
https://doi.org/10.1029/96JA00541
https://doi.org/10.5194/angeo-38-1159-2020
https://doi.org/10.1007/s11214-016-0282-z
https://doi.org/10.1029/95GL03580
https://doi.org/10.1002/2015JA021116
https://doi.org/10.3847/1538-4365/ab3a4c

