Reply to community comment by Martin Skoglund for on egusphere-2025-

1982 “Warmer growing seasons improve cereal yields in Northern Europe only with increasing

precipitation”

The comments appear in black, as well as red when the commenter Is quoting our previous
response, our response in blue. Line numbers refer to the original submission.

I appreciate the authors response to my previous comment, however I do still have some remaining
concerns. In the following, I have marked the authors reply to my comments in red (note I have only
chosen to include parts of the authors reply that I still deem relevant for my concerns).

“The climatic indices we considered refer to the main growing season or the 30-60-90 days preceding
that. Although annual climate averages differ substantially across Sweden, the temperature conditions
relevant to crop development show less spatial variation. This is because the growing season occurs in
partially different periods, depending on the location.

This is the case not only in Sweden, but also across larger latitudinal gradients: for example, the growing
season average temperature from northern Sweden to southern Italy and Spain has been shown to be
substantially aligned (Costa et al., 2024), despite the clear difference in annual average temperature.
Lacking specific information on sowing date for spring crops and the release of dormancy for winter
crops, we have used a Growing Degree Day (GDD)—based growing season. This approach explicitly
adjusts the start and end of the main growing season according to the local temperature conditions. The
GDD adjustment therefore normalizes much of the climatic contrast between north and south.”

I agree that cropping-season temperatures can appear similar across distant latitudes, e.g., northern
Sweden vs. southern Italy. This is because the comparable main cropping season occurs in fundamentally
different parts of the year (winter—spring/early summer vs spring—summer). Within Sweden, however,
the differences in cropping season are far less dramatic, and thus the analogy is not entirely appropriate.
I also agree that, locally, agriculture is adapted to the particular seasonal window of the growing season.
But what is important here is that the /ngth of the growing season varies substantially within Sweden.
See this figure below based on data from SMHI on the length of the growing season (1961-1990).
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The map provided in the comment refers to the vegetation period, which SMHI defines as the interval
between the first day of a six-day period during which the mean daily temperature is at least +5.0 °C on all
six days, and the last day before the first subsequent six-day period when the mean daily temperature falls
below +5.0 °C on all six days, provided this occurs after 1 July (see

www.smhi.se/en/climate/tools-and-inspiration/climate-indicators /length-of-the-vegetation-

period , last accessed on Jan 13, 2026). While this vegetation period encompasses the growing season of
spring-sown crops and the main growing season of overwintering crops, it is generally longer than the
actual growing season of annual field crops and is more relevant for perennial vegetation, such as trees,
than for annual field crops. For example, in Kalmar County, in central eastern Sweden, spring cereals are
typically sown in late April to early May and harvested from late July to mid-August, depending on the
year, as captured by the growing degree day (GDD) model employed also in our work (see reply to
Reviewer 2). This corresponds to a crop growing season of approximately 110-130 days, which is shorter
than the vegetation period reported by SMHI for the same area. We disagree that the effective growing
season of field crops is substantially longer in southern Sweden than in northern Sweden, despite the
longer vegetation period in the south. With our data, the growing season has around 5 days difference
between north (example Jimtland) and south (example Kalmar). This difference might be slightly bigger
when considering the most favorable southernmost areas of Sweden, when crops can be sown also in late
March or early April. However, the difference remains smaller than that apparent from the map reported
above.

Besides at merely looking at seasonal temperatures or using a GDD-approach, we should also consider
that in northern Sweden, the ground thaw occurs much later than in southern Sweden. Furthermore, the
combination of rapidly reduced daylight hours and increased risk of eatly frosts in late summer and eatly
autumn presents another definitive end to the actual growing season. These factors constitute hard limits
to the growing season that are difficult to adapt to by merely adjusting the (nominal or real) sowing and
harvesting dates. If this was not the case, grain production in northern Sweden would obviously be much
larger.

Indeed, these are valid constraints that explain why crop growing seasons do not span the entire
vegetation period. Periods with temperatures above 5 °C for six consecutive days do not necessatily imply
that soils are thawed, and crop growth therefore often begins later. Conversely, frost can occur before the
average temperature falls below 5 °C for six consecutive days. In addition, harvest typically takes place in
August or early September, well before the end of the vegetation period, because crops have reached
physiological maturity rather than due to climatic limitations alone. Moreover, farmers select species and
varieties that allow harvest in still dry and warm conditions, to avoid issues with machine driving over wet
soils and high moisture content in grains. Consequently, although sowing dates differ considerably
between northern and southern regions, harvest dates differ less. This is because, once sown, crops in the
north develop more rapidly due to long days and rapidly rising temperatures. The main reason for lower
yvields in the north is that sowing takes place closer to summer when temperatures are high, leading to
rapidly developing crops and less growth per development stage than further south where crops develop
at lower temperatures. With more growth per development stage, there is less reduction of tillers and
flower primordia, and therefore more fertile flowers per area are produced in the south than in the north.
Conversely, even in the north, late growing season frost, if it occurs at all, is not a problem for yield
formation, because frost generally comes when photosynthesis has already stopped and the crop is only
maturing.

Nonetheless, the main point of my comment was not that the climatic varies within Sweden, or that
regions can experience different temperatures from year-to-year (temperatures of course correlates at
quite large spatial scales at a seasonal resolution). Rather, it was that the response of harvest yields to
temperatures, particularly in the summer, differs (where I would argue that the differences in the length
of the actual growing season plays an important part).

The authors argue in their reply that:


https://www.smhi.se/en/climate/tools-and-inspiration/climate-indicators/length-of-the-vegetation-period
https://www.smhi.se/en/climate/tools-and-inspiration/climate-indicators/length-of-the-vegetation-period

“However, motivated by the comment received, we have now evaluated an alternative structure for the
random factor, and specifically: Yield ~ ClimateVars + (Temperature | County). This allows each region
to have its own temperature—yield slope. This model including the random slopes did not improve model
fit i.e., AIC did not decrease, and the estimated random slopes for temperature were very close to zero
for most regions. This indicates that the effect of temperature on yield does not vary meaningfully across
counties. In other words, the model itself provides evidence against the idea that climate—yield
relationships are region specific, thus calling for separate models. A similar conclusion is reached if
considering a random slope for the precipitation variable, i.e., Yield ~ ClimateVars + (Precipitation |
County).”

I want to underscore this part: “This indicates that the effect of temperature on yield does not vary
meaningfully across counties.” Taken at face value, this would imply that growing season temperatures
exert the same influence on barley yields in Norrbotten, Visterbotten, and Jimtland as it does in Skane,
Gotland, and Blekinge. This is an extremely consequential conclusion, since it effectively contradicts
over a century of empirical work using independent datasets spanning different periods.

Previous research, admittedly mainly using simple linear correlations and not regression models where
other factors can be included and controlled for, have found that the yield response to temperature do
meaning vary by county, as I mentioned in my first comment. Below I list five such studies, all covering
different periods and using independent data.

1. First, we have Axel Wallén (1917, 1918) who correlated barley yields from official statistics with
instrumentally observed monthly summer temperatures during the period 1880-1910:
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Note the red color signifying negative correlations in response to mean July temperatures in large parts
of southern Sweden, and dark black colors in the northernmost counties. For precipitation, we see the
opposite pattern, albeit less significant.

2. Edvinsson et al (2009) looked at subjective harvest assessments (of all the main grain crops
combined) in the period 1723-1870:

May—July precipitation correlates positively with harvest in southern Sweden (r = 0.58%), but not in
northern Sweden (r = —-0.21).

June—July temperature correlates negatively with harvest in the south (r = —0.37%) but positively in the
north (r = 0.47%).

*significant at the p < 0.05 level.

3. Skoglund (2022) (Harvest—climate relationships in Scania (Skane), 1702-1911):
Summer temperature correlates negatively with total grain tithes (r ~ —0.23* to —0.26%).
Summer precipitation correlates positively (r = 0.19*%-0.36%).

Comparable patterns are seen for individual grains and in particularly so during the 1865-1911 period
for spring cereals (see figure below).
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Figure 11. Comelations of grain series vs. climate indicators 1865
1911. Note: Only statistically significant ( p = 0.05) correlations ane
colored. Sources: SCB (2021), Seftigen et al. (2017, 2020}, and
SMHI (2021).

4. Skoglund (2023) (Harvest—climate relationships in Jamtland, 1565-1911):

Barley yields correlate strongly and positively with growing-season temperature (r = 0.51 and 0.61 in two
petiods), and the effect persists in regression models controlling for annually variant sowing/harvest
dates.

5. Sjulgird et al. (2023) (Hatvest-climate relationships 1965-2020 using apparently the same
harvest data as the present study):

Again supports a dipolar response pattern with clear regional/county differences.
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Fig. 2. Pearson’s correlation coefficients between yield anomalies of each crop group and Standardized Precipitation Evaporation Index (SPEI), heat wave index
(HWI) and temperature anomalies (Temp) for each county based on crop yield and climate data from 1965 to 2020. The counties are sorted by decreasing latitude
with the corresponding number from Fig. | and grouped into the northern, central or southern regions of Sweden. The brown colour shows a negative relationship to
crop yield anomaly while blue colour represents a positive relationship. Non-significant (NS; p > 0.05) correlations are denoted by grey colour. White areas indicate
counties with little or no cropping area of a certain crop group (NA). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

In sum, since at least 1917, studies have got the same dipolar harvest yield response in relation to
summet/growing season temperatures (at least for spring ceteals), showing that the response does
meaningfully differ between counties. This is why I find the authors conclusion to be so consequential,
as it means all these previous studies, all using independent data and studying different periods (from
the 16th century until the present day), are wrong. At the very least, I would hope that the authors can
expand upon this and explain in more detail why all these previous studies need to be revised.

We thank the commenter for providing such a wide range of previous results. We disagree that our results
or conclusions contrast with those presented in points 1-5 above, as explained next:

In the examples above, the analyses are done separately in each region, or county, correlating yields with
temperature. Beyond considering the small difference in growing season discussed above, and its role in
defining the climatic conditions, in our models we include a precipitation by temperature interaction term,
which makes the model able to capture differences in response to temperature at different precipitation
levels, if those exist. In other words, we do not impose a role of county per se but let that emerge via the
model fitting. Indeed, precipitation conditions corresponding to different counties lead to different
responses to temperature, i.e., the T x P interaction is significant. Southern counties are warmer and crops
are more prone to moisture limitations, whereas northern counties are cooler and less frequently water-
limited. Our model results show that increases in temperature are detrimental in the (warmer) south when
accompanied by low precipitation, but beneficial or neutral in the (cooler) north where moisture is not as
limiting. In other words, our results are in line with the qualitative patterns reported above, without
requiring a somewhat arbitrary division of the country in regions but rather capturing the outcomes of the
likely ecophysiological mechanism at play - positive effects of warming where temperatures are lower and
water is generally sufficient, negative effects under already warm conditions, where a further increase in
temperature can lead to limitations due to water availability. Indeed, Wallén (1917, 1918) found negative
temperature-yield correlations in southern Sweden and positive correlations in the north, results
corroborated by those of Edvinsson et al. (2009) and Sjulgérd et al (2023). Skoglund (2022) showed a
historically positive effect of increasing precipitation and negative effect of temperature in the southern-
most region of Sweden, Skania. Skoglund et al. (2023) report a positive effect of warming in Jimtland,
which is generally a cooler county compared with e.g. Skania. The apparent regional differences in
temperature sensitivity documented in earlier studies can be interpreted as different evaluations of a
common response under contrasting climatic regimes. This provides a coherent explanation for why



allowing county-specific temperature slopes did not improve the model, as indicated by higher AIC values,
while remaining fully consistent with the evidence cited above. These plots even further support our
general conclusion when it comes to precipitation-temperature interactions. We will refer to the
mentioned papers and add a sentence in L420 re-interpreting our results in terms of regions, i.e., making
where in the country warming has been beneficial.

Referring to AIC is not enough here, I think, as models can be specified and evaluated by many different
means, AIC being just one popular, and for the most part robust, option. Alternatively, it could be that
the models in the authors study are still not properly specified to account for these differences.

As per our previous response, we have several physiological reasons to set the model as we have done. We
use the AIC to further support our choice. We agree that AIC is just one possible approach to evaluate a
statistical model, but, as noted in the comment, it is a rather a common approach and a robust one. We
deem this suitable as a further support to our choices.

“We see that it is production, not productivity, having the ultimate implication in terms of locally
produced cereal availability. However, we have chosen to focus on productivity, because we are primarily
interested in the ecophysiological response of the different crops to a range of climatic conditions. In
this way we can separate this effect from the combined effects of ecophysiological response and past
and current spatial distribution of cultivated areas. We also note that the latter is less impacted by the
year to year variation in climatic conditions compared with the productivity.”

In your models, you are essentially giving the same weight to spring batley yields in Nortrbotten (<0.01
% of the total in Sweden, based on averages 2000-2024), Visterbotten (0.02 % of the total in Sweden),
and Skéne (30.42 % of the total) counties. This is, as you write, not a problem if you are just interesting
the ecophysiological responses of different crops to climate. However, the problem arises in the
interpretation of the results when you are taking the results from your models to draw conclusions for
Sweden as a whole, and how future climate changes will affect yields. Obviously, there are huge
differences between grain production between counties that needs to be taken into account in such an
interpretation.

We agree that cultivated areas and total production vary considerably across Sweden. However, our
analysis focuses specifically on crop responses to climatic conditions, i.e., productivity per unit area.
Accordingly, our results are interpreted in terms of expected future productivity, rather than overall food
availability or food security. Focusing on productivity allows us to disentangle ecophysiological responses,
which are driven by the intrinsic biological limits of each crop and variety, from changes in cultivated area,
which can fluctuate and may continue to do so under changing conditions.



