
Authors’ response to reviewers’ comments on “Electron-Driven Variability of the Upper
Atmospheric Nitric Oxide Column Density Over the Syowa Station in Antarctica” by Verronen et
al.

Please find below our answers (in blue) to the comments (in black).

Response to the comments of Referee #15

General Comments:

This study contributes to the fields of atmospheric and magnetospheric science by providing observational evidence that
motivates improved proxies for EEP in global atmospheric models as well as obtaining more resolved spatial observations of
energetic electron precipitation (EEP). This paper will likely be cited frequently to justify future observations and modeling
studies involving energetic electron precipitation. This work compares radiometer measurements at Syowa Station from10
2012-2017 with WACCM model simulations. The goal is to better understand the connections between NO concentrations in
the upper atmosphere to geomagnetic activity and associated electron precipitation. The long-term, continuous, radiometer
dataset and WACCM model (WACCM6 with meteorological reanalysis, ionospheric chemistry, ApEEP for medium-energy
electrons, and Fang 2010 ionization) specifically highlights the role of medium energy electrons on both short and long-term
NO variability in the mesosphere and upper thermosphere.15

Response to general comments: We would like to thank the reviewer for the comments and appreciate the time devoted to the
evaluation of our paper.

Strengths:

This paper confirms that WACCM captures the observed year-to-year and seasonal variability of NO. The paper links
day-to-day variability with geomagnetic indices and demonstrates the dominance of electron forcing over atmospheric20
dynamics in variability of NO during polar winter. (Section 3.4 on the polar vortex is useful for demonstrating that dynamical
causes in day-to-day variability are likely not as significant as EEP.)

Another valuable conclusion is that WACCM underestimates NO column density in winter and does not adequately capture
day-to-day variability. This most likely results from the statistically smoothed ApEEP proxy model for electron flux and
demonstrates the need for proxies that include better representation of peaks in electron precipitation. Consequently, this25
study also motivates the need for more spatially and temporally resolved observations of energetic electron flux.

This paper also presents simulations driven by a series of events based on Arase measurements, providing an example of the
role of future observations in improving estimates of electron flux driving the modeled atmospheric ionization.

Response to comments on strengths: We thank the reviewer for pointing out the strengths of our study.

Major Recommendations:30

The paper would benefit from additional discussion of the following topics:

1. The spatial extent and duration of EEP events. Describe what is known (and what is not known) about the spatial extent and
durations of EEP (MEE) events. How does this spatial scale compare with timescales of zonal mixing from localized EEP
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events at the Syowa latitude? How much of the WACCM underestimate in day-to-day variability is consistent with zonal and
latitudinal mixing of sporadic precipitation events? Will improving the day-to-day variability also improve the discrepancies35
in 31-day averages (I assume this is the implication, but it is never explicitly addressed)? The paper alludes to atmospheric
dynamic mixing in lines 347-350. . . but a more detailed analysis and more discussion in the context of this paper’s
conclusions would be useful (referencing, for example, discussions of MLT dependence in Verronen et al., 2020).
Response: The bulk of 1 keV – 1 MeV electron forcing in the atmosphere is related to the substorm current wedge,
dipolarization in the magnetotail and wave-particle interaction in the radiation belts, and thus mostly concentrated to magnetic40
latitudes between about 55 and 75 degrees (fluxes of electrons with higher energy peak at somewhat lower latitudes). Also,
there is an magnetic local time (MLT) dependency in EEP, which is manifested in a strong diurnal variability in the forcing
(e.g. van de Kamp et al., 2018). The duration of the EEP events is typically days (e.g. Verronen and Rodger, 2015).

The Kp auroral ionization model used in WACCM provides a statistical representation of the EEP diurnal variability. On the
other hand, because the ApEEP model provides daily mean, zonal mean EEP forcing, it does not represent the diurnal45
variability at all. However, ApEEP is based on electron flux measurements with good MLT coverage, thus MLT-dependent
variability is accounted for in the magnitude of the daily average forcing. Similarly, the radiometer NO data (and WACCM
data) are presented as daily averages, which means that any diurnal variability is included but averaged out before the
analysis. Comparing these to transport, time constant for transport by the zonal winds is in the order of days in the
mesosphere and lower thermosphere. Thus, we can assume that transport has a strong impact on NO distribution. In our50
current study, we are not assessing how much of the WACCM underestimate in day-to-day NO column density variability
could be due to shortcomings of transport in the WACCM model. However, comparison of daily average NO column densities
will, to an extent, incorporate and average out differences.

Concerning the 1-day and 31-day differences between observations and WACCM: the 31-day difference tells that the overall
magnitude of forcing is underestimated in the winter periods, and we see that it is coming from the underestimation of55
day-to-day variability. Thus, if the magnitude of day-to-day NO peaks would be better represented in WACCM, it would also
reduce the 31-day differences.

We have added some discussion of these points in the data/model section.

2. Compare the ApEEP statistical proxy used in WACCM to other datasets of EEP. It would be useful to briefly discuss known
weaknesses of ApEEP, for example as summarized in Nesse Tyssøy et al. (2021) "HEPPA III intercomparison experiment on60
electron precipitation impacts: 1. Estimated ionization rates during a geomagnetic active period in April 2010."
https://doi-org.unh.idm.oclc.org/10.1029/2021JA029128

The ApEEP model only takes into account the 0 degree MEPED telescope from the POES satellites and is known to
underestimate electron flux. There have been efforts to include data from both 0 and 90 degree telescopes to produce electron
precipitation maps that would be good to reference, such as Pettit et al. (2021), "A new MEPED-based precipitating electron65
data set", https://doi-org.unh.idm.oclc.org/10.1029/2021JA029667

How might using other indices (Ap, Dst, AE) improve model results? (It’s my understanding that there is also van de Kamp et
al. Dst proxy similar to ApEEP.) What is the value of including higher energy electrons in WACCM, such as electron
precipitation from EMIC waves that can reach lower altitudes? See Capannolo et al. (2023), "Electron precipitation observed
by ELFIN using proton precipitation as a proxy for electromagnetic ion cyclotron (EMIC) waves"70
https://doi-org.unh.idm.oclc.org/10.1029/2023GL103519. And Capannolo et al. (2019) "Direct observation of subrelativistic
electron precipitation potentially driven by EMIC waves". https://doi-org.unh.idm.oclc.org/10.1029/2019GL084202.
Response: We have added a paragraph into the Discussion section where we note the increased magnitude of forcing provided
by the newer data sets when compared to the ApEEP model. A few references have been added.
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Based on our results at the Syowa station location, it seems that the choice of proxy index is not critical for the correlation75
with atmospheric response. Albeit we know that different indices correspond to different magnetospheric process and connect
to somewhat different magnetic latitudes, the indices themselves are correlated. Also, here we look at the NO column density,
thus merging the effects of various electron energy ranges and their corresponding magnetospheric processes.
In general, when looking at altitude distribution of NO (which is not done in our study), it might be that using a multi-index
approach in the description of statistical electron forcing would have benefits through capturing better the range of80
magnetospheric processes involved. Also, at energies >1000 keV, EEP connected to various plasma waves, chorus (e.g.
Miyoshi et al., 2020; Miyoshi et al., 2021) and EMIC (e.g. Miyoshi et al., 2008) likely provides important contribution to the
lower mesospheric NO production. However, we are not able to address that question in our study due to limited altitude
range of the radiometer observations.

3. Strengthen Discussion and Conclusions sections. Provide more detail and insights into what is needed for future studies as85
a result of this study. For example, how can results shown in Figure 7 be used to improve electron precipitation estimates used
to drive WACCM (currently based on Ap)? Are there examples of the “stochastic approach” recommended in lines 368-370?
More discussion of how this study motivates next steps would be compelling, such as whether conclusions are consistent with
recommendations in Sinnhuber et al. (2021) as well as articles such as Pettit et al. (2023), "Investigation of the drivers and
atmospheric impacts of energetic electron precipitation. Frontiers in Astronomy and Space Sciences"90
https://doi.org/10.3389/fspas.2023.1162564. Adding a few additional sentences in the Conclusion to place the list of specific
outcomes in context with other studies and promote future work would greatly enhance the impact of the paper.
Response: We have added a paragraph into the Discussion section where our results are put into a wider context. Particularly,
we emphasize the need for increased electron forcing, based on our study, and how the new electron forcing data sets are
expected to provide this kind of increase. As far as we know, there are not yet published studies using the stochastic EPP95
approach.

Minor Recommendations:

Line 40 “Ground-based radiometers provide a regional view on [of] NO variability.” Recommend explaining how localized
measurement from a radiometer can be viewed as regional. Line 76 states, “The horizontal size of the observe area is
estimated to be 2 km at an altitude of 100 km”. I assume the regional aspect comes from the continuous measurements as100
winds transport enhanced NO over the site?
Response: “Regional” is changed to “local” in the text (two instances).

Line 97-99. Simplify (or split) the sentence. For example: “This analysis uses WACCM data co-located with Syowa Station to
compare daily-averaged NO column density. Global model data are also used to locate the polar vortex.”
Response: Simplified.105

Lines 107-110. Is there a way to be more quantitative about how the 0-10 pitch angle observations from Arase map to the
bounce loss cone at the top of the atmosphere? (I’m surprised it gives such good results and isn’t a huge overestimate with the
mirrored particles).
Response: We note that the typical size of the bounce loss cone in the inner magnetosphere is only a few degrees, meaning the
0o − 10o channel has coarse angular resolution and likely includes both loss cone and non-loss-cone (mirroring) particles. A110
more rigorous method to isolate only those electrons that actually precipitate into the atmosphere would require modeling of
wave-particle interactions. such as with chorus waves, which can scatter particles into the loss cone. Such modeling
approaches have been proposed in previous studies (e.g. Miyoshi et al., 2015, 2021), and we consider this a future task to
improve the quantitative interpretation of the Arase data. We have included this information in the Arase data section.
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Lines 111-112. How might the BERI (Boulder Electron Radiation to Ionization) model affect ionization rates? (If it might be115
significant, recommend adding a reference to let readers know this ionization scheme is also available).
Response: Based on our previous experience, for the same electron spectrum but different ionization calculation methods,
there are typically differences in the altitude distribution of atmospheric ionization (e.g. tens of percent difference at
individual altitudes). However, because we are looking at the integrated atmospheric response in NO, these tend to average
out here. On the other hand, the differences between data sets based on same observations can be much larger (Nesse Tyssøy120
et al., 2021b), and thus the uncertainty from the calculation method should play a lesser role. Nevertheless, whenever electron
energy range is extended beyond 1 MeV, calculation methods capable of handling these high energies are of course essential.
BERI is clearly one such method to consider.

Lines 135-136. Does the 27% of “observed magnetic variability” refer to the slope? If yes, why is the slope used instead of
the coefficient of determination (R2 = 0.42) to compare the variability between model and observations?125
Response: Yes, “27% of observed magnitude variability” refers to the slope. The coefficient of determination (r2) reflects the
proportion of variance explained, but does not capture the absolute magnitude of variability. Therefore, we use the slope of the
regression line to directly assess the magnitude match. So, we feel that the slope indicates better how much of the variability
in radiometer NO column density is captured in WACCM simulations. In the text, we revised this sentence for clarity.

Lines 137-138. Why is there a lower bound to NO column densities in WACCM? (Also suggest finding a better word than130
“saturate”)
Response: As seen in our Figure 4b, the ionization by auroral electrons at altitudes above 100 km is never less than
103 cm−3s−1. We think that this is what defines the lower bound of NO column density. We have now mention this in the
manuscript.

Lines 194-196. Simplify sentence. For example, “However, here we use geomagnetic indices to relate EPP events with135
geomagnetic disturbances.”
Response: Simplified.

Lines 194-197. Recommend briefly describing the difference in Ap, Dst, and AE indices and why one might expect EEP to
behave differently with each. This is done for Dst, but more explanation would be useful for what each index means with
respect to magnetospheric disturbances that lead to electron precipitation.140
Response: The geomagnetic indices provide a measure of magnetic activity in the Earth’s magnetosphere (e.g. Menvielle
et al., 2011). The AE, Dst, and Ap indices used here, respectively, relate quantitatively to ionospheric currents in the auroral
region, equatorial electrojet (“ring current”), and current systems arising from interaction between the solar wind,
magnetosphere, and ionosphere. Thus, they represent different processes in the magnetosphere, relating to different types
magnetic storms and particle precipitation with different characteristics in terms of atmospheric forcing (e.g. Turunen et al.,145
2009). For example, substorms are likely best represented by the AE index (Nesse Tyssøy et al., 2021a).
We have made added a brief note of this in the text.

Lines 265 – 274. Are the Arase events used for the electron forcing of WACCM all at similar L-shells as Syowa Station (as in
Figure 8?) How many hours MLT does Arase travel through during the 12-hour averaging period? Could the radiometer be
detecting peaks of local MEE events that both Arase and ApEEP smooth out because of zonal mixing?150
Response:
1. For most of the 2017 event days (or, actually, 12-hour periods), Arase flux data are included the WACCM simulations over
a L shell range from 2 to 8, as shown in Figure 8a. In other words, WACCM atmosphere has Arase-based electron forcing
over this whole range, not just at the Syowa L shell. But there are several days in May, June, and December that do not have
Arase data for the highest L shells. There is, however, always data for L shells ≤6.2. Because of the missing Arase flux data at155
highest L-shells (typically at L = 7–8, when missing), the corresponding electron forcing and NO production is not fully
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included for all events. On the other hand, the electron fluxes in general tend to peak at L = 3–6, i.e. in the range which is
always accounted for.

2. Arase’s MLT coverage during the 12-hour averaging period: Arase has an orbital period of approximately 9 hours, and
during a 12-hour interval, it typically traverses a magnetic local time (MLT) sector of a few hours, depending on its apogee160
position and the geomagnetic conditions. Thus, full MLT coverage is not included in the 12-hour averages.

3. About the possibility of radiometer detecting localized EEP peaks not seen by Arase or ApEEP. Ground-based instruments
such as radiometers can detect local precipitation signatures with high temporal resolution. If localized EEP occurs at a
specific MLT sector that is not sampled directly by Arase, it could result in discrepancies. However, the radiometer data are
averaged over the 24-hour period (including all MLT), which smooths transient or localized enhancements that would be165
evident in radiometer measurements of higher temporal resolution.

We have revised the text in the Arase data section to include this information. Also, in the discussion, we note these as points
to that could be addressed in the future to improve the usability of Arase data in atmospheric simulations.

Lines 350-351. What does this sentence mean? Doesn’t the choice of proxy for EEP determine the magnitude of forcing?
Response: Yes, the proxy index will determine the magnitude and extent of the forcing but based on the statistics of electron170
flux measurements. For example, the ApEEP model is based on the MEPED/POES data. Thus we are saying that the quality
of the flux measurements is most important, regardless of the index used. We have modified this part of the text for clarity.

Lines 366-368 Clarify this sentence.
Response: Clarified.

Figures and Tables:175

Figures 3 and 4. Recommend adding legends to the contour colors (the annotated labels are too small to read).
Table 1. Recommend re-labeling “Peak NO” to “Peak NO difference” or “Peak ∆NO” in column labels. Even though this is
explained in the caption, it would be easy for the reader to mistake the NO column as representing densities during the peak
instead of differences.
Figure 9. Recommend changing the vertical axis scale to make the daily variability easier to see. Is there a need to include180
values less than zero? Or could those be omitted (and noted in caption) to help with the visual comparison?

Response to “Figures and Tables”:
In Figures 3 and 4, we now explain the contour lines and line colours in the Figure captions.
Table 1, label changed.
Figure 9, Y axis changed, legend box location changed.185
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