
Dear Dr. Neale

I have carefully reviewed their response and am deeply disappointed. Not only did their reply
fail to address the key points, but more importantly, the authors appear to be responding to
non-existent  arguments  (as  noted  in  my  comments  below).  I  believe  this  study  is
methodologically flawed and conceptually  confusing.  Therefore,  I  am convinced that  this
work should not be published. 

Below is my response to their replies. The red text represents their original comments,the
bold black text is my previous feedback, and the blue text contains my current responses.

Reply:  Our latest responses are provided in green (earlier replies in red). We respectfully
disagree with the comment referring to our argument as “non-existent.” Unfortunately, some
of the reviewer’s remarks appear to be misleading, and it seems that the reviewer has been
inclined toward rejecting the manuscript from the outset, which we believe is unfair.

Comment-1:  The  article  only  explains  how  signal  and  noise  variance  are  defined  and
calculated. Since variance itself is not the actual component, it is unclear how the signal and
noise are extracted from the data. The concept and defintion are totally different between the
variance and the variable itself.

Reply: There are numerous paper on how signal and noise components are extracted from
model data and some of them are cited here (e.g. Kang and Shukla, 2006; Scaife et al., 2014;
Saha et al., 2016a; Scaife and Smith, 2018; Weisheimer et al., 2018 and many more). While
inter-ensemble spread is considered as noise/internal component, the ensemble mean is the
signal/external component (equation 1 and 2 respectively in our manuscript). How signal and
noise are extracted from data is clearly mentioned in lines 104-108 of the manuscript, section
2.3.1.

Comment: The articles cited by the authors only discuss signal variance and noise variance.
It is problematic to treat the ensemble mean directly as the signal/external component. As a
measure of variability, the signal should not be constrained by sign—how does one interpret a
“positive signal”  versus a  “negative signal”? Therefore,  it  is  more appropriate to use the
square of the ensemble mean to represent the signal. 

In the author’s statements in lines 104–109 as below, I could not find a clear definition of
either the signal or the noise.



Reply: The ensemble mean is always treated as the more reliable predictor; it is not a matter
of a “positive” versus “negative” signal. This interpretation is incorrect. In our analysis, the
signal (or external variance) represents the seasonal anomaly in the ensemble mean, with a
correction  term  as  defined  in  Equation  (3).  Our  approach  follows  the  methodology
established by Rowell et al. (1995) and subsequently applied in numerous studies (e.g., Kang
& Shukla, 2006; Scaife et al., 2014; Saha et al., 2016a; Scaife & Smith, 2018; Weisheimer et
al.,  2018).  To avoid  confusion,  we have  included  excerpts  below,  from several  of  these
references. Regarding the suggestion to use the “square of the ensemble mean” to represent
the signal, we are not aware of any such approach in the existing literature. We have followed
the standard and widely accepted method for estimating signal and noise components, as
described in our manuscript (beginning at line 104).

We regret that the reviewer was unable to locate the definitions of  signal and  noise in the
manuscript, which were clearly stated and also mentioned in our earlier response. Here is the
cut-pest of our manuscript, describing signal and noise (beginning line 104).



Paper by Rowell et al. (1995), describe how signal/variability due to SST/external and
noise/internal components, which are based on ‘analysis of variance’ methodology, are
calculated.



Where equation (A.2)  is equation (1) in our manuscript 
(A.4)  is equation (2) in our manuscript
external variance/SST forced variance  (A.7) is equation (3) in our manuscript. 
Below is from Kang and Shukla (2006), Dynamic Seasonal Prediction and Predictability of 
the Monsoon, in: The Asian Monsoon, edited by Wang, B pp. 585–612, Praxis, Springer, 
Berlin.

Book Chapter by Kang and Shukla (2006)



Comment 2:  The article tries to discuss and analyze the paradox, but the purpose of using
Nino3.4 to predict precipitation remains unclear. What is the intention behind comparing it
with dynamic models? Is it to demonstrate whether the actual or potential forecast skill of
dynamic models is higher or lower, reasonable or unreasonable? The objective is not clearly
stated. Moreover, can using Nino3.4 to predict precipitation effectively achieve these goals?
Would the forecast skill be reliable? Was the forecast skill mentioned in the article derived
from training or test data? Similarly, were other modes affecting precipitation in the Indian
region, such as IOD, considered?

Reply: The idea is to asses prediction skill of not only predictants (i.e. ISMR, PACR), but
also the fidelity in simulating global predictors (e.g. ENSO) and their teleconnections. Figure
9 shows multiple correlations involving major global predictors (Niño3.4, IOD, PDO, AMO)
and sub-seasonal components. 

Comment: Your response does not address my question.  Such a simple linear regression
approach is unreliable and insufficient to explain any core issues discussed in this paper.

Reply:  We would like to emphasize that linear regression is a well-established and reliable
statistical tool, particularly when the relationship is found to be statistically significant. Some
of the questions raised earlier (in black text above), such as “Was the forecast skill mentioned
in the article derived from training or test data?”, are not relevant in this context and would
not typically arise from a domain expert. Our analysis is based on coupled model re-forecast
data; therefore, the concepts of “training” and “test” datasets do not apply here.  

Comment 3: Rowell (1995) never defined signal variance and noise variance using ANOVA.
While they did mention ANOVA, it was only used for statistical testing. The authors should
revisit  Rowell  (1995)  to  better  understand  the  content.  ANOVA has  exactly  defintion  in
statistics, which should be followed to avoide unnecessary confusion.

Reply: Please look into page no 699 of Rowell et al. (1995).
https://rmets.onlinelibrary.wiley.com/doi/epdf/10.1002/qj.49712152311

,which mention “The approach we use to estimate the components of variance closely
follows an ‘analysis of variance’ methodology ...”

Comment: I could not find the answers provided by the authors in Rowell (page 699) as
below.  It  should be noted  that  ANOVA has  a  rigorous statistical  definition.  The authors,
however, only performed variance partitioning, not ANOVA.

https://rmets.onlinelibrary.wiley.com/doi/epdf/10.1002/qj.49712152311


Reply: This comment appears to be misleading. The reviewer should refer to the entire page
699  of  Rowell  et  al. (1995)  rather  than  quoting  an  isolated  paragraph,  which  risks
misrepresenting  the  context.  To clarify,  we have  now included  pages  699 and 700 from
Rowell et al. (1995) in our response to Comment 1. As clearly indicated in the highlighted
section (marked with a red rectangle), the method indeed follows the “analysis of variance”
(ANOVA) approach. Therefore, the argument questioning whether it is ANOVA-based is not
meaningful.

Comment 4: I do not understand the meaning of the statement: "The use of the orthogonality
assumption is a methodological simplification to partition variance across time scales; it does
not  imply  the  absence  of  physical  co-variability."  Do  physical  and  mathematical  co-
variability  have  different  interpretations?  In  my opinion,  if  two quantities  are  physically
related,  they  cannot  be assumed to be orthogonal  in  mathematics.  Additionally,  I  do not
comprehend the authors' claim that "sub-seasonal components are the building blocks of the
seasonal mean." Following this logic, all time scales would be sources of error, since hourly
components are the building blocks of the daily mean, and daily components are the building
blocks of the weekly mean, and so on.

Reply: The argument why we are using assumption of orthogonality and not the actual one,
lies on the fact that it is challenging (if not impossible) in a non-linear system to separate
individual components.

Sub-seasonal components of the monsoon particularly have clear preferred band. Some of the
band are more vigorous in terms of their spatial scale, strength than the others. In terms of
their contribution to the mean and variability/predictability also varies. While MISOs have
very large spatial structure and strong sub-seasonal variability, their contribution to year-to-
year monsoon rainfall variability is minimum (weak negative correlation). So, clearly, we are
not  talking  here  about  hourly/daily  events  but  some known and  prominent  sub-seasonal
variability/bands, which shape the seasonal monsoon rainfall of a year. Here are literatures,
cited in support of our arguments (Saha et al., 2019; Borah et al., 2020). Some important
papers in the similar lines but not cited here are.

Comment: It seems no basis to argue the "challenging to separate" as a justification for such
an assumption. This is the most critical weakness of the study: on the one hand, it attempts to
examine the effect of A on B using linear statistical  analysis, while on the other hand, it
assumes  that  A  and  B  are  orthogonal,  implying  that  their  covariance  (or  correlation
coefficient) is zero.

I am drawing this inference based on the authors' own argument. You may choose to ignore or
omit other scales of the atmospheric process, but I cannot overlook them. Isn't that ?

Reply: We thank for your comment.  The assumption of orthogonality is a widely used and
mathematically  consistent  methodological  simplification  in  the  analysis  of  complex,
multiscale geophysical systems. It does not imply that the underlying physical processes are
truly  independent,  but  rather  provides  a  tractable  framework  to  partition  total  variance
among distinct temporal (or spatial) scales. In nonlinear climate systems, exact separation of



variability across scales is not possible because physical processes are dynamically coupled
and often nonlinearly interacting. However, for the purpose of statistical decomposition and
diagnostic  analysis,  an  orthogonal  representation allows  us  to  quantify  the  relative
contributions of different time-scale components (e.g., sub-seasonal, interannual, decadal) to
the total variance, without double-counting shared variability.

This  approach  is  conceptually  similar  to  other  well-established  methods  that  rely  on
orthogonality,  such  as  Empirical  Orthogonal  Function  (EOF)  analysis,  spectral
decomposition, and ANOVA, where the basis functions or components are constructed to be
orthogonal in the statistical sense, even though the corresponding physical processes may
interact. In this context, orthogonality is a mathematical convenience, not a physical claim of
independence.

Thanks for your comment regarding “sub-seasonal components are the building blocks of the
seasonal mean.”. We will add text here to make thing clearer to the reader.

Comment 5: So I have to feel sorry to decline this work again. The topic is interesting that is
the reason why I agreed with reviewing it. Unfortunately I do not learn more from this work.
To my understanding, the paradox should be from the "defintion" of potential predictability.
The ratio of signal to noise may not well represent the potential predictability. If authors wish
to  work  this  problem,  I  suggest  them  to  seek  other  measures  to  quantify  the  potential
predictabilty.

Reply:  We wish,  if  you  could  have  read  the  full  manuscript.  The  main  content  of  the
manuscript is the following:
i) Perfect model framework is used to estimate potential predictability of seasonal anomaly,
which  often  shows  paradoxical  behaviour.  ‘Analysis  of  variance’ framework  is  used  for
calculating ‘signal’ and ‘noise’ components using 52-ensemble member re-forecasts.

ii) Here we argue that ‘perfect model framework’ is not adequate, as the error growth is not
from only initial condition errors but also from other sources, like physics, numerical scheme
etc. We demonstrated that sub-seasonal component, which is part of the physics, adds error
(biased  contribution)  in  the  seasonal  forecast  anomaly  (i.e.  Figure  7).  However,  ‘perfect
model  framework’ assumes,  ensemble  spread  solely  attributed  to  initial  condition  error.
Consequently, true limit of predictability is not known. So, here our argument matches with
your point of view that the method of estimating PPL based on perfect model framework is
inadequate. We have already mentioned it in lines 337-344, in the last para of section 3.3

Comment  : The  authors  appear  to  lack  a  clear  understanding of  the  PPL issue.  PPL is
fundamentally a product of the “perfect model” framework. Once model errors are taken into
account,  it  ceases  to  be  a  PPL problem.  Therefore,  the  very  premise  of  this  study  is
conceptually inconsistent.

iii) Finally we propose a method for estimating PPL, which is free from paradox (section
3.4). Therefore, we believe the rationale provided for rejection does not fully capture the
merits of the manuscrip



Reply: We respectfully disagree with the reviewer’s interpretation. The PPL is indeed defined
within the  perfect-model framework; however, the objective of this study is to evaluate its
practical  limitations.  We  do  not  attempt  to  redefine  PPL,  but  rather  to  show  that  the
conventional  signal-to-noise–based  estimation  becomes  biased  when  ensemble  spread  is
influenced not only by initial condition errors but also by internal model processes such as
physics and sub-seasonal  variability.  In this  sense,  our work extends,  not  contradicts,  the
original concept by identifying how real-world model imperfections distort the theoretical
upper bound of predictability. This perspective is consistent with earlier studies (e.g., Kumar
& Hoerling, 2000; Scaife et al., 2014; Weisheimer et al., 2018) that recognized limitations in
the perfect-model assumption and gave plausible reasons. Therefore, the premise of our study
is conceptually coherent and offers a constructive refinement to the understanding of PPL.


