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Temporal patterns of greenhouse gas emissions from two small thermokarst lakes in Nunavik, Canada 

Responses to Dr. Matthias Koschorreck 

We would like to thank Dr. Matthias Koschorreck for his helpful contribution to the article. Please note that suggested 

additions to the article are shown in bold. The lines in this document refer to the previous version of the manuscript 

and may be subject to change in the revised version. 

 

1. General remarks 

The manuscript reports results from a) ca. 1.5 year continuous measurements of limnophysical and meteorological 

data and b) GHG data from 2 short and intensive summer campaigns in two Canadian thermokarst lakes. From these 

data the authors try to figure out how GHG emissions in the two lakes were regulated and come up with seasonal GHG 

budgets for the two lakes. 

The topic of the study is important and interesting. GHG emissions from thermokarst lakes are relevant and not well 

studied. This is probably partly due to the logistic challenges connected with the topic. This makes the presented data 

very valuable. I appreciate the amount and quality of the dataset obtained under challenging logistic constraints. 

Thank you, your kind words are greatly appreciated. 

 

2. Major concerns 

2.1. In their third hypothesis they state that the study was conducted to estimate seasonal variability. However, 

the method approach is not suited to address seasonal variability of GHGs. Only measuring GHG 

concentrations and fluxes during two short summer campaigns does not allow to study seasonal dynamics. 

The authors try to circumvent the lack of seasonal GHG data by a clever combination of assumptions and 

limnophysical data. This is feasible but cannot be a core element of the paper. Seasonal conclusions are 

not sufficiently supported by data. I recommend to adjust the aim of the paper and tone down the seasonal 

part of the paper accordingly. I recommend to focus more on the strong aspects of the paper: The 

combination of limnophyscial, meteorological and GHG data during the campaigns as well was the 

seasonal pattern of stratification and oxygen. 

Thank you for this important comment. We agree that our dataset does not allow a full quantification of seasonal GHG 

variability. In view of this, we propose these revised objectives to clarify that the focus of the study is on understanding 

the drivers of summer temporal variations in GHG fluxes by measuring them and emphasize the exploration of 

seasonal patterns using limnophysical proxies, rather than directly measuring seasonal GHG emissions:  



Lines 91 : The objectives were to (1) characterise their physicochemical properties, (2) assess the magnitude 

and diel variation of summer GHG fluxes, and (3) explore how seasonal patterns in limnophysical 

conditions may influence GHG dynamics. 

We also suggest moving the Methodology and Results sections on seasonal extrapolations, including Table 5, to the 

supplementary materials (as Table S7). Consequently, we would only discuss these extrapolations in the discussion 

section (4.5 Larger-scale estimates and limitations), which has also been modified to improve clarity. These major 

changes could shorten the Methodology section by 23% and the Results section by 11%. Finally, we propose toning 

down the conclusions regarding seasonal patterns, presenting them now as hypothesis-generating interpretations rather 

than firm conclusions: 

Lines 681–684: While our seasonal flux estimates suggest that emissions may peak in fall and spring, 

highlighting the role of GHG storage and release in stratified water bodies, these remain speculative, as no 

direct seasonal GHG measurements were conducted. This highlights the importance of long-term 

monitoring that accounts for both seasonal and diel patterns in emissions, alongside the environmental factors 

that regulate the efficiency of lake mixing and GHG production and consumption. 

 

2.2. The manuscript is rather long. This is partly because there are several redundancies between text and 

figures and tables (e.g. l.443, l.449) and also redundancy between discussion and results (see below). Also, 

the discussion is in large parts a repetition of the results and does not contain much new information. This 

is particularly true for section 4.1. Also l.581-584 or l.590. 

Thank you for this helpful observation. To reduce redundancy between the text, figures, and tables, we removed Table 

4 from the main text and transferred it to the supplementary material, as you suggested in Comment 3.23. We also 

shortened Section 3.1 by 11% by removing overly detailed passages that were already clearly conveyed by the figures. 

To address redundancies between the Results and Discussion sections, we substantially revised Section 4.1 

(Physicochemistry), focusing more on interpretation rather than description, and moved some descriptions to Section 

3.3 (Vertical structure of the water column during the intensive sampling periods). We also revised Section 4.3 

(Summer GHG fluxes) to reduce repetition. These changes shortened the Discussion section by 9%. 

Finally, combining all the comments, the proposed changes contributed to streamlining the manuscript by 8.3%, 

reducing the word count from 14,573 to 13,369. These modifications have improved the text’s clarity and conciseness, 

while retaining the necessary scientific content. 

 

 

 

 



2.3. A strength of the dataset is that you not only calculated but also measured k600 (what not many people 

do). You hide in the supplement that both methods agreed fairly well. I recommend to exploit this more in 

the manuscript. Another chance you missed is: You quantified fluxes from k and concentration. Thus, you 

can exactly quantify the role of k versus concentration for flux dynamics (and not just write “likely” as in 

line 593 or “suggest” in l.629). See e.g.  

https://aslopubs.onlinelibrary.wiley.com/doi/10.1002/lno.12528. 

Thank you for highlighting this strength and for the helpful reference. We acknowledge that the agreement between 

measured and modelled k600 values is an important point of validation. However, the k600 values presented in Table S5 

(now updated as Table S8) are seasonal estimates based on the limnological seasons, rather than direct point-by-point 

comparisons during the intensive summer campaigns. We suggest adding a table of the point-by-point values of k600 

to Supplementary Material: 

Table S6. Gas transfer velocities (k600) measured with the floating chamber in lakes TAS1 and TAS3 using surface 
GHG concentrations obtained by the headspace method. Time of day is expressed in EST. 

 July 2022 August 2023 

Lake Date k600 
(cm h–1) 

Date k600 
(cm h–1) 

TA
S1

 

2022-07-07 09:14 4.00 2023-08-10 11:50 10.12 

2022-07-07 13:36 4.18 2023-08-11 19:10 9.80 

2022-07-11 01:59 4.51 2023-08-12 22:41 3.19 

2022-07-11 16:09 4.97 2023-08-13 18:18 4.88 

2022-07-12 11:53 4.08 2023-08-14 10:28 5.76 

2022-07-12 19:03 2.54 2023-08-14 13:48 11.01 

2022-07-13 08:37 1.57 2023-08-15 01:23 1.61 

2022-07-13 10:51 4.29 2023-08-15 16:55 4.46 

2022-07-15 04:19 1.62 2023-08-16 05:09 4.37 

  2023-08-18 11:41 4.13 

  2023-08-19 08:00 3.09 

  2023-08-20 08:00 5.36 

TA
S3

 

2022-07-07 10:41 2.89 2023-08-11 20:19 2.38 

2022-07-07 14:22 1.96 2023-08-12 23:36 1.60 

2022-07-08 08:42 1.78 2023-08-13 19:42 3.03 

2022-07-11 00:59 2.57 2023-08-14 11:45 4.52 

2022-07-12 11:11 1.17 2023-08-14 14:42 8.19 

2022-07-12 19:47 1.36 2023-08-15 02:15 0.45 

2022-07-13 09:50 1.48 2023-08-15 17:53 2.98 

  2023-08-16 07:18 2.54 

  2023-08-18 12:46 1.88 

  2023-08-19 08:54 1.33 

  2023-08-20 09:03 3.43 



For clarification, we also propose revising the captions of Tables S6 and S8 (now Tables S7 and S9) in the 

Supplementary Material to better reflect their temporal scope: 

Table S6. Seasonal diffusive flux estimates at lakes TAS1 and TAS3 across limnological seasons. For 

summer comparisons, the period from 7 July to 20 August was used; fall 2022 and spring 2023 

correspond to September-October and mid-May to mid-June, respectively. Values are expressed as min 

- max for each period. na = not available. 

Table S8. Gas transfer velocities (k600) estimated with the surfacer renewal model in lakes TAS1 and TAS3 

across limnological seasons. For summer comparisons, the period from 7 July to 20 August was used; 

fall 2022 and spring 2023 correspond to September-October and mid-May to mid-June, respectively. 

Values are expressed as mean (min-max). 

In response to your second point, we agree that our dataset offers a valuable opportunity to disentangle the respective 

roles of k and dissolved gases in controlling flux dynamics. To address this, we fitted sine curves to the diel cycles of 

fluxes, gas concentrations, and k values to better visualize temporal patterns (Figure 9). We suggest the following 

modifications to be more transparent in the Results section:  

Line 446: Average diffusive GHG emissions from TAS1 were five times higher than those from TAS3, 

consistent with the higher surface concentrations observed at TAS1 as well as the more turbulent 

conditions (average k600 of 3.5 cm h–1 at TAS1 and 1.9 cm h–1 at TAS3) (Table S6). One of our k 

estimates was negative (July 11 2022, 17:15 at TAS3; see Table S2), which can happen near equilibrium 

due to uncertainties in the measurements. This value was excluded from the analysis. 

Line 452: Despite total diffusive fluxes being similar between TAS1 and TAS3 in 2023, surface 

concentrations of CO2 and CH4 were lower at TAS1 (Table 3). This difference is due to the more turbulent 

conditions at TAS1 (average k600 of 5.7 cm h–1), which increased the overall emissions compared to those 

at TAS3 (average k600 of 2.9 cm h–1; see Table S6). 

We then assessed the relative importance of k and dissolved gases in explaining flux variability, calculating their 

correlation with fluxes over the diel cycle. We propose including this analysis in the Results section, adding the 

following sentence at line 638 of the revised manuscript: 

Line 638: Wind-induced turbulence played a dominant role in controlling CH4 and N2O fluxes, as these gases 

were more strongly correlated with k (r = 0.78, p < 0.001 for CH4; r = –0.98, p < 0.001 for N2O), while their 

surface concentrations remained relatively stable. 

While a full dominance analysis would be ideal, our current sample size (9–12 points per diel cycle) limits the 

complexity of the statistical tools we can apply. Nonetheless, the added curve fitting and correlation analysis address 

your comment and better highlight the mechanistic drivers of diel flux variability. 

 



 

Figure 9. Diel cycles of CO2 (a,d), CH4 (b,e) and N2O (c,f) diffusive fluxes for the July 2022 (left) and August 2023 

(right) intensive summer campaign periods. CO2 fluxes were measured directly with the floating chamber, while CH4 

and N2O fluxes were obtained by applying the k values derived from CO2 fluxes to their respective concentrations. 

The grey dotted line represents atmospheric equilibrium, and the grey shaded area indicates periods of zero solar 

radiation. Although the data are presented on a diurnal cycle, the measurements were taken over a two-week 

period (see Table S2). Coloured dotted lines represent sine-fitted trend lines. Time of day is expressed in EST. 

 



 

Figure S7. Diel cycles of near-surface concentrations of CO2 (a,d), CH4 (b,e) and N2O (c,f) for the July 2022 (left) and 

August 2023 (right) intensive summer campaign periods for TAS1 and TAS3. The grey shaded areas indicate 

periods of zero solar radiation. Although the data are presented on a diurnal cycle, the measurements were 

taken over a two-week period (see Table S2). Coloured dotted lines represent sine-fitted trend lines. Time of 

day is expressed in EST. 

 

 



 

Figure S8. Diel cycles of gas transfer coefficient estimated from the gas chamber method in (a) July 2022 and (b) 

August 2023 for lakes TAS1 and TAS3. The grey shaded areas indicate periods of zero solar radiation. Although 

the data are presented on a diurnal cycle, the measurements were taken over a two-week period (see Table S2). 

Coloured dotted lines represent sine-fitted trend lines. Time of day is expressed in EST. 

 

3. Detailed remarks 

3.1. l.13: It’s a bit confusing that a colder summer had temperatures above long term average. Isn´t it more a 

hot versus a warm summer? 

Thank you for pointing out this ambiguity. The intention was to refer specifically to the fieldwork periods rather than 

the entire summer seasons. In July 2022, during the first campaign, the mean temperature was considerably lower than 

in August 2023 (8.8°C vs. 14.6°C), despite being slightly above the long-term June–August mean. To avoid confusion, 

we have reworded this sentence to clarify that we are comparing campaign periods rather than seasonal means: 

Line 13: One campaign occurred during a colder period (8.8°C average temperature) and the other during a 

warmer one (14.6°C average temperature). 

To further reduce confusion, we adjusted the seasonal comparison to focus on mid-June to the end of August (instead 

of June 1st onward), as early June often reflects spring conditions at this latitude. We also clarified that the campaign 

conditions are now compared to the corresponding monthly normal rather than the broader seasonal average: 

Line 358: Overall, summer 2022 was colder than summer 2023. The average air temperature from mid-June 

to August was 10.3 ± 4.7°C in 2022, compared to 13.6 ± 4.3°C in 2023. In 2022, the average temperature 

over this period was 0.9°C lower than normal, whereas in 2023 it was 2.4°C higher than normal  

Line 367: Weather conditions varied considerably between the two intensive campaign periods, with July 2022 

being significantly colder and windier than August 2023. During the July 2022 campaign, the mean air 

temperature was 8.8 °C (range: 1.3–23.1 °C), which is 2.7 °C below the July normal of 11.5 ± 5.1 °C. In 



contrast, August 2023 was substantially warmer, with an average temperature of 14.6 °C (range: 6.6–23.4 

°C), which is +2.8 °C above the August normal of 11.8 ± 4.1 °C. 

 

3.2. l.52.: “… ebullitive CH4 fluxes…” 

This is indeed the case; it will be corrected. 

 

3.3. l.120: They were not permanently anoxic in the bottom water. Maybe change to “with frequent anoxic 

conditions” 

Thank you, it will be corrected. 

 

3.4. l.125: I doubt that Secchi depth can be measured at 1 cm precision. Remove “very”. 

Thank you, we will adjust the reported values to 1.20 m for TAS1 and 0.55 cm for TAS3 in Section 2.2 and in Table 

1. The word “very” will also be removed from line 125. 

 

3.5. l.202: “Did you really deploy only one bubble trap per lake? As it becomes clear later in line 666 they 

indeed only deployed one trap. This is in my eyes not enough to come up with a robust estimate of 

ebullition. 

Yes, we only deployed one bubble trap per lake. We acknowledge the limitations this imposes on the spatial 

representativity of our ebullition estimates. However, due to logistical constraints and the small size of the lakes (with 

diameters of about 10 m), installing multiple traps was not feasible. To make this clearer, we have added a note to the 

methodology. 

Line 202: Ebullitive fluxes of CO2 and CH4 were measured at the center of the lake using an inverted funnel 

submerged below the water surface. 

We also address this limitation in the discussion, emphasizing the need for caution in generalizing ebullitive flux rates 

from these data and suggesting directions for future work: 

Line 605: However, we acknowledge that our estimates of CH4 ebullition were based on measurements 

taken from a single funnel deployed at the center of the lake. This approach restricts the spatial 

representativeness of the results, especially since ebullition is known to be highly heterogeneous, with 

localized hotspots often occurring near lake edges or thawing permafrost zones (Wik et al., 2011; Kuhn 

et al., 2023). This spatial limitation may partially explain the differences observed between the lakes. 

Future studies should therefore aim to deploy multiple bubble traps across various lake zones to capture 

this heterogeneity and better constrain whole-lake ebullition estimates. 



3.6. l.215.: How were the exetainers vacuumed? 

Thank you for your question. The Exetainer vials were vacuumed twice for 3 minutes using a vacuum pump, with a 

10-15 second nitrogen flush in between. To verify the vacuum, we tested one vial every 10 to 20 by submerging it in 

water, piercing it with a needle, and checking whether the vial quickly filled with water, leaving only a small residual 

air bubble. This procedure ensured adequate vacuuming for gas sampling. We propose clarifying this in the 

manuscript: 

Line 213: The bottle was shaken vigorously for 3 min, and 20 mL of the gaseous headspace was transferred to 

a 12 mL gas-tight Exetainer vial that had been pre-flushed twice for 10-15 s with nitrogen and vacuumed twice 

for 3 min. 

 

3.7. l.223.: It is not very common to use a (not very sensitive) TCD for this kind of study. This limits the 

precision of the concentration data. Please report detection limits and analytical precision for dissolved gas 

concentrations – not only ppm results. 

Thank you for your comment. The GC used for our analyses is equipped with 4 detectors (FID X2, TCD and ECD). 

We used 2 channels into which 5 mL of gas sample is injected and separated in 2 different injection loops. The first, 

which is fitted with a TCD and FID detector in series, was used to analyse CH4 and CO2. More specifically, the TCD 

(non-destructive and less sensitive analysis) doses high concentrations, after which the analyte is directed to the FID, 

which doses lower concentrations. The second, fitted with an ECD detector (which is highly sensitive) analyses nitrous 

oxide (N2O) by electron capture. We propose the following clarification in the manuscript: 

Line 216: Gas samples were analysed using a Trace 1310 gas chromatograph (Thermo Fisher Scientific). We 

used two parallel channels, one with TCD-FID detectors (column HSQ 80/100, MS 5A 80/100) for CH4 

and CO2, and one with an ECD detector (column HSQ 80/100) for N2O. Calibration curves were established 

for CO2 (up to 10 000 ppm), CH4 (up to 45 000 ppm), and N2O (up to 1 ppm). Detection limits were 200 ppm 

for CO2, 3 ppm for low CH4 concentrations, 50 ppm for CH4 concentrations above 1000 ppm, and 0.1 ppm for 

N2O.  

 

3.8. l.225: Was the CO2 change during the chamber measurements linear? 30 min is a rather long time for these 

measurements. Can you prove that linear fitting is not under-estimating fluxes? 

Yes, the CO2 change during the chamber measurements was linear. The coefficient of determination (R2) values from 

the linear regressions were consistently high, with average R2 values of 0.94 in 2022 and 0.99 in 2023. We suggest 

clarifying this in the Result section: 

Line 443: In 2022, CO2 diffusive fluxes ranged from –2.0 to 17.1 mmol m–2 d–1, with R2 values from the 

linear regressions averaging 0.94. 



Line 449: In 2023, CO2 diffusive fluxes ranged from 7.8 to 67.4 mmol m–2 d–1, with R2 values from the linear 

regressions averaging 0.99. 

 

3.9. l.227: Was the inner volume of the analyzer and the tubes involved? 

Thank you for your comment. Yes, the volume of the tube was included, but not the analyzer. We will clarify it at line 

224. 

 

3.10. l.242: Maybe add position of the traps to figure 1. 

Thank you for the suggestion. We have now added the location of the traps to Figure 1, along with a corresponding 

note in the caption for clarity. We also suggest adding the location of the mooring lines. 

 

Figure 1. Location map of the Tasiapik Valley: (a) Map of Canada highlighting the study site marked with a red dot, 

and (b) areal contours of the two lakes under study. The locations of the mooring lines are marked with red stars, 

while the bubble traps are marked with yellow crosses. Aerial photography by Madeleine St-Cyr. 

 

3.11. l.247: A partial pressure is not dimensionless but has a pressure unit. What you probably mean is 

“volumetric mixing ratio [ppmv]”? 

Thank you for your comment, you are right and will be corrected (see below). 
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3.12. l.249: How was the molar volume obtained? 

We calculated the molar volume using the ideal gas law, based on measured air temperature and pressure at the site. 

This will be clarified in the revised text: 

Line 248: where P is the partial pressure of the gas (ppmv), Vg is the total volume of gas in the funnel (m3), ∆t 

is the time interval between two measurements (days), Vm is the molar volume of gas at local air temperature 

and pressure, calculated using the ideal gas law (m3 mol–1), and A is the collection area of the funnel (m2).  

 

3.13. l.300…: use past tense for results. 

Thank you. We will correct the verb tenses in the Results section to consistently use the past tense. 

 

3.14. l.334: I do not see a data gap in the figure. 

Thank you for your comment. We assume you are referring to the red dotted line in Fig. 3b, which indicates the 

discarded data from 26 June to 14 July 2023. To avoid confusion, we suggest removing the line and leaving a gap 

instead. We have also adjusted the “ice cover” box to fit 10 November 2022 as it was on 1 November 2022 by 

mistake. 

 



 

Figure 3. Physicochemical profiles from summer 2022 to summer 2023, showing temperature and buoyancy frequency 

N for (a) TAS1 and (c) TAS3, with the water surface marked by a black dotted line. Oxygen saturation and specific 

conductivity (SC) are shown for (b) TAS1 and (d) TAS3. Temperature at the very surface was not measured, as the 

buoy was positioned below the air-water interface to prevent it from becoming trapped in the ice cover. Nevertheless, 

winter temperature data suggest that ice may have grown over the buoys, pushing down the mooring and changing the 

depth of surface sensors, making surface data unreliable. Intensive summer campaign periods are indicated by brackets 

for July 2022 and August 2023. 
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3.15. l.375: It is not very clear what “vertical structure” means. Maybe “vertical structure of the water column”? 

Thank you for pointing this out. We will adjust the section title as follows:  

Line 375: 3.3 Vertical structure of the water column during the intensive sampling periods 

 

3.16. l.376-77: Remove sentence. 

Thank you, it will be removed. 

 

3.17. l.392: Reformulate “While surface remained similar”. 

The sentence is indeed unclear; we propose this reformulation:  

Line 392: Additionally, the specific conductivity increased considerably with depth, particularly at TAS1 (up 

to 128 µS cm–1), which contributed to stronger density stratification. 

 

3.18. l.393: Can you calculate how the density effect of the conductivity change compares to the temperature 

induced density? 

Thank you for your suggestion. We have now included a quantitative comparison between the effects of temperature 

and conductivity on water density. Specifically, we calculated the density contribution of conductivity using the 

simplified empirical relationship ρ = 1000 + 0.000695TSD kg m–3 (Collins, 1987). 

Line 393: Additionally, the specific conductivity increased considerably with depth, particularly at TAS1 (up 

to 128 µS cm–1 or total dissolved solids of 123 mg L–1), which contributed to stronger density stratification. 

For example, temperature accounted for a density difference of 1.796 kg m–3 on 13 August while 

conductivity contributed approximately to 0.074 kg m–3, based on the simplified relationship of ρ = 1000 

+ 0.000695TSD kg m–3 (Collins, 1987). 

 

3.19. l.396: What do you mean by “tilting”? Tilting of the thermocline? 

Yes, we use “tilting” referring to the displacement of the thermocline due to wind forcing. To clarify this, we will 

reformulate the sentence as follows: 

Line 395-397: During the 2022 intensive campaign, W mostly indicated partial thermocline tilting (1 < W < 

10) during the day at TAS3, whereas at TAS1, they generally suggested minimal tilting (> 10). 

 

 



3.20. l.426: Change to “atmospheric equilibrium values”. 

Thank you, this will be corrected.  

 

3.21. l.454: Why only “likely”. You quantified k, so you should know. 

Thank you for your comment. “Likely” will be removed, along with the updates related to k analysis made in response 

to comment 2.3. 

 

3.22. L458: Please report bubble CH4 content data. 

Thank you for your comment. We have now included the exact bubble content data in the dataset available on Borealis. 

This information has also been specified in the revised manuscript at line 456. 

 

3.23. Table 4 is redundant to Figure 7. The table can be removed to the supplement. 

Thank you for your comment. Table 4 will be removed to the supplements. 

 

3.24. l.479: It looks as if concentrations were lowest 3 h after sunrise. Any explanation for this lag? 

Thank you for this observation. The apparent lag in minimum surface oxygen concentrations ~3 h after sunrise may 

result from a combination of physical and biological processes. First, nighttime biological oxygen demand (e.g., 

respiration) continues through the early morning, and may exceed photosynthetic production until sufficient light 

levels are reached. Second, increasing wind speeds after sunrise could induce vertical mixing, redistributing oxygen-

depleted water from the lower layers to the surface. This mixing could contribute to the observed decline in surface 

oxygen, despite rising irradiance. We have added this interpretation to the discussion (line 628) to clarify this pattern. 

 

3.25. l.486: Why should concentration change when temperature changes. If you express concentration as %sat 

then yes. But absolute concentrations not. Maybe it makes more sense to use absolute concentration rather 

than saturation in Figure 8? 

Thank you for your comment. We initially presented % saturation in Figure 8 to emphasize the oxygen oversaturation 

observed during the day (which indicates net photosynthesis), as well as undersaturation at night (due to respiration 

and/or physical processes). However, we recognize that using absolute concentrations may better isolate biological 

and physical drivers without conflating them with temperature effects on solubility. We agree to modify Figure 8 to 

show absolute oxygen concentrations instead and clarifying this change in the caption. 

 



 

Figure 8. Diel cycles of buoyancy frequency N (a,c) and surface dissolved oxygen at depth z (c,d) for the July 2022 

(left) and August 2023 (right) intensive summer campaign periods. The colored shaded area represents the standard 

deviation calculated for each hour of the day based on all available measurements within that hour. The grey 

shaded area indicates periods of zero solar radiation. Time of day is expressed in EST. 

 

3.26. l.496: How was the standard deviation calculated? Figure: Would be nice to have lines with wind speed or 

k in the plots. 

Thank you for your question. The standard deviation was calculated for each hour of the day based on all available 

measurements within that hour across the campaign period. This approach reflects the variability observed at each 

hour throughout the diel cycle. We have clarified this in the figure title at line 496 (see comment 3.25). 

Regarding the addition of wind speed or k to the plots, we appreciate the idea but chose not to include them in order 

to maintain visual clarity and avoid overloading the main figure. Instead, diel variations in k are presented in 

Supplementary Figure S8. 

 

3.27. l.560: is “heightend” the right wording? 

Thank you for your comment. We propose the following reformulation: 



Line 559 – 561: The increased bottom concentrations of CO2 and CH4 in 2023 may also reflect enhanced 

microbial activity and increased organic matter decomposition in the hypolimnion driven by higher 

temperatures (see below). 

 

3.28. l.595: How can this be done? Sample more lakes? Sample more site within a lake? 

Thank you for this insightful question. We agree that clarifying how spatial variability could be better accounted for 

would strengthen the statement. We have revised the sentence to reflect this: 

Lines 593–595: Thus, GHG dynamics can differ significantly between nearby lakes. Large-scale estimates and 

comparisons should account for these spatial differences by including a broader range of lake types and 

multiple sampling times. 

 

3.29. l.614: The temperature data are redundant and not needed here. 

Thank you, it will be removed. 

 

3.30. l.622: There are several other studies reporting diurnal pattern (e.g Golub, M., et al. (2023). "Diel, Seasonal, 

and Inter-annual variation in carbon dioxide effluxes from lakes and reservoirs." Environmental Research 

Letters and references therein) 

Thank you for the suggestion. We agree that several recent studies, including that of Golub et al. (2023), have 

demonstrated the importance of considering diel variability in lake GHG fluxes. We will revise the sentence to better 

acknowledge the literature on this topic: 

Line 622: Estimates of GHG emissions from lakes often rely on daytime measurements, but our findings 

indicate that this approach can significantly overestimate total 24-hour fluxes. Numerous studies have also 

reported diel variability in subtropical lakes (Zhao et al., 2024), boreal and temperate lakes (Sieczko et 

al., 2020; Erkkilä et al., 2018; Podgrajsek et al., 2014; Martinez-Cruz et al., 2020), subarctic lakes (Jammet 

et al., 2017), and glacial lakes (Eugster et al., 2022), as well as across multiple sites in the Northern 

Hemisphere (Golub et al., 2023). 

 

3.31. l.647-649: This is not really a new conclusion. Maybe focus more on the special case of thermokarst lakes 

in the sense “not only in eutrophic warm lakes with a lot of biology but also in this peculiar thermokarst 

lakes diurnality needs to be considered”. Another interesting aspect of diurnality in high latitudes could be 

that (different to “normal” settings) there are periods without darkness in summer. 

Thank you for your comment. We agree that the focus should be placed more explicitly on the unique case of 

thermokarst lakes. We propose the following revised passage to clarify this point: 



Lines 647: These results highlight the importance of conducting full 24-hour sampling in order to accurately 

capture GHG emissions from lakes, not only in biologically productive systems, but also in high-latitude 

thermokarst environments. Despite their small size and shallow depth, these lakes exhibit pronounced 

diel patterns in stratification and oxygen dynamics, demonstrating that GHG fluxes are largely driven 

by physical processes. Furthermore, the distinctive light regimes of the Arctic and sub-Arctic regions, 

characterised by prolonged daylight hours, could intensify stratification during the summer. This 

emphasises the importance of considering latitude-specific dynamics when evaluating lake GHG 

budgets. 

 

3.32. l.661: See also https://bg.copernicus.org/articles/22/1697/2025/ and Table S2: Why not add the chamber 

flux data to this table? 

Thank you for your comment. We will add the chamber flux data to Table S2 as suggested. We also appreciate you 

sharing the reference on surface CO2 gradients and have now included it in the manuscript. 

Line 661: First, under calm conditions, microstratification can slow the vertical exchange of gases even 

within the top few centimeters of the water column. Aurich et al. (2025) demonstrated that CO2 

concentrations may vary significantly between 5 and 25 cm depth during windless periods, with the 

surface being supersaturated. When quantifying gas concentration with the headspace method, water is 

typically collected from the upper 10-20 cm, which could overestimate concentrations at the very surface 

during warm, calm periods, potentially inflating flux estimates when applying a gas transfer model.   
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