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Abstract. The Atlantic Meridional Overturning Circulation (AMOC) is expected to weaken or even collapse under anthro-
pogenic climate change. Given the importance of the AMOC in the present-day climate, this would potentially lead to sub-
stantial changes in the future projections of the impacts of climate change on regional weather, which is highly relevant for
society. Precipitation rates over Europe are expected to decrease under an AMOC collapse, potentially affecting the European
hydroclimate. Here, we analyse the impacts of different AMOC collapse and climate change scenarios on the European hydro-
climate in a unique set of AMOC experiments executed with the fully-coupled Community Earth System Model (CESM). In
general, drier hydroclimatic conditions are expected under an AMOC collapse. The dominant drivers of this change depend on
the specific combination of AMOC strength and radiative forcing. In AMOC collapse scenarios under pre-industrial conditions
the dominant driver are reduced precipitation rates over the entire European continent. AMOC collapse in combination with
increased radiative forcing (RCP4.5, RCP8.5) also leads to higher potential evapotranspiration rates, which further exacerbates
the noted shifts to increased seasonal drought (extremes). Here, AMOC collapse enhances well-documented shifts to a drier
summer climate in Europe in ‘standard’ projections of future climate change. In summary, these results indicate a considerable
influence of the AMOC on future European hydroclimate. It is therefore vital that climate change projections of European
hydroclimate for the (far) future consider the possibility of AMOC changes, and the exacerbated effects this would have on

projected regional hydrological changes and consequences for ecosystems and society.

1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC) is a key focus of current climate research due to its crucial role in
regulating the global climate (Srokosz and Bryden, 2015). The present-day AMOC carries about 1.5 PW of energy (at 26°N)
northward, which effectively cools the Southern Hemisphere and warms the Northern Hemisphere (Johns et al., 2011). The
AMOC is considered a potential climate tipping element, meaning that it can undergo a transition from a relatively strong
overturning state to a much weaker one (Armstrong McKay et al., 2022). The northward heat transport reduces 75 % in a
scenario where the AMOC completely collapses and this altered heat transport induces widespread changes in regional and

global climate patterns (Orihuela-Pinto et al., 2022; Bellomo et al., 2023; van Westen et al., 2024b).
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Previous studies have analysed the climate responses under substantially weaker AMOC strengths in fully-coupled global
climate models (GCMs). This weaker AMOC state is achieved by applying a (large) freshwater flux forcing over the North
Atlantic Ocean for several decades (Jackson et al., 2023), after which the climate responses are compared to a reference simu-
lation without a freshwater flux forcing. On a planetary scale, the Northern Hemisphere cools while the Southern Hemisphere
warms, the tropical rain bands migrate southward, and there is a redistribution of the dynamic sea level (Vellinga and Wood,
2002; Levermann et al., 2005; Jackson et al., 2015; Orihuela-Pinto et al., 2022; Bellomo et al., 2023; van Westen et al., 2025a).
There are a few regions where AMOC fluctuations induce striking climate responses. For example, in the northern Amazon
Rainforest, an AMOC collapse leads to a delayed seasonal cycle and an intensification of the dry season (Ben-Yami et al.,
2024). There is also evidence that changes in the AMOC can induce far-field hydroclimate responses over the Australasian
region, for example the southeastern portion (New Zealand) is experiencing drier conditions throughout the year (Saini et al.,
2025). The European region shows relatively large climate responses under a collapsing AMOC, as the climate strongly cools
as a consequence of the reduced meridional heat transport and expanding Arctic sea-ice pack (van Westen et al., 2024b).

Beyond this mean cooling of European climate under an AMOC collapse, Europe is likely to experience more intense cold
extremes and winter storms, stronger westerlies, and reduced precipitation rates (Jacob et al., 2005; Brayshaw et al., 2009;
Jackson et al., 2015; Bellomo et al., 2023; Meccia et al., 2024; van Westen and Baatsen, 2025). To our knowledge, there have
been no studies that analyse the effects of AMOC collapse on the European (summer) hydroclimate, including the occurrence
of droughts. Such quantifications of the changes to the future European hydroclimate are crucial however, as societies and
ecosystems depend on water in many ways (Lee et al., 2025). Global warming is projected to cause changes in mean seasonal
precipitation and evaporation rates (Cook et al., 2020), as well as cause intensification of (multi-year) droughts (van der Wiel
et al., 2023) and floods. Given that an AMOC collapse scenario leads to further reductions of seasonal mean precipitation
beyond ‘standard’ projections of climate change (Bellomo et al., 2023), we hypothesise that projected changes in hydrological
extremes are also exacerbated under an AMOC collapse. In line with this hypothesis, Ionita et al. (2022) demonstrated inten-
sification of droughts over Europe under AMOC weakening over the historical period. The drought intensification decreases
agricultural land production from boreal spring to summer, as was specifically shown for the United Kingdom under an AMOC
collapse (Ritchie et al., 2020) or Subpolar Gyre collapse (Laybourn et al., 2024).

The goal of this paper is to provide a quantitative picture of how the balance between precipitation and potential evapotran-
spiration changes under different AMOC regimes. We will use a set of simulations using the fully-coupled Community Earth
System Model (CESM, version 1.0.5) that resulted in eight different scenarios for the AMOC in combination with (future)
radiative forcing (van Westen et al., 2024a, 2025b). These include collapsed AMOC regimes under pre-industrial conditions,
and under the Representative Concentration Pathways (RCP) 4.5 and 8.5 scenarios. An extensive analysis of the effect of an
AMOC collapse on the European temperature extremes was already conducted for this unique set of CESM simulations (van
Westen and Baatsen, 2025), but the effects on the hydroclimate remain unclear. In Section 2, we provide a brief overview of the
CESM simulations and how these were analysed. Next in Section 3, we will analyse the changes in the European hydroclimate

and provide the physical mechanisms behind these changes. The results are discussed and summarised in the final Section 4.
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2 Methods
2.1 The CESM Simulations

The CESM version analysed here has horizontal resolutions of 1° for the ocean/sea ice and 2° for the atmosphere/land com-
ponents, respectively. We applied a freshwater flux forcing (F') over the latitude bands between 20°N to 50°N in the Atlantic
Ocean, which was compensated elsewhere (at the surface) to conserve salinity. We study eight different scenarios for which
the CESM simulations were obtained under constant F';; and radiative forcing conditions (PI, RCP4.5 and RCPS.5). The de-
tails of the simulations are given in Table 1 and more details on how we obtained these simulations are provided below. The
simulation name consists of three parts: initially a reference to the radiative forcing conditions, in subscript the applied Fry
strength (in units of x10~2 Sv), and in superscript whether the AMOC is in its strong northward overturning state (i.e. ‘on’)
or in a substantially weaker state (i.e., ‘off”). When subscripts and/or superscripts are not specified, we refer to the two related

simulations (e.g., PI°T — PIST and PIY).

Table 1. Overview of the eight different AMOC scenarios simulated with the CESM, including their radiative forcing conditions, freshwater
flux forcing strength, AMOC status, time-mean AMOC strength at 26°N and 1,000 m depth (expressed in Sverdrups, 1 Sv = 10° m® s71),

and time-mean global mean surface temperature (change). The time means are determined over 100-year periods.

Simulation name | Radiative forcing conditions | Fr | AMOC status | AMOC strength | Temperature
(Sv) (Sv) (°0)
PISg Pre-industrial 0.18 On 15.6 13.8
prsf Pre-industrial 0.18 Off 4.4 (=72%) 13.2 (—0.6)
RCP4.57% RCP4.5 at 2100 levels 0.18 On 15.5 (—0.6%) 16.7 (+2.9)
RCP8.5%% RCP8.5 at 2100 levels 0.18 Off 3.3 (=79%) 19.2 (+5.4)
PISs Pre-industrial 0.45 On 12.4 13.7
pIsE Pre-industrial 0.45 Off 0.1 (—99%) 13.2 (—0.5)
RCP4.55F RCP4.5 at 2100 levels 0.45 Off 1.2 (=90%) 15.3 (+1.6)
RCP8.55F RCP8.5 at 2100 levels 0.45 Off 1.2 (—90%) 18.8 (+5.1)

The eight different CESM simulations were obtained as follows. We start from the AMOC hysteresis experiment under
constant PI radiative forcing as presented in van Westen and Dijkstra (2023), which is also shown in the inset in Figure 1b. In
this experiment, the AMOC was forced under a slowly-varying Fy; at a rate of 3 x 10~ Sv yr~!, which ensures that AMOC
changes are primarily caused by intrinsic ocean dynamics. The Fr was increased up to F'iy = 0.66 Sv and the AMOC collapses
around F'y = 0.525 Sv. From Fy = 0.66 Sv, the F'y was then reduced back to zero at the same rate and the AMOC recovers
around Fiy = 0.09 Sv. This resulted in a multi-stable AMOC regime for 0.09 Sv < Fiy < 0.525 Sv, although the actual multi-

stable regime is somewhat smaller given the transient responses under varying Fr;. This AMOC hysteresis experiment will



not be further analysed below, as the forcing conditions (i.e., Fr) slightly vary over time, but it will be used to obtain stable

climate states.
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Figure 1. (a & b): The AMOC strength at 26°N and 1,000 m ocean depth for constant Fr = 0.18 Sv and Fz = 0.45 Sv. Yellow shading
indicates the 100-year periods used for the analyses. The inset in panel b shows the quasi-equilibrium hysteresis simulation of van Westen
and Dijkstra (2023). (¢ — j): The yearly-averaged precipitation rates for the different AMOC scenarios. For the PI°®, RCP4.5 and RCP8.5
scenarios, the yearly-averaged precipitation rates are displayed as the difference compared to their respective PI°" scenario. Markers indicate

non-significant (p > 0.05, two-sided Welch’s t-test) differences.
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Within the multi-stable AMOC regime, four simulations were branched off under constant F; and constant PI radiative
forcing conditions. Two simulations were branched from an AMOC on (AMOC off) state at F'; = 0.18 Sv and Fir = 0.45 Sv
and were integrated for 500 years. The last 100 years are used for our analyses and are referred to as the P13 (PIST) and PIS2
(PISE), respectively, and are shown in Figures la,b. We only consider the last 100 years as they are statistical equilibria of
the climate system, which are characterised by time-invariant statistics and any remaining model drift is much smaller than
the internal climate variability (van Westen and Baatsen, 2025). These two Fy values were considered as they demonstrate
that statistical equilibria exist close to the AMOC collapse (i.e., PIS? and PIS¥) and AMOC recovery (i.e., PIS2 and PIST),
confirming the existence of a broad multi-stable AMOC regime. Note that the AMOC in PI$E is closer to the tipping point and
hence more sensitive under a perturbation than the AMOC in PI{g.

From the end of PI{g and PI3%, van Westen et al. (2025b) branched off the historical forcing (1850 — 1899) followed by either
RCP4.5 or RCP8.5 (2006 — 2100) and keeping Fy fixed. These RCP scenarios were continued beyond 2100 for 400 years to
run the AMOC and global climate into a new equilibrium, which was done by fixing their 2100 radiative forcing conditions.
The last 100 years are used for our analyses and there is one climate change simulation for which the AMOC recovers, referred
to as RCP4.5¢%. The remaining three simulations show an AMOC collapse and are the RCP8.59, RCP4.55% and RCP8.55Y.
More details on the AMOC characteristics and responses in these simulations were presented elsewhere (van Westen et al.,
2024a, 2025b).

Most results in Section 3 below are presented as follows. The scenarios PI{g and PIgE are the reference cases (for their
respective Fyy values) and we are interested in the hydroclimate responses for the remaining scenarios. The PISE, RCP4.5%
and RCP8.59f are presented as differences compared to PIS%. Similarly, the PI3Y, RCP4.53% and RCP8.55 are compared
to PI4E. For example, the yearly-averaged precipitation rates and responses are shown in Figures 1c — j. These precipitation
responses and other hydroclimate responses (see Section 3) are quite similar for PIST and PISY, and also for RCP8.55 and
RCP8.55 . This indicates that the hydroclimate responses are robust under PI°®f and RCP8.5°%, although the different scenarios
(PISE vs. PISE and RCP8.55 vs. RCP8.55H) have slightly different AMOC strengths. The most relevant comparison is made
between the RCP4.5% and RCP4.5, as they have the AMOC in different regimes, which results in opposing precipitation
responses (compare Figure le and Figure 1i). These two RCP4.5 scenarios will be discussed in greater detail as they represent
the hydroclimate under intermediate climate change with AMOC strengths compared to present-day values (RCP4.59%3) and
under intermediate climate change in combination with a collapsed AMOC (RCP4.555).

Most variables in these CESM simulations were stored at monthly time intervals, only a limited set of (near-surface) variables
were stored at a daily frequency. These include the near-surface (2-meter) air temperature, precipitation rate, and mean sea-
level pressure. All other variables analysed in this paper are either analysed at monthly frequency, or statistically downscaled

to approximate daily values to enable more detailed analysis of the changing hydroclimate.
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2.2 Local surface water balance and PET calculations

The local surface water balance (W) is defined as the difference between the local precipitation (P) and local potential evapo-

transpiration (PET):
W (z,y,t) = P(x,y,t) = PET(2,y,t). ey

There are multiple methods to determine the PET, here we follow the procedure outlined in Singer et al. (2021), which uses

the Penman-Monteith (Penman, 1948; Monteith, 1965) equation:

0.408A (R, — G) + (%) us(es —eq)
A +7(1+0.34uy) ’

PET = 2

where R, is the net radiation at the surface, G the soil heat flux, -y the psychrometric constant, T}, the near-surface (2-meter) air
temperature, us the 2-meter wind speed (derived from the 10-meter wind speed, logarithmic profile), e, the saturation vapour
pressure, e, the actual vapour pressure (linked to dew-point temperature, Ty ), and A the slope of saturation vapour pressure
curve. In Singer et al. (2021), PET was determined using hourly-averaged ERAS reanalysis data (in units of mm hr~!) and G
was split into a daytime component (G4#*me = (.1 x R,,) and nighttime component (G™g"*ime — 0.5 x R, ). Note that PET
is optimised for well-irrigated grass surface areas and (strongly) overestimates the actual evaporation when soil moisture is
depleted. For more details on the PET variables, units and procedure, we refer to Singer et al. (2021).

Most PET variables (i.e., radiation, wind speeds, surface pressure and actual vapour pressure) are only available on a monthly
frequency in the CESM simulations, the near-surface air temperature is available on a daily frequency. Hence, we first need to
verify whether such monthly-averaged data can be used to approximate daily PET rates, where we consider PET values derived
from hourly-averaged data as the ‘truth’ (Singer et al., 2021). For this comparison we use ERAS reanalysis data (Hersbach et al.,
2020), from which we retained the same monthly-averaged and daily-averaged (from hourly averages) variables as available in
CESM. The procedure of reconstructing daily-varying PET values (indicated by PETI%) is presented in Appendix A, where
we demonstrate that using daily-averaged data or monthly-averaged data gives reasonable PET rates (Figure Al).

The CESM provides monthly-averaged evaporation rates from the Community Land Model (Lawrence et al., 2011), but
the land component exhibits various model biases when simulating these evaporation rates (Cheng et al., 2021). Instead, we
calculate PETI for the CESM simulations, which has three advantages. First, the individual PET components in Equation (2)
can be directly compared against ERAS to identify model biases. For example, there is approximately 20% more net surface
shortwave radiation over South and Central Europe in the PI{g and PI35 scenarios compared to ERAS5 (Figure A2), leading
to higher PETY® rates (as shown in the Results). Second, the dominant drivers in PET% changes can be identified when
comparing the different AMOC scenarios. Third, daily-averaged data can be used to reconstruct the water balance at a higher
temporal resolution than the standard monthly frequency, which is useful for analysing the dry season length and intensity (see
Section 2.3 below). A drawback of using PET® instead of the simulated evaporation rates is that the water balance is not
closed. We acknowledge that CESM and different methodological choices introduce biases compared to ERAS; however, the

main goal of this study is to analyse European hydroclimate responses under different AMOC regimes. We assess the impact of
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AMOC collapse on hydroclimate by evaluating changes relative to the PI{g and PIS; scenarios, assuming that the biases remain
constant between scenarios. This change signal is of primary interest. Therefore, from here onward, we will use PET9% for the
analysis of the CESM simulations, resulting a surface water balance similar to before: W% =P — PETYY . The evaporation
responses in the CESM will be briefly discussed in the last Section 4.

We determine the Standardised Precipitation-Evapotranspiration Index (SPEI, Vicente-Serrano et al. (2010)), using the
monthly-averaged water balance. We consider hydrological timescales by analysing SPEI-6, drought (wet) conditions are
indicated by SPEI-6 < —1 (SPEI-6 > 1). We will use two variants of SPEI-6 calculations: first for each AMOC scenario using
the PISZ and PIS2 scenarios (referred to as SPEI-6"), second for each AMOC scenario using its own climatology (referred
to as SPEI-6). This second variant takes into account forced climatological mean changes but can be used to analyse forced
changes in climate variability (van der Wiel and Bintanja, 2021). There are no notable variations in the second variations for
PI°f, RCP4.5 and RCP8.5, hence for these scenarios we only consider the SPEIL-6"f,

2.3 Dry Season

In the mid-latitudes, societal impacts of hydrological drought are most prominent during the growing season, as then local
climatological PET rates exceed local climatological precipitation rates (Dullaart and van der Wiel, 2024). We define a ‘dry
season’ by considering the Potential Precipitation Deficit (PPD). Note that the dry season may differ per region, hence we
consider the local PPD. The PPD is set zero at the start of each calendar year (Dullaart and van der Wiel, 2024) and is obtained
from the daily-averaged water balance:
t
PPD(¢t) = — / W (t")dt'. 3)
1 Jan

The negative PPD at the end of the calendar year indicates that, climatologically, precipitation exceeds potential evapotranspi-
ration for most European regions in ERAS (Figure 2a). Regions around the Mediterranean Sea and Black Sea have a positive
PPD, indicating that in those regions there is a climatological precipitation deficit. Note that the actual evaporation rates are
lower in these regions due to relatively low soil moisture content.

The local PPD at 52°N and 5°E (the Netherlands) is displayed in Figure 2b for ERAS. We consider this location as it can be
compared with the measurement station ‘De Bilt’ and the local PPD in ERAS agrees very well with observations (Dullaart and
van der Wiel, 2024). This location is also of interest as it is situated in Northwestern Europe, a region that shows relatively large
temperature responses under a collapsed AMOC (van Westen and Baatsen, 2025). We also display the median PPD9 (derived
from W 42) for ERAS in Figure 2b, which demonstrates that it is close to the median PPD with a difference of —16.5 mm by
the end of the year. Note that this difference arises solely from PET®, and given that the yearly-integrated and local PET is
607 mm, the resulting error is only a few percent. In the main text we present the local PPD for the Netherlands and two other
locations, situated in Sweden and Spain, are presented in Figure A3. The median PPDI is also close to the median PPD for
these two locations in ERAS (not shown) with a difference of +17.1 mm (Sweden) and +27.4 mm (Spain) by the end of the

year.
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To determine the local dry season we first retain the climatological median PPD and smooth it by a 15-day moving average
(see inset Figure 2b). The dry season length is marked by the local minimum (here on 31 March) and local maximum (here on
4 August, length 127 days), the difference in PPD between these dates then quantifies the dry season intensity (here 85 mm).
The dry season length needs to be at least 15 days long (i.e., moving average window length), otherwise the dry season length
and its intensity are set to zero. Spatial patterns of the dry season length and dry season intensity are displayed in Figure 2¢
and Figure 2d, respectively. Some regions around the Mediterranean Sea have a dry season that spans almost the entire year,
whereas regions in Scandinavia and the Alps have no notable dry season. The dry season length and intensity are not sensitive

to slight variations in the moving average window length.
2.4 Atmospheric Circulation Regimes

A substantially weakened AMOC induces an anomalous anticyclonic atmospheric circulation over Europe (Orihuela-Pinto
et al., 2022). Such an anomalous pattern could favour certain circulation regimes such as atmospheric blocking regimes. These
blocking regimes are of particular interest as they induce persistent (i.e., few days) drier meteorological conditions over Europa
(Michel et al., 2023) on top of the AMOC-induced changes.

To quantify the atmospheric circulation regimes, we followed the procedure outlined in Falkena et al. (2020) to detect
different atmospheric circulation regimes using a k-means clustering algorithm. In addition to the standard k-means method,
this approach includes a time-regularisation to identify the persistent regime signal without the need for low-pass filtering.
First, we retained the daily-averaged mean sea-level pressure (MSLP) over the region between 90°W — 30°E and 20°N —
80°N and growing season (April — September, 183 days). Next, we subtracted the daily climatology to remove the annual
cycle and the anomalies are then normalised to their surface area. Finally, we used k = 6 different clusters and assumed an
average regime duration of 6.5 days (resulting in C' = 5800). This 6.5 days was the typical (winter) regime lifetime found in
observations (Falkena et al., 2020). The k-means clustering was repeated 100 times (with different initialisation conditions)
and we selected the best averaged clustering functional (i.e., lowest L) (Franzke et al., 2009). Note that in most studies the
daily-averaged 500 hPa geopotential height fields are used for identifying atmospheric circulation regimes as they are less
impacted by surface variability, but these fields were not stored for the CESM simulations. The 500 hPa geopotential height
anomalies induce comparable patterns for MSLP anomalies (Michel et al., 2023), meaning that the k-means clustering can
still identify different regimes using daily-averaged MSLP fields. For more details on the k-means clustering algorithm and

sensitivity experiments, we refer to Falkena et al. (2020).

3 Results

This results section starts with the climatological PPD throughout the year in the eight AMOC scenarios, which are presented
in section 3.1. Next in section 3.2, we analyse seasonal PPD changes by analysing the dry season length and intensity, together
with a physical explanation of the drivers of PPD changes. Section 3.3 presents the drought extremes using SPEI-6. The final

section 3.4 discusses the responses in the atmospheric circulation regimes and their associated precipitation patterns.
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Figure 2. (a): The climatological potential precipitation deficit (PPD) at the end of the year for ERAS (1981 —2023). The PPD was determined
using hourly-averaged PET and precipitation rates. Here we show the median PPD over the available 43-year period. (b): The local PPD at
52°N and 5°E (the Netherlands, diamond marker in panel a). The inset shows the dry season, which is derived from the climatological median
PPD smoothed with a 15-day moving average. The climatological dry season at 52°N and 5°E starts on 31 March (PPD = —127 mm) and
ends on 4 August (PPD = —42 mm), with a dry season intensity of 85 mm. The median PPD® is also shown (blue dashed curve). Spatial

patterns of (c): the dry season length and (d): the dry season intensity.
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3.1 The Climatological Potential Precipitation Deficit (PPD)

We start by analysing the PPD in the eight different CESM simulations (cf. Table 1) and obtained PPDY%Y by reconstructing
W92 using the daily-averaged precipitation rates and PET® over the 100-year periods. We determined the PET9% also over
water surfaces, as it convenient for the interpretation for the regional responses and the horizontal atmospheric resolution of
the CESM is coarser (2°) compared to that of ERAS (0.25°).

The climatological PPD2 at the end of the year, together with the local PPD® in the Netherlands, are presented in
Figure 3. The spatial patterns in the PPD9% at the end of the year for the two PI°™ scenarios reasonably agree with the ERAS
(Figures 2a,c), for example Northern Europe has negative PPD9% values and the opposite is true for Southern Europe. There
are, however, regions in the PI°" scenarios that are positively biased compared to ERAS. These biases mainly develop during
the dry season (e.g., see local PPD# in Figures 3b,d) and are attributed to two factors. The first factor is the lower precipitation
rates in the PI°" scenarios compared to ERA5 during the growing season (Figure A2). The second factor is the higher PET4&Y
rates in CESM compared to ERAS, which is mainly related to more (about 20%) net surface shortwave radiation.

There is a persistent PPD® end of the year increase over most land surfaces for the PI°, RCP4.5 and RCP8.5 compared
to their PI°" scenario. Such PPD% responses were expected given that the yearly-averaged precipitation rates mainly reduce
under the different scenarios (Figures 1c-j). Precipitation alone is not able to explain all the spatial (e.g., south — north) PPD4%
variations and larger PPD% responses are found under RCP8.5 than in RCP4.5. The latter suggests a prominent temperature
contribution in the PETY® responses, as PET is strongly dependent on the near-surface temperature. A part of this response
is already shown for the PPDI® in the Netherlands (Figure 3), where the dry season intensity increases under the climate
change scenarios compared to their PI°". For the PI°" scenarios, the local dry season intensity slightly decreases, which is
likely related to land-ocean exchange, which is highly relevant for the Netherlands. For more continental locations, such as
South Sweden (relatively short dry season) and North Spain (relatively long dry season), the dry season intensity increases for
all scenarios compared to their PI°" scenario (Figure A3).

The most interesting comparison is between RCP4.5¢% and RCP4.55, where the scenarios differ in their AMOC regime
(Figures 3i-1). The PPD9% responses in RCP4.5¢% are exacerbated under the collapsed AMOC in RCP4.55%. For example for
the Netherlands, the PPDY® at the end of the year increases from —133 mm (RCP4.5%%) to —62 mm (RCP4.52§), a difference
of 71 mm. The RCP4.5$% also shows lower PPDY%Y end of the year differences over Northwestern Europe compared to PISS
(Figure 3i), whereas RCP4.52§f shows larger PPDY% end of the year differences over almost all land surfaces (Figure 3k).
This wetting response in RCP4.59% is attributed to enhanced precipitation rates over Northwestern Europe during October to
December (not shown). For example for the PPDY% in the Netherlands, the amplitude of the maximum PPDY% in September
is very similar between the PIS% and RCP4.55% scenarios (black and blue curves in Figure 3j). Thereafter, the PPD4% declines
faster in RCP4.59% than in PI{g, meaning relatively wetter conditions for RCP4.5¢5. The enhanced precipitation responses are

likely linked to higher SSTs under climate change.
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Figure 3. (First and third column): The climatological potential precipitation deficit (PPD%®, median) at the end of the year. For the PI°%,

RCP4.5 and RCP8.5 scenarios, the PPD® are displayed as the difference compared to their PI°® scenario. (Second and fourth column):

The PPDY at 52°N and 5°E (the Netherlands), where the horizontal bar indicates the climatological dry season length and intensity. For
the PI°" scenarios, the median PPD for ERAS5 is also displayed. For PI°®, RCP4.5 and RCPS.5, the median PPD®® for the PI°" scenario is

displayed.
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The local PPD% end of the year differs by 71 mm when comparing the RCP4.5¢% and RCP4.53¥ scenarios. Their dry season
intensity differs by 66 mm, which explain most of this PPDI® end of the year response, suggesting an important contribution

of dry season changes. These dry season responses will be explored in the following section.
3.2 Dry Season Precipitation and PET Responses

The results from the previous section show profound changes in the European hydroclimate under the different AMOC sce-
narios. In this section we analyse the dry season responses and its drivers. The dry season length and intensity are shown in
Figure 4. Similar to the PPDY® at the end of the year, most European land surfaces display an increase in the dry season in-
tensity under all scenarios (compared to PI°") with the largest increase under the climate change simulations. The responses in
the dry season intensity are larger for RCP4.59% than for RCP4.55£, and larger for RCPS8.5 than for RCP4.5. Southern Europe
shows the largest changes in dry season intensity.

The dry season over the Netherlands (Figure 3) starts 2 — 3 weeks later and its intensity slightly drops by 5 to 20 mm (—2
to —7%) in PI°. As was argued before, this reduced dry season intensity is likely related to land-ocean exchanges and for
continental locations the dry season intensities increase under all scenarios (Figure A3). Nevertheless, for the two RCP4.5
scenarios we find an increase in the dry season intensity compared to their PI°", they increase by 8 % (RCP4.59%) and 28 %
(RCP4.52§), a factor of 3.5 difference in their relative increase. This demonstrates again the exacerbating effects of an AMOC
collapse. The largest increase for dry season length and intensity are found for the two RCP8.5 scenarios, the latter increases
by about 60 %. Even more striking differences are found for the local dry season in Sweden and Spain (Figure A3). The dry
season increases by 54% (40%) in RCP4.59g and by 72% (60%) in RCP4.52§f for Sweden (Spain), and for the two RCP8.5
scenarios this is at least a factor of 2 for both locations.

The drivers of dry season changes can be understood by decomposing the PPDI® into its precipitation and PETI® contri-
butions. Between regions the dry season length and period vary (Figures 4a,c) and hence we here consider a ‘fixed” dry season
between April and September, often referred to as the growing season. The growing season is characterised by relatively large
PET rates because of higher temperatures and greater solar irradiance compared to the winter period (Dullaart and van der Wiel,
2024). The responses over the growing season, as presented in Figure 5, show that the precipitation responses (first and third
column) are similar in all the collapsed AMOC scenarios. The RCP4.5¢3 is, again, the exception here and shows a relatively
small precipitation increase over Central and Northern Europe. These results indicate that an AMOC collapse contributes to
a greater dry season intensity through reduced precipitation rates, given that the PETY rates are somewhat similar between
RCP4.59% and RCP4.55%.

The precipitation responses over the growing season are not able to explain meridional dry season differences between
Southern and Northern Europe, which suggests a prominent role for PET9%Y, There are indeed meridional differences in the
PET® responses (Figure 5, second and fourth column). For both PI°f scenarios, the PET® responses are the opposite
compared to the precipitation responses. The PI°f scenarios have lower temperatures compared to PI°" (van Westen and
Baatsen, 2025) and hence reduce the PET9® rates. These opposing precipitation and PET% responses explain the relatively

limited responses in dry season length and intensity in PI°® (Figure 4e-h). For all climate change scenarios the PET9% increases
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Figure 4. (First and third column): The dry season length and (second and fourth column): the dry season intensity. For the PI°%, RCP4.5

and RCP8.5 scenarios, the dry season length and intensity are displayed as the difference compared to their PI°" scenario.
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Figure 5. (First and third column): The precipitation rates (colours) and mean sea-level pressures (contours) during the growing season
(April — September). (Second and fourth column): the PET? rates during the growing season (April — September). For the PI°, RCP4.5
and RCP8.5 scenarios, the precipitation rates, mean sea-level pressures and PETY rates are displayed as the difference compared to their

PI°" scenario. The markers indicate non-significant (p > 0.05, two-sided Welch’s t-test) precipitation and PET9% differences.
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under the higher atmospheric temperatures during the growing season, which is consistent with the intensification of the dry
season. Southern Europe warms relatively stronger under climate change and AMOC collapse, correspondingly the largest
PETI% responses are found there. This relatively strong warming can be attributed to soil moisture depletion, which enhances
the sensible heat fluxes while reducing the latent heat fluxes. Note that some parts of Northwestern Europe also cool under
RCP4.53% (van Westen and Baatsen, 2025).

The PETI® responses are largely driven by temperature changes under the different AMOC scenarios. However, changes in
wind speed and surface radiation may also contribute to PET9% responses. These contributions can be isolated by determining
PET® for the PI°® and only modifying a single PET9® variable. This variable is then obtained from the PI°, RCP4.5 or
RCP8.5 scenario. For each year in PI°", we combined all the 100 years from one of the other scenarios, effectively determining
10,000 different PET9® rates for the growing season. This procedure was done for each variable contributing to PETI®Y
(Equation (2)) to obtain their isolated response. Note that the near-surface temperatures (7},) and dew-point temperature (7gey)
are strongly related and induce the opposite response on PET9% changes. Hence for the temperature responses we consider
the combined 7, and T}y, changes, where T}, is mostly explaining the sign of the PET2Y changes.

The two most dominant contributions in the PET® changes are temperature (AT, & ATje) and net surface radiation
(AR,,), which are displayed in Figure 6. It is clear that the temperature responses explain most of the PET9% changes (com-
pare to Figure 5) and the other contributions (e.g., AR,,) are much smaller. There are regions that show significant PET2
responses under AR,, and these regions appear to overlap with the mean sea-level pressure anomaly patterns (see contours
in Figure 5). For the scenarios in which the AMOC collapses, anomalous high pressure regions are found near Northwestern
Europe. This anomalous patterns reduces cloud cover and enhances the net surface radiation through a larger (incoming) short-
wave contribution. The mean sea-level pressures decrease under RCP4.5%g, showing again an opposite response compared to

RCP4.555.
3.3 Drought Extremes

The previous sections showed climatologically drier conditions over Europe, based on these responses we expect more drought
extremes. These extremes are quantified by SPEI-6 < —1 (drought) and SPEI-6 > 1 (wet conditions), which have a probability
of about 17 % by definition and are shown in Figures 7a-d. All scenarios of PI°f, RCP4.5 and RCP8.5 result in higher
probabilities of drought and lower probabilities of wet conditions compared to their PI°" (Figures 7e-p). For the RCP4.573, the
SPEI-6"f changes are smaller than in the RCP4.5%¥, indicating that an AMOC collapse further exacerbates the projected shifts
to increased drought over Europe (Cook et al., 2020). Regions around the Mediterranean show again the largest changes, which
are most pronounced for the two RCP8.5 scenarios. These SPEI-6"! responses align well with the results from the previous
sections.

There is a persistent response over all calendar months (indicated by the markers in Figure 7) in the wet conditions over
most European land surfaces in the two PI°f scenarios, where extreme wet conditions become less likely. This can be attributed
to reduced precipitation over Europe under a collapsed AMOC and explains the homogeneous decline in (extreme) wet con-

ditions in PI°f. Such a response is also found when comparing RCP4.573 (Figure 7j) and RCP4.5§1’§f (Figure 71), where the
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Figure 6. (a & b): The PET* rates during the growing season (April — September) for PI°™ . (c — n): The PET differences during the
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Figure 7. (First and third column): The probability of drought for SPEI-6 and SPEI-6"°f over the 100-year periods. (Second and fourth

column): The probability of wet conditions for SPEI and SPEI-6"f over the 100-year periods. For the PI°®, RCP4.5 and RCP8.5 scenarios,

the change in probabilities are displayed as the ratio (e.g., R = SS¢8ario) compared to their PI°". The markers in panels e — p indicate that all

Pon

12 calendar months have the same sign of their response (either R > 1 or R < 1).
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latter scenario mainly shows less (extreme) wet conditions under a collapsed AMOC. Some regions show seasonally opposing
SPEI-6*°f responses (indicated by the absence of markers in Figure 7), which are mainly found over North(west)ern Europe.
For example, for Northwestern Europe and under the RCP8.5 scenarios, the winter and early spring have wetter SPEI-6"f
conditions, while the dry season has drier SPEI-6"°f conditions (cf. Figure 3). In summary, the isolated AMOC-induced re-
sponses substantially reduce the wet conditions and increase drought occurrence. An AMOC collapse in combination with

higher temperatures under climate change then mainly influences the drought extremes.
3.4 Dry Season Atmospheric Circulation Regimes

So far we have analysed the hydroclimate responses on yearly and seasonal timescales. In this section we present results on
European atmospheric circulation regimes that usually last a few days to weeks (i.e., sub-monthly timescale). Two MSLP
anomaly patterns from the k-means clustering are shown in Figure 8, together with their associated precipitation anomalies.
These specific two clusters are shown because they have maximum MSLPs (i.e., blockings) over Northwestern Europe and
induce below-average precipitation rates over Europe, they are also the clusters with the highest frequency (~ 20%). The
remaining clusters are shown in Figure A4 (clusters 3 & 4) and Figure A5 (clusters 5 & 6). Keep in mind that the MSLP and
precipitation anomalies are with respect to the scenario background state. The spatial patterns of the atmospheric circulation
regimes remain robust when comparing the different AMOC scenarios, though there are small displacements in the maximum
MSLP location and variations in the frequency of each regime. The different atmospheric circulation regimes during the
growing season appear to be resilient under different AMOC scenarios. The only exception is cluster 6, which shows more
variety when comparing the different AMOC scenarios, which is left for future analysis.

The induced precipitation anomaly from cluster 1 and 2 can be determined as their weighted sum, and specifically for the
PI°" scenario:
frefpref | frefpref

fref o fref )

. f f .o . . . .
with f7* and P;* the cluster occurrence frequency and precipitation anomaly, respectively, for cluster ¢ (= 1,2) and PI°". For

“)

ref __
Pl =

the PI°f, RCP4.5 and RCP8.5, a similar expression as in (4) can be used, however it is more relevant to analyse the precipitation

anomalies as:

p,,— NP1 F/2ls 5)

RS

The precipitation anomalies for the PI°f, RCP4.5 and RCPS8.5 are now weighted by the PI°" to take any frequency variations
into consideration. As the patterns in P; 5 are somewhat similar to P’{eg we display the differences compared to their PI°"
scenario (i.e. APy 3 =Pq 2 — Pfg), which are shown in Figure 9.

The two clusters induce negative precipitation anomalies over Northwestern Europe for all AMOC scenarios. The differences
in the precipitation anomalies, AP », are relatively small over the European continent. Although it appears that these two
atmospheric regimes become effectively wetter over the European continent compared to PI°". A westward displacement of

the MSLP maximum and more frequent cluster 1 for RCP4.53% (Figure 8i) induce drier conditions over the North Atlantic
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Figure 8. The area-normalised MSLP anomaly patterns in the growing season (colours) from the k-means clustering algorithm and their
frequency for the different AMOC scenarios. The circled markers indicate the maximum (red) and minimum (blue) in the MSLP anomaly

patterns. The contours show the associated precipitation anomalies (not normalised with area) for the given cluster.

Ocean. In summary, the typical weather regimes do not change much in their overall pattern nor frequency, but small spatial

variations may results in a slightly different precipitation anomaly patterns compared to the PI°" scenario.

4 Discussion

By analysing daily-averaged precipitation rates and reconstructed daily potential evapotranspiration rates in the Community
Earth System Model (CESM), we obtained daily water balances which were used to analyse the climatological potential
precipitation deficit, mean dry season responses, and changes in the frequency of drought extremes. The PI{g and PIg5 were
used as reference (i.e., the AMOC on state) and for comparison with the collapsed AMOC states (Plcl’g, PIZg) and climate
change scenarios (RCP4.59%, RCP8.5¢, RCP4.55, RCP8.55). In the PISH and PISH, both precipitation rates and PET9®Y
rates decrease, where the former is the most dominant response resulting in drier conditions. The PETI® rates decline as the

European climate cools under these scenarios (van Westen and Baatsen, 2025), which partly offsets the reduced precipitation

rates. The RCP8.55 and RCP8.53 both showed an AMOC collapse under the high emission scenario and have a similar
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Figure 9. The precipitation anomaly patterns from the k-means clustering algorithm for Pre‘c (PI°™) and AP » (PI°®, RCP4.5 and RCPS.5).

precipitation response as PIS and PISY. The PETY% rates in RCP8.5¢ and RCP8.55f, however, are strongly increasing
driven by higher atmospheric temperatures due to climate change, resulting in a more intense dry season and drought extremes.

The most interesting comparison is made between the two RCP4.5 scenarios as they differ in their AMOC regime. For the
RCP4.59%, the global climate and European climate warm and this scenario represents the isolated hydroclimate responses
under anthropogenic climate change with AMOC strengths close to present-day values (Srokosz and Bryden, 2015). The
RCP4.558 has the combination of both anthropogenic climate change and a collapsed AMOC. The ‘standard’ projected in-
creases in dry season intensity and drought extremes under climate change (e.g., Cook et al. (2020); van der Wiel et al. (2023))
are exacerbated under an AMOC collapse, consistent with previous regional analyses on AMOC tipping behaviour (Ritchie
et al., 2020; Laybourn et al., 2024). This highlights the importance of considering the potential of AMOC tipping behaviour in
studies and decision making on hydroclimatic topics.

The systematic analysis and decomposition of precipitation and PET9 responses reveal a drying response over Europe.
However, the ‘actual’ evaporation rates are constrained by the available soil moisture content. A reduction in precipitation (P)
due to an AMOC collapse will, in turn, lead to a reduction in evaporation (E). These opposing responses between precipitation

and evaporation result in a limited change in E minus P (Figure 10). The overall drying response under an AMOC collapse
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remains robust over Central Europe when analysing E—P. However, in Southern Europe, where soil moisture content is already
low, E—P decreases (i.e., wetter) under an AMOC collapse. The AMOC-induced drier conditions are less pronounced in E—P

and hence it is more useful to analyse the water balances (with P—PETd),

a) Evaporation, April - September, PIZ} b) E — P, April - September, PIZ3 <) Evaporation, April - September, PIg d) E - P, April - September, PIg2
70°N - =
5 = 3 z;fe?‘" 5 ﬁé’"
65°N z S = = 5 = S ) =
e | THIRESE  adnl ST adra @t EiE e
‘ IR« S W LR [ U I o SV 1 S| }Lf = 4
. ﬁ (Mﬁf“ SR+ Y | B2 @l . %’i i
£ E £ E g
E 50°N '/f;;’?/‘l 5 2 0 E '/));—f?ﬁ s !
2% a° 2%
45°N s 4 g
3 3
40°N r—‘#/r\/\)\ﬂ\\h m\.é-’ 14 -2 r——-'/(\/\)\\“\\\[ ,\r-é" 1d
35°N I 0 -3 iﬁ’ﬁﬂ? %\F 0
e) Evaporation, April - September, PIST g) Evaporation, April - September, PIT -P, - L PIS!
70°N 2 - R 2 - 5 ??«r
65N ) L L — L ~ S - L L
E’ ] [ ] Lo 7
60°N _ ( i/« 1 E 1 8 1 E T, & C/ {A
- oo | : bR S f&“
5 e (Al £ SN (A
, p;;;/«l o} TR T
A sooN £ { g £ {(
45°N -1 § -1 5 -1 E
o© o ©
J‘J /“\\h il N f”\\\\w Wi« i § fﬂ% méq
o e M'Siae it v Rl et e RS
i) Evaporation, April - September, RCP4.5%3 j) E=P, April - September, RCP4.593 k) Evaporation, April - September, RCP4‘545 1) E =P, April - September, RCP4.545
o il 2 ~ 1 T 2 2o [07 T
65N » i L L o ~ Lol RS .
° g |. o 5 oo g
60°N . gf‘ : ({/—\ 1 £ A gﬁd el (L//—» 1 8 1 E i, g“ . (i//—\
SN I Y el | IR e A W ﬁ‘f“ : s R U
T s SR S P | 2 o : s k2 @l
S e EEET T e f (BRI S D :
= o E - é £ o=
o < g D g
fﬂx\h méq : ﬁf“\\h Wiq i LT TN
350N 28 i">C\/ -2 2% L‘,C’! S
m) Evaporation, April - September, RCP8.5${f n) E— P, April - September, RCP8.5$]f , April - p) E - P, April - September, RCP8.531
70°N
2~ f%?" 2 = 2 - f
65°N & > > - = Le— >
= - °
B & i M . Ta @l R i o Farek
2 2 @IS ) M el SOl “;,f &
06 5N (W“ § (W‘-‘ s r*ﬁ\ ‘i;%wx’/if § 5%«./-4
5 e .l Jg,;/-* i [EER T A0
Q Qi 5 | QS{ 5 T 3 {
c |1 £ c
05 asen 1S 13 5 TR 12
3 L, g
ﬁﬂ\%\ m.éq : V“J/A”\\(\ Wéq N SRS S| Iy r“#f”\\h w,éq
35 Lo P A S e | i o] PN ) A i

0° 10°E 20°E 30 E 10°w 0° 10°E 20°E 30 E 10°w 0° 10°E 20°E 30°E 10°wW 0° 10°E 20°E BO“E

Frpg =0.18 Sv Frp =045 Sv

Figure 10. (First and third column): The evaporation rates during the growing season (April — September). (Second and fourth column): the
evaporation minus precipitation (E — P) rates during the growing season (April — September). For the PI°™, RCP4.5 and RCP8.5 scenarios,
the precipitation rates and E — P rates are displayed as the difference compared to their PI°" scenario. The markers indicate non-significant

(p > 0.05, two-sided Welch’s t-test) differences.

365 As was argued in van Westen and Baatsen (2025), the CESM version used here has different biases compared to reanalysis

(ERAS) data. There is for example less precipitation during the growing season (Figure A2), while having more precipita-
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tion during the winter season (not shown). This is a typical bias found in the models participating in the Coupled Model
Intercomparison Project phase 6 (CMIP6) (Osso et al., 2023). The precipitation bias during the growing season could induce
higher near-surface temperatures, as sensible heat fluxes are favoured over latent heat fluxes under relatively dry conditions.
These higher near-surface temperatures then enhance PETY® rates. However, the PET9% was mostly influenced by much
more (+20%) solar radiation over Europe in PI{§ and PI3E compared to reanalysis. This solar radiation bias suggests a poor
cloud representation in CESM, which is a well-documented climate model bias (Wild et al., 1996; Soden and Held, 2006; Chen
et al., 2022). Although the CESM version used here shows persistent hydroclimate biases, we assumed that those biases remain
constant when comparing the different AMOC scenario. Note that climate models are tuned under a strong AMOC state and
hence this assumption is likely not valid for the collapsed AMOC state. We do expect that the AMOC-induced changes are
(much) larger than variations in climate model biases, but this cannot be tested.

Part of these biases can be attributed to the 2° atmospheric horizontal resolution in our CESM simulation. This resolution
allows to resolve the synoptic scale and mesoscale features are parameterised. Enhancing the atmospheric horizontal resolution
to 0.25° does not substantially improve European precipitation biases in the CESM (Chang et al., 2020), and possibly an
even higher resolution is required to resolve all relevant (sub)mesoscale processes (Hentgen et al., 2019). A higher horizontal
resolution, however, can improve the representation of atmospheric blocking regimes (Michel et al., 2023). For the latter, we
found no substantial responses in the atmospheric circulation regimes under the different AMOC regimes.

Another point to consider is the imposed freshwater flux forcing F'g7, to obtain a more sensitive AMOC under climate change,
which essentially acts as an AMOC bias correction as well. The latest generation climate models have an overly stable AMOC
and likely underestimate the risk of AMOC tipping under climate change (Van Westen and Dijkstra, 2024; Vanderborght et al.,
2025). Although this bias correction is far from ideal, it allows us to analyse the two RCP4.5 scenarios where the AMOC-
induced responses were most striking. It would be interesting to conduct a similar hydroclimate analysis using other climate
models that have a substantially weaker AMOC strengths under hosing and/or climate change (Jackson et al., 2023; Romanou
et al., 2023; Saini et al., 2025). At least for European precipitation, the CESM results are comparable with that of CLIMBER-2
(Rahmstorf and Ganopolski, 1999), HadCM3 (Vellinga and Wood, 2002), EC-Earth3 (Bellomo et al., 2023) and HadGEM3
(Ritchie et al., 2020). Since changes in PETI® are primarily driven by near-surface temperatures, we expect a robust drying
response during the growing season across climate models that simulate an AMOC collapse under climate change. Such a
model intercomparison analysis would aid in improving drought projections under an AMOC collapse scenario, given that

CESM exhibits substantial biases over several European regions.

S Summary

In this study, we presented results on the European hydroclimate responses for eight scenarios with different combinations
of AMOC strength (with and without collapse) and anthropogenic climate change (pre-industrial, RCP4.5 and RCPS.5). The
analysis focussed on the European continent, a region that shows relatively large responses in its climate mean state under a

collapsing AMOC (van Westen et al., 2024b, 2025b). The aim of this study was to provide a quantitative assessment of the
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400 balance between precipitation and potential evapotranspiration changes under different AMOC regimes in the CESM. The
results indicate that the annual mean precipitation and the precipitation over the growing season (April — September) decline
under a collapsed AMOC. The growing season is expected to have more droughts under climate change (Cook et al., 2020;
van der Wiel et al., 2023) and an AMOC collapse exacerbates this drying response.

A more intense dry season and more droughts can have severe societal and ecological impacts (Ritchie et al., 2020; van der

405 Wiel et al., 2023; Laybourn et al., 2024; Lee et al., 2025; van Thienen et al., 2025). Given the societal and ecological relevance
of the here noted impacts, hydroclimate projections for the (far) future need to consider the exacerbated effects of a potential
weaker or fully-collapsed AMOC state. Note that we do not expect that the AMOC reaches a fully-collapsed state before
2100, given that it takes more than 100 years to reach a substantially weaker AMOC state (van Westen et al., 2024b). If the
AMOC begins to collapse, transient responses are expected to dominate first and the presented drier hydroclimate conditions

410 are expected (far) beyond 2100.

Code and data availability. All model output and code to generate the results are available at: https://doi.org/10.5281/zenodo.16905376. The
hourly-averaged PET in ERAS, which was converted to daily averages, are accessible at: https://doi.org/10.5523/bris.qb8ujazzda0s2aykkvOoqOctp
(Singer et al., 2021). The hourly-averaged ERAS data (used for daily-averaged temperatures) can be accessed at: https://doi.org/10.24381/cds.adbb2d47,
the monthly-averaged ERAS data is found at: https://doi.org/10.24381/cds.f17050d7.

415 Appendix A: Derivation of monthly-varying and daily-varying PET rates

To obtain a monthly-varying PET, the first step is to split the PET into a daytime and nighttime contribution to account for the

G dependency:
daytime 37 _
PETdaytime — 0408A(09Rn ) + 7 (Ta+273'15) UQ(eS 6(1) (Al)
and
0.408A 0'5Rnighttime + ( 37 ) us(es —eq
420 PETMEhttime _ ( n )+ T.+273.15 2( ) (A2)
A+ (14 0.34us)
The daytime and nightime net surface radiation are defined as:
R;ilaytime _ R;laytime _ Rla (A3)
Rzightime =0— Rla (A4)

with RJavtime the net shortwave radiation at the surface during daytime, and R; the net longwave radiation at the surface.
425 All variables in relation (A1) through (A4) are determined using monthly-averaged data. The monthly-averaged net shortwave

radiation at the surface (i.e., R;) is biased to zero because of nighttime contributions and needs to be corrected using the day
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length. For the day length calculation (e.g., see Sproul (2007)), we require the solar hour angle (wy), which is a function of the

latitude (¢) and sun declination angle (4):

coswp = —tangtand, (AS)

365

with d the day of the year (d =1 — 1 January, omitting leap years). The trigonometry functions and quantities are in degrees.

d—172
5 — 23.45° xcos( 7 360°>, (A6)

wo
15°

wo

155 hour. Note that we do not

hour and local sunset at 74t = 12+

The local sunrise (at z = 0) is then at Tyjse = 12 —
consider time corrections for the longitudinal coordinate and altitude variations, the latter hardly influences the results. Finally,
the day length (in hours) is given by:

9 X0
15°

We introduce the daytime scaling factor, f,. = 27—4, to adjust the monthly-averaged net shortwave radiation (R). For example,

(AT)

T = Tset — Trise —

consider the local R, =150 W m~2 at ¢ = 49.5°N for a random June, with the associated monthly-averaged 7 = 16 hours
and f, = 1.5. The daytime net shortwave radiation is then RI®¥'me — ¢ R_— 225 W m~2. Keep in mind that at the higher
latitudes the day length can be zero (i.e., the polar nights), the net shortwave radiation is then by definition zero and we omit
the daytime scaling factor in these cases.

The last step is to determine the local and monthly-averaged PET, indicated by PET™°"*"and is calculated as:

. 1—71 . .
PETmonth _ lPETdaytlme PEnghttlme. A8
24 + 24 (A%)

Instead of using the monthly-averaged temperatures, we can also use the daily-averaged temperatures in combination with
the remaining monthly-averaged variables. We follow the same steps from (A1) through (AS), but then have a daily-varying
PETdavtime and PETmighttime and we refer to this quantity as PET9%. The advantage of PETI® over PET™°™" is that day-
to-day fluctuations are partly represented, as PET is strongly dependent on temperature. More details on the calculations of
PETI% and PET™°™" are provided in the openly-available Python codes.

Below in Figure Al, we present the PET comparison over the growing season (April — September), the annual PET com-
parison is available in the Zenodo repository. Differences from PET are relatively small in both PET® and PET™°™" (Fig-
ures Alb,c). The area-weighted root-mean-square deviation over the shown land surfaces is 0.11 mm day~! for both PET9&Y
and PET™°"th There are relatively large PETY® and PET™°"h deviations over Scandinavia, which can partly attributed to
the relatively low PET rates there. The hourly-averaged PET rates were converted to daily averages and monthly averages to
determine the root-mean-square error (RMSE) for PETI% and PET™ ™" respectively (Figures Ald,e). For example, the local

and daily RMSE was determined as:

T
RMSE = % 3 (PETday(t) - PET(t)) . (A9)

t=1
with T' the number of days and PET the daily-averaged PET (from hourly averages). The RMSE in PET™° ! is substantially
smaller than the RMSE in PET® and can be explained that the monthly-averaged PET is quite close to PET™°"*" However,
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comparing PET™"th to daily-varying PET (as is done for PETI%) results in larger RMSE in PET™°™" (not shown) than the
RMSE for PETY% The daily temperature fluctuations are (partly) represented in PET9% and hence closer to the daily-varying
PET. We also determine the seasonally-integrated PET® and PET™°™*" at the end of the growing season:

30 Sep
PET® = / PET()dt’, (A10)

1 Apr

with the local RMSE at the end of the growing season given by:

1

2
RMSE™ = | =3 (PETday’end(t) - PETend(t)) , (All)

t=1
with Y the number of years (with a similar expression for PET™°"*h) The RMSE®"! are shown in Figures Alf,g and the
differences are less than 30 mm over most land surfaces and end of growing season, boiling down to an error of a few percents
as the seasonally-integrated PET is typically more than 550 mm.

In summary, the PET9% rates may deviate from the daily-averaged PET and one must be careful with the interpretation
of day-to-day PETY® but for longer time scales (weeks to months) the PET% is close to PET. We conclude that averaging
hourly data gives reasonable PET rates in ERAS. This approach can then also be applied to global climate model output, where
relevant climate variables are determined at a high frequency (typically < 60 minutes) and are subsequently averaged to daily

or monthly values to limit data storage.
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Figure Al. (a): The hourly-averaged PET (i.e., truth) for the growing season (April — September) in ERAS (1981 —2023). (b & ¢): Similar
to panel a, but now the PETY% and PET™°™! expressed as the relative difference from PET. (d & e): The root-mean-square error (RMSE)
for PET® and PET™°™" against the hourly-averaged PET. (f & g): The RMSE at the end of the growing season (RMSE®™?) by integrating
hourly-averaged PET, PET® and PET™°™*" over the growing season.
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Figure A2. The precipitation, near-surface (2-meter) temperatures, 10-meter wind speed, net surface shortwave radiation, and net surface
radiation for ERA5 (1981 — 2023), PI?§ and PI35. The climate variables are determined over the growing season (April — September). For

the PI°" scenarios, the climate variables are displayed as the difference compared to ERAS5.
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Figure A3. Similar to Figure 3, but now for 60°N and 15°E (Sweden)
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Figure A4. Similar to Figure 8, but now for clusters 3 and 4.
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Figure AS. Similar to Figure 8, but now for clusters 5 and 6.
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