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Abstract. Antarctic near-surface winds play a key role in shaping the local climate of Antarctica. For instance, they trigger
drifting snow and reduce the amount of precipitation reaching the ground. Despite their importance, substantial uncertainties
remain regarding their future changes over the continent associated with global warming, especially in winter. Here, we analyse
projections of winter near-surface winds in Antarctica produced by four CMIP6 Global Climate Models downscaled by a
regional atmospheric model adapted for the study of polar regions. Our analysis first demonstrates that the downscaling helps
to improve the representation of near-surface winds at present day. On the continent, projected changes in July wind speeds
between the late 21°" and 20%" centuries reveal considerable regional variability, with opposing trends depending on the area
and model used. Nevertheless, the 4 models used agree on a significant strengthening of near-surface winds in Adélie Land,
Ross ice shelf and Enderby Land and a significant weakening in some coastal areas, such as the Shackleton ice shelf, the
Amundsen embayment region and the Filchner ice shelf. Using the momentum budget decomposition, we separate and quantify
the contributions of different drivers to future changes in wind speed. These drivers include local forcings related to the
net radiative cooling by the iced surface as well as large-scale forcing. We distinguish two types of local forcing: katabatic
forcing (linked to the presence of a slope) and thermal wind forcing, which arises from horizontal gradients in the depth of the
radiatively cooled surface layer. We project a significant decrease in both katabatic and thermal wind accelerations. Because
in a warming climate they act to increase the wind speed in opposite directions, we find an overall compensation effect of
the changes in katabatic and thermal wind at the margins of the continent, while large-scale forcing exhibits both significant
increases and decreases depending on the location. Ultimately, we find that most significant strengthening of near-surface
winds originate from strengthening in the large-sale forcing while most significant weakening of near-surface winds can be

attributed to changes in the surface forcing.
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1 Introduction

The extraordinarily strong and persistent winds are a defining characteristic of Antarctica’s climate. They include powerful
westerlies over the ocean and easterlies at the ice sheet margins. In the interior, near-surface winds are predominantly directed
downslope and play a major role in shaping the Antarctic climate as they trigger drifting snow (Amory, 2020), they indirectly
influence sea ice formation (Holland and Kwok, 2012), the amount of precipitation reaching the ground (Grazioli et al., 2017),
the stability of the boundary layer (Vignon et al., 2017) and they can play a determining role in triggering rapid ice shelf
collapse (Cape et al., 2015).

Near-surface Antarctic winds result from both large-scale and surface pressure gradients (Van den Broeke and van Lipzig,
2002; Bintanja et al., 2014a; Davrinche et al., 2024), whose relative magnitudes in future projections are yet uncertain. Large-
scale forcing is intrinsically linked to the leading modes of variability in the Southern Hemisphere: the Southern Annular
Mode (SAM) and the El Nifio—Southern Oscillation (ENSO). The SAM is quantified by the SAM index, which represents the
zonally averaged sea-level pressure gradient between 40°S and 65°S (Marshall, 2003). ENSO is characterized by the Southern
Oscillation Index (SOI), computed as the sea-level pressure difference between Tahiti and Darwin (Bromwich et al., 2004).
Both SAM and ENSO influence the strength and position of the Amundsen Sea Low, a persistent low-pressure center in the
Amundsen Sea sector (Raphael et al., 2016), which in turn modulates the frequency and trajectories of cyclones in West
Antarctica (Fogt et al., 2012). In addition, surface forcing creates two additional pressure gradients. The first is a katabatic
pressure gradient, which is proportional to the strength of the temperature inversion and the slope angle. This pressure gradient
develops in sloped regions due to the quasi-permanent radiative cooling by the ice sheet (Phillpot and Zillman, 1970). The
second is a local thermal wind pressure gradient, which is created by horizontal gradients in the depth of the temperature
deficit layer. Thermal wind acts to replenish the pressure low created by the downslope displacement of air.

At present day, large-scale forcing dominates the variability of near-surface wind speed in the interior, while closer to the
coast, both the katabatic and large-scale accelerations significantly contribute to the 3-hourly timescale variability (Davrinche
et al., 2024). In future projections, however, the evolution of each family of forcing and their relative magnitude remains
uncertain. On the one hand, the increase in GHG concentration causes a decrease in net upward longwave radiation at the
surface (Mitchell, 1989). As a consequence, the temperature inversion and thus the katabatic forcing should decrease (Van den
Broeke and van Lipzig, 2002; Bintanja et al., 2014b). On the other hand, the increase in GHG concentration drives the SAM
towards a more positive phase by the end of the 21* century (Miller et al., 2006; Fogt and Marshall, 2020; Goyal et al., 2021),
while the effect on the SOI remains highly uncertain (Beobide-Arsuaga et al., 2021; Ren and Liu, 2025). Thus, models predict a
strengthening and poleward shift of the westerlies, and a weakening of coastal off-shore easterlies during summer (Bracegirdle
et al., 2008; Langlais et al., 2015; Hazel and Stewart, 2019; Neme et al., 2022). However, the trend of the large-scale forcing
over the continent itself is unknown. In winter, changes in the zonally averaged SAM are indeed weaker. Therefore, Bracegirdle
et al. (2008) hypothesized that the impact of the SAM does not have the ability to penetrate sufficiently southward to influence
the large-scale forcing of coastal on-shore and mid-slope easterlies. However, under a doubling of CO-, Van Den Broeke et al.

(1997) and Turner et al. (2013) showed that the circumpolar trough is locally enhanced in specific locations where sea ice is
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completely removed (e.g., north of Ross and Amery ice shelves and north of the Peninsula). Although there is a consensus on
the reduction of surface forcing in climate projections (van den Broeke et al., 2002; Bintanja et al., 2014b), large uncertainties
remain regarding the evolution of the large-scale forcing around the coastlines of Antarctica in winter, and even more in the
interior. Because of the zonal asymmetries in the changes of sea-level pressure around Antarctica, we expect to find zonal
asymmetries in the evolution of the on-shore large-scale forcing as well.

Most studies on the future evolution of near-surface winds in Antarctica across different models focus on direct monthly
wind speed output of GCMs (Neme et al., 2022; Bracegirdle et al., 2008). Davrinche et al. (2024) showed the importance of
boundary layer processes in accurately representing the surface wind. However, GCMs often do not include an appropriate
representation of the physics of the Antarctic boundary layer: Smith and Polvani (2017) show evidences of misrepresentation
of the west-east Antarctica differences in the near-surface temperature field while Cuxart et al. (2000) mentions that GCMs
commonly fail to represent the stability of the boundary layer. Here, we alleviate this shortcoming of GCMs by dynamically
downscaling GCM with the polar-oriented regional atmospheric model MAR (Section 2.2). This ensures a better resolution
of the ice sheet topography as well as a more realistic simulation of boundary layer dynamics achieved through adapted
parametrizations of the interactions between the snow/ice surface and the atmosphere, as well as higher resolution vertical
spacing near the surface.

In this paper, we investigate the projected changes of Antarctic winter near-surface winds under a high-emission scenario,
focusing on the respective response of katabatic and large-scale forcings. We focus on the Antarctic continent, where slopes
allow katabatic winds to form, and on the winter season, since it is the season for which both the katabatic forcing and the mean
wind speed are the highest (Davrinche et al., 2024). We mitigate GCM limitations used in previous studies by using the regional
atmospheric climate model MAR to dynamically downscale four recent CMIP6 GCMs carefully selected on their ability to
represent the large-scale circulation in polar regions. We use the momentum budget decomposition to analyse how each family
of drivers evolves in the different downscaled GCMs. In addition to Bintanja et al. (2014b), we evaluate the representativeness
of the results by performing this analysis on four recent CMIP6 GCMs carefully selected on their ability to represent the large-
scale circulation in polar regions. It enables us to mitigate single-model analysis issues and to test how robust potential changes

are.

2 Materials and Methods

2.1 Selection of AWS using ERAS

2.1.1 The AntAWS dataset

We use the monthly AntAWS dataset provided by Wang et al. (2023) that compiles all the available Automatic Weather
Station (AWS) data in Antarctica from 1980 to 2021. For all 267 stations (except Zhongshan which is on a mast at ~10 m
from the ground), data are collected at a height of ~3 m above ground level (agl), although the height of the wind sensor

is poorly controlled and varies greatly between 1 and 6 m (Wang et al., 2023), depending on the initial sensor height and
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snow accumulation rate. According to the logarithmic theoretical profile of wind speed in the boundary layer, with a constant
roughness length zp =1 mm (Vignon et al., 2017), we estimate the maximum correction between wind speed measured at
the real height of the sensor and wind speed at 3m to be between -10 % (for the correction from 1 to 3m) and 7 % (for the

correction from 6 to 3m) of the theoretical value:
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Data are collected every 3 hours and monthly averages are computed when at least 75 % of the 3-hourly observations are
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available in a month, based on Kittel et al. (2021). An additional quality control is performed in which wind speed exceeding
60 ms~! orequal to 0 m s~ are discarded. If wind speed and direction remain constant for 2 consecutive timesteps, values are
discarded, as it might be due to sensors being frozen. Other values were flagged and validated or discarded based on a visual
comparison with reanalysis datasets (ERAS5). This includes rapidly changing values of wind speed (i.e., two consecutive values
with a difference greater than 21 ms~!) and values outside of the likelihood interval of 3 standard deviations from the mean

value, based on the criteria described in Lazzara et al. (2012).
2.1.2 ERAS reanalysis

ERAS is the latest reanalysis produced by the European Centre for Medium-Range Weather Forecasts (Hersbach et al., 2020).
Its horizontal spatial resolution is ~31 km and outputs are given at a hourly frequency. The assimilation system (IFS Cycle 41r2
4D-Var) uses 10 members to produce a 4D-Var ensemble of data assimilation (Hennermann and Guillory, 2019). Among vari-
ous reanalysis products (MERRA-2, JRA-55, ERAI NCEP2, and CFSR), ERAS has been shown to perform best in capturing
monthly averaged wind speeds (Dong et al., 2020).

2.1.3 Selection of AWS based on dataset length, and computation of the reference climatology

We want to create a climatology of the winter wind speed in Antarctica in order to have a reference to study the potential
evolution of wind speed by the end of the 21% century. Therefore, we need datasets long enough to accurately represent the
historical climatology. AWS data are only available during austral winters for almost 50 % (128 out of 267) of the stations.
For computational cost purposes, our study focuses on the winter month of July. We screen for the availability of observations
during this month. In order to test whether datasets are long enough to be representative of a climatological period, we compute
using ERAS the minimum value of NV j,;, for which the standard error on the mean value of the July wind speed between
1980 and 2020 is inferior to 5 % of the mean value (see Supplementary Section S1.1). We conclude that selecting stations
for which the number of July observations at each station NV ;,,,, is greater than 10 is a reasonable criterion that enables a fair
representation of the climatology of July wind speeds (Figure S1). As a result, out of 267 stations listed in the AntAWS dataset,
we consider that only 28 of them are suitable to evaluate GCMs. These stations are presented in Fig. 1 and their elevation ranges

from 30 to 3350 m above sea level (Table 1). For the 28 pre-selected AWS stations, the datasets exhibit no significant trend
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Figure 1. Elevation, from Bedmachine 3 (Morlighem et al., 2020) (a) over all Antarctica, (b) zoomed on the black rectangle area. Superim-
posed are the 28 pre-selected AWS. Stations that have been discarded because of the inability of ERAS to properly represent winds at these

locations (see Sect. 2.1.4) are underlined. Red dashed contours indicate the Transantarctic mountains.

between 1980 and 2020, with values of the linear trend computed with ERAS monthly July wind speed ranging between -0.08
and 0.1 ms~! decade 1.

Furthermore, we compare the averaging of ERAS wind speed over the 1980-2020 period or over the period available for
each AWS, and we find differences lower than 0.4 ms~! in absolute value or 5 % of the mean value over 40 years (Figure S2).
Therefore, we are confident that we can use the climatology at the 28 selected stations of the AntAWS dataset to evaluate the

climatological historical mean of the GCMs over the period 1980-2000.
2.1.4 Exclusion of sites near complex topography

GCMs have limited capacity to resolve local processes that influence regional climate, such as complex topography, land—sea
contrasts and boundary layer convective processes (Di Virgilio et al., 2022). For a fair evaluation of GCMs, we do not want
to analyze locations for which the topography is too specific and the resulting atmospheric dynamics will not be resolved by
the models, e.g., close to the Transantarctic mountains or at the boundary between the ocean and the continent. We decided
to exclude stations for which ERAS wind speed in the nearest grid cell shows poor agreement with observed wind speed, as
we do not expect GCMs to perform better than the reanalysis over the period of available AWS observations. We consider the

following metrics, computed for monthly or annual means:
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— the Pearson correlation coefficient (R) of ERAS and AWS mean wind speed

— the normalized bias B = (|[Veras| — |[Vantaws|)/|Vantaws|
— and the normalized standard deviation oy = 0prAs /0 AntAW S

We compute these three metrics for July and for each station and we assign a score equal to 1 if |R| > 0.5 or B <30%
or 0.5 <oy < 1.5, and -1 otherwise. Finally, we combine the scores into one total performance score (TPS) per station,
computed as the sum of each individual performance score. This TPS is comprised between -3 and 3. Results are presented
in Table 1 and Figure S3. We discard stations with a negative TPS, as it corresponds to half of the metrics exhibiting a poor
performance score (Cape Bird, Windless Bight, Gill and Marble Point). These four stations exhibit the largest biases in terms of
temporal variability (R < 0.3 and o > 2, which indicates that the variability in ERAS is underestimated) and mean amplitude
(B > 30%, which indicates that ERA5 overestimates the mean value of the wind speed). Additionally, these stations are all
located at the foot of the Transantarctic mountains (Fig. 1), which justifies their exclusion in the quantitative analysis. The 24
remaining stations, which cover locations from the coast to the plateau) are then listed in Table 1, above the double horizontal

line.
2.2 Climate models
2.2.1 The regional atmospheric model MAR

The Regional Atmospheric Model MAR is a polar-oriented model which includes snowpack physics and its interactions with
the atmosphere. It is a hydrostatic model whose primitive and prognostic equations have been extensively described in Gallée
and Schayes (1994) and Gallée (1995). The turbulent scheme is well adapted to stable boundary layers, which is well suited
for the study of polar regions. Additionally, the roughness length is parameterized as a function of surface air temperature
to take into account the effect of sastrugis and is fitted to match observations of the temporal variability of wind speed in
Adélie Land (Amory et al., 2017; Vignon et al., 2017; Agosta et al., 2019). The topography of the model is fixed, and derived
from Bedmap 2 (Fretwell et al., 2013). We use 3-hourly model outputs on the standard Antarctic polar stereographic grid at
a horizontal resolution of 35 km. The vertical spacing is in o coordinates with 12 levels between ~2 m and ~1000 m above
ground level. MAR is forced every 6 hours at the top of the atmosphere (wind and temperature, above 10 km) and at its lateral
boundaries by large-scale atmospheric fields (wind, temperature, specific humidity, pressure, sea surface temperature, and sea

ice concentration).
2.2.2 Selection of four Global Climate Models among CMIP6

We forced MAR with four GCMs from CMIP6: IPSL-CM6A-LR (Boucher et al., 2020), UKESM1-0-LL (Sellar et al., 2019),
MPI-ESM1-2-HR (Mauritsen et al., 2019) and CNRM-CM6-1 (Voldoire et al., 2019). CMIP6 models are the latest GCM
simulations from the Coupled Model Intercomparison Project (Eyring et al., 2016). Output of these models are regridded to
MAR’s 35km polar stereographic grid using a bilinear interpolation.



Table 1. List of AWS used to evaluate July wind speed and associated characteristics: longitude (Lon), latitude (Lat), elevation in MAR,
real elevation, local slope in MAR and Total Performance Score (TPS, as described above). In the station name column, bracketed (C)
corresponds to location where the corresponding grid-point of the model is at the interface between the continent and the ocean and bracketed
(TM) correspond to locations close to the Transantarctic Mountains. The stations below the double horizontal line were excluded from the

analysis, based on their low Total Performance Score (TPS, see Sec. 2.1.4)

Station name Njuy o/ \?| Lon Lat Elevation  Real elevation Slope TPS
(%) ©) () (m,MAR) (m) (mkm™")
D-47 14 7.6 138.73  -67.39 1630 1560 7 3
D-10 (C) 14 6.2 139.84  -66.71 320 240 15 3
Clean Air 17 15.6 0.0 -90.0 2800 2840 2 3
Byrd 15 11.8 -119.44  -80.01 1520 1540 2 3
Elaine 12 22.1 17424  -83.07 70 60 1 3
Mizuho 14 9.7 44.29 -70.7 2280 2260 4 3
Schwerdtfeger (TM) 32 19.7 170.36  -79.82 60 50 0 3
Relay Station 20 10.9 43.06  -74.02 3350 3350 2 3
Laurie II (C, TM) 13 17.8 170.74  -77.43 0 30 0 3
Henry 18 12.8 -0.41 -89.0 2830 2880 1 3
Ferrell (C, TM) 14 18.1 170.82  -77.78 40 40 4 3
Erin 13 8.3 -128.87  -84.9 920 990 6 3
Theresa 20 13.5 -115.85  -84.6 1740 1450 10 1
Dome C 13 16.5 123.0 -74.5 3230 3280 1 1
Dome CII 23 18.4 123.35  -75.11 3260 3250 0 1
Baldrick 12 6.7 -13.05  -82.77 1970 1970 3 1
aws05 14 11.8 -13.17 -73.1 450 360 8 1
aws06 11 10.4 -11.52 -7447 1050 1160 9 1
aws09 20 16.7 0.0 -75.0 2870 2900 1 1
Marilyn (TM) 21 17.8 165.77 -79.9 60 60 0 1
Willie Field (TM) 16 13.9 166.92  -77.87 20 10 3 1
Vito (C) 11 15.0 177.83  -78.41 50 50 0 1
Lettau 21 19.4 -174.59 -82.48 60 40 0 1
Nico 20 15.0 90.02 -89.0 3020 2980 2 1
Marble Point (C, TM) 34 15.1 163.75  -77.44 70 110 10 -1
Gill 12 15.1 -178.54  -79.82 50 50 0 -1
Windless Bight (C, TM) 15 15.0 167.67  -77.73 30 40 6 -3
Cape Bird (C, TM) 16 18.5 166.44  -77.22 0 40 5 -3



165

170

175

180

Table 2. List of selected GCMs with climate characteristics: Earth’s equilibrium Climate Sensitivity (ECS) (Flynn and Mauritsen, 2020),
horizontal resolutions (Williams et al., 2024), and storyline of projected Sea Ice Extent (SIE) and Stratospheric Polar Vortex (SPV) strength
(Williams et al., 2024). SIE + (SIE-) corresponds to a storyline with a low (strong) projected SIE (when compared to the multi-model mean
of CMIP6) while SPV+ (SPV-) corresponds to a storyline with a strong (weak) projected SPV strength.

Model Institution  Resolution ECS  Winter storyline
SIE SPV
IPSL-CM6A-LR IPSL 250 km 450  + +
UKESM1-0-LL, MOHC 250 km 5.31 + -
MPI-ESM1-2-HR MPI-M 100 km 2.84 - +
CNRM-CM6-1 CNRM- 250 km 4.81 - +
CERFACS

CMIP6 models are selected based on their ability to represent the current climate at both poles (> 50° N in the Arctic and
< 40°S in Antarctic). For this selection, nine metrics are considered: annual 500 hPa geopotential height, annual sea level
pressure, summer sea surface temperature, winter sea ice concentration, annual and summer temperatures at 850 and 700 hPa.

We chose to study CMIP6 GCMs that are representative of a large range of climate sensitivity typical of CMIP6, and have
a low fraction of implausibility for both poles and for all metrics. "Fraction of implausibility" is defined for each metric as
the portion of the surface where the difference between historical averages in the model and ERAS is greater than a plausible
threshold set at 3 times the ERAS interannual standard deviation (Agosta et al., 2022). This leads us to select IPSL-CM6A-
LR, UKESM1-0-LL, MPI-ESM1-2-HR and CNRM-CM6-1 referred to in this paper as IPSL, UKESM, MPI and CNRM.
Note that all of these models are Earth System Models, except for CNRM-CM6-1 which does not include interactive ocean
biogeochemistry nor atmospheric chemistry (Voldoire et al., 2019).

The choice of these four models for our study is supported by another study by Williams et al. (2024) where these models
were classified among the best performing in winter when comparing their sea ice extent (SIE), surface air temperature, zonal
wind at 850 and 50 hPa to ERAS. Furthermore, these models are representative of the large variability of plausible patterns of
responses to climate change among CMIP6 models and can be expected to exhibit different patterns in wind-speed changes by
the end of the 21°* century. For example, Williams et al. (2024) noted that they correspond to different storylines for Antarctica,
using winter SIE and Stratospheric Polar Vortex (SPV, linked to the strength and position of the surface westerlies, Table 2)
as predictors. Additionally, they have different Earth’s Equilibrium Climate Sensitivity (ECS, corresponding to the change in
temperature at equilibrium that would result from a doubling of COs), which is a proxy for the intensity with which the model
warms the Earth’s surface temperature. While UKESM has one of the strongest ECS of all CMIP6 models, MPI exhibits one

of the lowest.
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2.2.3 Experiments

We use a high emission scenario (SSP585) to test the sensitivity of wind speed to climate change with a strong warming of
the continent. The expected global radiative forcing by 2100 with this scenario is +8.5 W m~2 (IPCC AR6, 2023). We then
force MAR by one member of each of the four GCMs (rlilplfl for all models except CNRM-CM6A-1, which is forced by
rlplilf2). Here, we define the historical reference period as 1980-2000 and compare this period with the end of the 21 century
(2080-2100), as in Bracegirdle et al. (2020). We study the change in the monthly-mean July near-surface wind speed at 10 m
(sfcWind in CMIP6) averaged over 20 years, between these two periods.

2.2.4 Statistical significance

In order to test the statistical significance of changes in 10 m wind speed or any related variable between the end of the 21% and
the 20™ century, we apply the non-parametric Kruskal-Wallis test (Kruskal and Wallis, 1952). This test (also called one-way
ANOVA on rank) is performed at a level of significance of 80 %. It has been used in multiple previous studies to assess past
or future changes (Machado and Calliari, 2016; Marshall et al., 2017; Casado et al., 2023, e.g.,). This test assesses that one
sample (e.g., July mean monthly wind speed between 2080 and 2100) has significantly higher or lower values than another one

(e.g., July mean monthly wind speed between 1980 and 2000).
2.3 Momentum budget decomposition
2.3.1 Equations

The momentum budget decomposition is a useful tool for identifying the drivers of wind speed variability in Antarctica
(Van den Broeke and van Lipzig, 2002; Bintanja et al., 2014b). The method is described extensively in Davrinche et al.
(2024). For each model downscaled by MAR, we compute the momentum budget in the cross- and downslope directions and

we decompose it into 6 different accelerations, defined as follows:

Horizontal  Coriolis  Vertical advection  Large-scale  Thermal wind Katabatic
advection & Turbulence
Cross-slope: ADVH COR TURB LSC THWp KAT
ouU oU U oU  duw g 00
— = U—-V— \%4 W —-—— —fV = —
ot ox oy +f 0z 0z Vise +00 Ox
Downslope:
oV ov. oV oV dvw g 00 g . .
— = U—-V— - -W———— - A 3
o or oy v Wer =%, HUso Thooy gt O

where (U, V) are the horizontal components of the wind in the cross- and downslope direction, « is the local slope, 6 is the

potential temperature, and 6, is the background potential temperature described in Davrinche et al. (2024). 6, represents the



210

215

220

225

230

235

240

extrapolation down to the surface of the potential temperature in the upper part of the atmosphere, where surface processes do
not come at play. Af represents the temperature deficit, i.e., the difference between the background and the actual potential
temperature. g is the vertically integrated potential temperature deficit from the top of the inversion layer. Above the inversion
layer, as 6 = 0y, both Af and 0 become zero. While the latter are linked to the influence of the surface on the vertical potential
temperature profile, 6 is related to the synoptic forcing and is used in the computation of the large-scale components of the

winds Vs and U gc:

R
i =+ (2) (%)
n(p J p Yy
" ag P (4)
OVisc — _Ra (p)©r (%)
Oln(p) f Po ox /p

where p is the pressure (in hPa), py the standard reference pressure (equals to 1013.2 hPa), R4 and C), are respectively the
gas constant and specific heat capacity of dry air (R, =287 Jkg=! K~! and C,= 1005.7 Jkg = K™1).

Further descriptions of the equations and validation of the method is performed in Davrinche et al. (2024).
2.3.2 Description of the six accelerations

The pressure gradient force (PGF) in the momentum budget equation is divided into three accelerations reflecting the origin of
the driver: the large-scale acceleration, katabatic acceleration, and the thermal wind acceleration. The large-scale acceleration
(LSC) represents the portion of the PGF that originates from the synoptic forcing above the boundary layer. The katabatic
acceleration (KAT) represents the gravity-driven motion induced by the temperature inversion over a sloping surface. It is
especially strong in austral winter in a narrow band close to the coastal margins. It exhibits a strong diurnal cycle in summer and
seasonal cycle throughout the year. The thermal wind acceleration (THW1p), related to the temperature deficit, is sometimes
referred to as shallow baroclinicity (Caton Harrison et al., 2024) or integrated temperature deficit (Parish and Cassano, 2003). It
corresponds to the near-surface baroclinicity induced by changes in the depth of the temperature deficit layer. In the rest of the
study, special attention will be given to these PGF-related accelerations. They are indeed considered as active terms (Van den
Broeke and van Lipzig, 2002) as they are produced by a forcing, either large-scale or surface pressure gradients.

In addition, three other passive accelerations contribute to the momentum budget. They form as a reaction to an existing
motion that has been triggered by an active term. First, there is the horizontal advection (ADVH), which corresponds to the
horizontal transport of momentum budget by the wind itself. It is weak in comparison to the other terms of the momentum
budget equations but can sometimes become significant in coastal areas or in topographically complex zones such as valleys,
or at the foot of the mountains. Then, there is the Coriolis acceleration (COR). It is a deviation induced by the Earth’s rotation
and it results in a rotation of the wind by 90° to the west in comparison to its acceleration. Lastly, the residual term (TURB)
encompasses vertical advection (which is weak), turbulent drag (which opposes the other accelerations and is strong when the
wind speed is high) and potential errors arising from closing the momentum budget. A comparison of MAR’s native turbulent
acceleration and our recomputed residual turbulence as detailed in Davrinche et al. (2024) enables us to conclude that the error

resulting from closing the budget in July is small compared to the absolute value of the turbulence (i.e., ~10 % for all models).

10
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2.3.3 Attribution of changes in wind speed using the Momentum Budget Decomposition

In winter, the first order temporal derivatives of the wind vector ( and 2 ) are 5 orders of magnitude smaller than the other

accelerations (Fig. 2). Therefore, we can assume stationary condmons and rewrite Eq. (3) in a "quasi-geostrophic" form:

1 oV ov., 1 avV. - ovw, 1 1,9 00
sz—U——V— - W——— —(fU —(==—)+—=-A0
UG )+ 5 (- 52 )+ ULse)+ (G50 + - Mdsin(a)
———
Uapva Ururs ULsc Uraw Ukar (5)
1 oU oU 1 oUu  Ouw 1 1,9 00
— (LU= V) o (W= - Y 4 (Vi) —= (L =2
Vabpva Vrurs Visc Vraw
The vectorial form of this equation is:
V= Vapva +Vrure +Visc +Vraw + Viar, (6)

with 7 the total wind vector, of components (U, V') in the cross- and downslope coordinate system, and XTCCZ the wind
that would be in geostrophic balance with the corresponding acceleration ACC (i.e., Coriolis acceleration balances ACC),
of components (Uscc, Vacc) shown in Eq. (5). Note that the wind vector associated to each acceleration corresponds to a
rotation to the left of the acceleration, with the norm divided by 1/ f. For example, the KAT acceleration is downslope, but its
contribution to the wind vector m is in the cross-slope direction due to its deviation by Coriolis.

We define |7| as the norm of the wind vector (i.e., the wind speed). This norm can be written as the scalar product of the

7

wind direction il with the wind vector, which enables us to decompose the wind speed into a sum of contributions:

Wﬂ—%-V (7

vV o . Vo
== |7| 7| VADVH"‘% VTURB"’% VLSC‘*’% VTHw+ﬁ Vi ar. (8)

Projected changes in near-surface wind speed between the end of the 21* and the end of the 20" century Aﬁ can be
decomposed as the sum of changes in the mean value of the scalar product computed on 3-hourly values of each accelerations

with the wind direction vector:

A7 A7 Vapva + A% Vrure + A% Visc + A% Vraw + A—‘—V/; Vi ar 9

Therefore, changes in near-surface wind speed between the end of the 21° and the end of the 20™ century can be decomposed
as a sum of scalar product (Fig. 2). In the rest of the paper, we will note AACC the "changes in wind speed due to a specific
acceleration between 2080-2100 and 1980-2000", with ACC being the specific term considered (LSC, THW, KAT, ADVH,
TURB), that we define as follows:

AACC = il Vacc:(2080 — 2100) — 7 Vacc-(1980 — 2000). (10)
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Figure 2. (a) Changes in multi-model mean (MAR-IPSL, MAR-UKESM, MAR-MPI and MAR-CNRM) 10-m wind speed between 2080-
2100 and 1980-2000, (b) Changes in multi-model mean (MAR-IPSL, MAR-UKESM, MAR-MPI and MAR-CNRM) 10-m scalar product of

the sum of the accelerations with the wind direction I%’ ie., % Vsum = % -(Vapvu +Vrvrs +Visc + Vraw + Vi ar), between
2080-2100 and 1980-2000 and (c) Difference of (a) and (b)

Table 3. Improvement of the mean bias due to downscaling of the 4 GCMs in July (first 3 columns) and annually (last 3 columns). The
improvement of the mean bias is computed as the difference between the absolute values of mean normalised bias of the monthly wind speed
output of GCMs (compared to AWS measurements) and the absolute values of mean normalised bias of the monthly wind speed output of
GCMs downscaled by MAR (|Bgoa | — |IBrmar—con]| in %). Positive values indicate an improvement due to downscaling while negative
values indicate a decline. Significant improvements due to downscaling (computed using a t-test with a significance level of 0.1) are denoted
by an asterisk (*). Values are given for the 28 AWS for which there is enough July months to create a climatology, for the 24 AWS presented
in Table 1 that exhibit a coherent representation of the wind in ERAS and for the 18 stations listed in Table 1 that are not in the Transantarctic

mountains, nor on the shore (without TM/C)

July Annually
Improvement due to 28 24 without 28 24 without
downscaling (%) AWS AWS (TM/C) | AWS AWS (TM/C)
IPSL +4.4  +69*%  +9.3% +9.0%  +8.8% +11.7*
UKESM +13  +83 +9.8% +7.0%  +11.1*%  +12.1%
MPI +0.2  +59  +10.7% | +8.1* +10.0*  +16.0*
CNRM -0.2 +1.6 +3.1% | +1.8%  +1.6* +4.1%

3 Results
3.1 Evaluation of the models ability to represent near-surface winds in Antarctica

We evaluate the value of the downscaling by comparing biases in monthly mean 10-m wind speed computed between weather

station observations (see Sect. 2.1) and GCMs alone or downscaled by MAR (Fig. 3).
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Figure 3. (a) Altitude of the selected stations. Mean normalized bias (B) for wind speed with regard to the AntAWS observations (B =
(IVaenm| — |Vantaws|)/|Vantaws| for (a) and B = ([Varar—cem| — [Vantaws|)/|Vantaws| for (b)) for the 24 selected AntAWS
stations, computed for July (b) using the GCMs, (c) using the GCMs downscaled by MAR.

Overall, all GCMs tend to underestimate the mean wind speed, with the mean normalised bias across the 24 stations ranging
from -24 % for MPI, which demonstrates a consistent negative bias at all stations, to -13 % for CNRM (Fig. 3b). The latter
exhibits indeed a slight positive bias in coastal locations (Willie Field, Gill, Vito and D-10) that is compensated for by a negative
bias everywhere else (Fig. 3b). In contrast, UKESM shows an inverse pattern, displaying substantial negative biases in coastal
stations that are partially offset by a pronounced positive bias at Dome C on the plateau.

We observe that biases are more similar between models downscaled by MAR than for raw GCMs (Fig. 3c), except for Dome
C and Dome C II in MAR-CNRM. Furthermore, the downscaling by MAR significantly reduces the mean bias compared to
the different GCMs in the sloped regions of Antarctica i.e., from AWSO05 at 360 m above sea level (Fig. 3a) to Henry at
2880 m above sea level), where topography plays an important role in shaping the wind field. However, there is a consistent
overestimation of the weak winds of the Plateau across all downscaled models and an underestimation of the stronger winds in
coastal areas. Downscaling by MAR reduces the regional variability in wind speed bias on the continent.

Overall, downscaling by MAR significantly reduces the mean biases of the different GCMs, with the exception of stations
situated at the interface between the continent and the ocean (i.e., D-10) or in the Transantarctic mountains (Willie Field,

Lettau, Schwerdtfeger, Marilyn, Ferrell, and Lettau) (Fig. 3). With these coastal and Transantarctic AWS, there is a significant
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improvement of the mean normalised bias for all models annually, but in July, improvements are not statistically significant (Ta-
ble 3). However, if we discard the coastal and Transantarctic AWS, there is a significant improvement of the mean normalised
bias for all models and in all seasons.

To conclude, downscaling with a regional climate model significantly improves the representation of near-surface winds. A
finer resolution helps with topographic forcing, but the improved physics likely provides benefits in sloped terrains and on the

plateau.
3.2 Projected changes in near-surface winds by the end of the 21°¢ century

In winter, all downscaled GCMs project a strengthening and poleward shift of the westerlies over the ocean (Fig. 4a and
b), more pronounced in MAR-IPSL and MAR-UKESM, which are also the models with the strongest changes in sea ice
concentration. On the continent, changes are weaker, with larger differences among the downscaled models. Each of them
features approximately 50 % of the continental grid cells exhibiting an increase and 50 % exhibiting a decrease in wind speed
by the end of the 21* century (Table 4). The ratio of significant decrease and significant increase remains approximately equal,
both under 20 % except for MAR-IPSL which exhibits more significant increases (40 %) than significant decreases (6 %).
Regions of significant changes greatly vary among the downscaled models, with more significant decrease in coastal areas
for MAR-UKESM and MAR-CNRM, large patches of significant increases on the East Antarctic Plateau for MAR-IPSL and
smaller-size sparse patches for MAR-MPI (Fig. 4).

Table 4. Percentage of continental grid cells (including ice shelves) exhibiting an increase in July wind speed between 2080-2100 and 1980-
2000 (significant or not, A|?| > 0), a significant increase in wind speed (A|?| >0%), no significant change in wind speed (A\?\ ~0), a
significant decrease in wind speed (A|§| <0%*) and a decrease in wind speed (significant or not, A|§| <0), for MAR-IPSL, MAR-UKESM,
MAR-MPI, MAR-CNRM, for at least 3 downscaled models (>3M) and for the multi-model mean (MAR-MMM)

Model AV|>0 A[V|>0¢ A[V|~0 A|V|<0* A|V]|<0
MAR-IPSL 71 % 40 % 55 % 6 % 29 %
MAR-UKESM 42 % 11 % 76 % 13 % 58 %
MAR-MPI 49 % 16 % 66 % 18 % 51 %
MAR-CNRM 52 % 18 % 72 % 11 % 48 %
>3M 41 % 8 % 90 % 2 % 35 %
MAR-MMM 57 % 23 % 63 % 14 % 43 %

However, some areas display similar changes in all downscaled GCMs and in the multi-model mean (MAR-MMM, see
right column in Fig. 4a). There is a significant increase on the Ross ice shelf (Fig. 4c(iii)) for all models except MAR-MPI, a
significant increase on Enderby Land (Fig. 4c(vi)) for all models except MAR-UKESM, a significant increase in Adélie Land
(Fig. 4c(i1)) for all models and a significant decrease for all models except MAR-IPSL on Shackleton ice shelf (Fig. 4c(i)),

Filchner ice shelf (Fig. 4c(v)) and on in the Amundsen embayment region (Fig. 4c(iv)).
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Figure 4. Projection of 10-m July wind speed changes between 2080-2100 and 1980-2000 (Am) for GCMs downscaled by MAR
(a) and for GCMs (b). MMM refers to the multi-model mean. Superimposed is the contour line at -30 % of the difference in Sea Ice
Concentration (SIC) between July 2080-2100 and July 1980-2000 (black dashed line). (c) Map of the zones of significant near-surface wind
speed changes between 2080-2100 and 1980-2000. Dark red (blue) areas represent zones for which at least 3 GCMs downscaled by MAR
project a significant increase (decrease) of near-surface wind speed. Light red (blue) areas represent zones for which 2 models project a
significant increase (decrease) of near-surface wind speed. Hashed grey areas indicate locations for which there is a significant disagreement
between at least two models regarding the sign of evolution of near-surface wind speed. Green squares define 6 zones of interest which are
used in the rest of the article: (i) Shackleton ice shelf, (ii) Adélie La%g, (iii) Ross ice shelf, (iv) Amundsen embayment region, (v) Filchner

ice shelf and (vi) Enderby Land.
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Table 5. Percentage of the continental (including ice shelves) grid cells exhibiting an increase or a decrease in the scalar product of wind
direction and large-scale wind (first three columns), katabatic wind (columns 4 to 6), thermal wind (column 7 to 9) and the sum of katabatic
and thermal wind (column 10 to 12). Metrics are computed as differences of the average values over the months of July between 2080-2100
and 1980-2000 for different models. MMM indicates changes in the multi-model mean while >3M indicates significant changes observed

in at least 3 downscaled GCMs.

ALSC AKAT ATHW ASURF
Model >0« <0+ ~0 >0« <0+ ~0 >0« <0+ ~0 >0« <0+ ~0
MAR-IPSL 38% 2% 60% 3% 36% 61% 22% 11% 67% 8% 34% 58%
MAR-UKESM 20% 4% 76% 4% 37% 59% 19% 12% 69% 5% 33% 62%
MAR-MPI 29% 2% 69% 5% S50% 45% 22% 13% 65% 6% 48% 46%
MAR-CNRM 2% 8% 67% 4% S52% 4% 29% T% 64% 12% 43% 45%
>3M 9 % 0% 91% 1% 3B% 6% 11% 2% 87 % 3% 27% 70 %

MAR-MMM 8% 5% 417% 5% 66% 29% 34% 13% 53% 10% 59% 31%

Although downscaling by MAR significantly improves the representation of near-surface winds (Sec. 3.1), projected 10-
m wind speed changes between 2080-2100 and 1980-2000 using GCMs not downscaled by MAR show similar patterns of
evolution (e.g., an increase on the Ross ice shelf and in Adélie Land) but however miss out on most of the significant decreases

in near-surface winds (compare Table 4 with Table S1).
3.3 Projected changes in the components of near-surface winds
3.3.1 Changes in large-scale circulation

In every model, the increase in wind speed over the ocean is associated with an increase in the large-scale contribution (Fig.
5b), which is partially offset by an associated increase in turbulence (Fig. 5f). The Pearson correlation coefficient (R) between
changes in wind speed over the ocean and changes in wind speed due to large-scale is greater than 0.7 for all models (Table
S2). Note that MPI displays the weakest poleward shift and strengthening of the surface westerlies. It is also the model with
the lowest ECS (Table 2), and the largest sea ice extent at present day.

This result is in agreement with previous studies that showed that the already observed increasing positive trend of the
SAM is likely to continue in response to increasing greenhouse gases and after the recovery of the ozone hole (which offsets
the strengthening of the SAM (Bracegirdle et al., 2008)). As a consequence of the increased pressure gradient between the
mid-latitudes and 65 °S, westerlies are strengthening and shifting poleward (Goyal et al., 2021; Fyfe, 2006).

The pattern of increase in westerlies coincidentally appears to follow closely changes in the extent of sea ice, shown in thick
black lines in Figure 4. For GCMs with low sea ice loss (IPSL and UKESM), the poleward shift of the westerlies does not

extend up to the coastline in the Indian sector (20-90° E) in East Antarctica, while it does for models with strong sea ice extent
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Figure 5. Projection of changes in 10-m wind speed between 2080-2100 and 1980-2000 associated with large-scale forcing (ALSC =
%.VLSC(ZOSO—HOO) - %.VLSC(1980—2000), column b), katabatic forcing (AKAT = % Vieaz (2080—2100) — %.VKAT(lggo—

2000), column c), thermal wind forcing (ATHW = %.VTHW@OSO—QIOO)— %.VTHW(I%O—ZOOO), column d), advection

(AADVH = % Vabv (2080 —2100) — %.VADVH(lggo —2000), column ¢) and turbulence (ATURB = % Vo rs (2080 — 2100) —
%.VTU rB (1980 — 2000), column f) and sum of all the above-mentioned forcings (large-scale, katabatic, thermal wind, advection and

turbulence), which is equivalent to changes in wind speed (ASUM = ALSC + AKAT + ATHW + AADVH + ATURB, column a), see Fig.
2. Dotted areas indicate locations for which changes are significant at a 80 % level, significant area larger than 350 km? are highlighted with

a grey solid line.
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loss (MPI and CNRM). MPI retains a significant amount of sea ice in the Pacific sector at the end of the 21°* century, where
other models show a retreat, and thus does not show an increase in the large-scale wind as others do.

On the continent, the results are much less homogeneous. Most significant changes in large-scale acceleration are positive
(48% in the MMM, Table 5) and some locations such as Adélie Land (Figure 7) or Enderby Land exhibit a significant increase
in large-scale forcing in all models. Aside from these areas, models disagree on the exact location of significant changes:
MAR-IPSL and MAR-UKESM project, for example, a significant strengthening of large-scale acceleration on the Ross ice
shelf while MAR-MPI and MAR-CNRM projects a non-significant weakening. Everywhere else in Antarctica, MAR-IPSL
and MAR-MPI project an overall increase in large-scale acceleration, while MAR-UKESM and MAR-CNRM exhibit some
significant weakening of coastal easterlies (with minor changes in the mean wind direction) on Shackleton ice shelf and in
Queen Maud Land (between Filchner ice shelf and Enderby Land). From Fig. 5b, we also observe that the largest inter-model
differences in the forcing of wind changes originate from differences in the large-scale pattern of change.

These inconsistencies are related to variable trends in large-scale pressure gradients that are different between models.
Although the trend in SAM is well understood and reproduced by most models (MPI does not show a clear trend), the changes
in the pressure gradient between the circumpolar trough at 65 °S and the pole are much less clear and inconsistent between
models. In Antarctica, computing the pressure gradient based on the mean sea level pressure results in strong biases because
of the extrapolation of the pressure under the surface layer. Instead, we looked directly at the difference between the mean
geopotential height and mean geopotential height at 65 °S at 500 hPa (Figure S4). For MAR-UKESM, on the interior, the
difference with the geopotential height at 65 °S becomes more negative at the end of the 21%, meaning that the polar cell is
strengthening. It is the opposite for MAR-IPSL and MAR-MPI, and there is on average no change for MAR-CNRM. However,
we found no evidence of a correlation between a strengthening of the polar cell and an intensification of the large-scale pressure

gradients at the surface. The attribution and robustness of changes in large-scale pressure gradients remain to be evaluated.
3.3.2 Changes in surface forcing

On the continent, for all models, we find a consistent weakening of the katabatic forcing (Fig. 5b). This decrease is large on the
coast in the Amundsen sea sector and in Adélie Land for MAR-CNRN, MAR-MPI and MAR-UKESM. Across all downscaled
models, changes are also large and significant in the interior, even in locations where slopes are gentle.

Katabatic forcing is indeed computed as the product of the slope and the strength of the inversion layer (A6 in Eq. (3)). Here,
as the surface slope does not change, the significance of changes in AKAT = % .VhK;;(QOSO —2100) — %.W(NSO —
2000) (see Eq. (2.3.3)) reflects the significance of changes in the inversion strength due to Antarctic surface warming. These
changes are larger in areas where the inversion strength is large at present day (A6 > 20°C): the high plateau and the ice
shelves (Figure S5), which explains the significant changes at the center of Antarctica.

Associated with changes in A, the depth of the temperature deficit layer 6 also changes. It reduces considerably on the
continent, near the coastline (Figure S6), causing a reduction in thermal wind (Figure 5d). Because the latter on average

opposes the direction of the downslope winds (Davrinche et al., 2024), a weakening of the thermal wind increases the resulting

wind speed and compensates for the decrease in katabatic acceleration. The compensating effect of thermal wind is particularly
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pronounced in coastal East Antarctica where it often exceeds the decrease in katabatic forcing (Figure S7). As thermal wind
and katabatic forcing both result from the forcing by the surface (SURF = KAT+THW), in the rest of the study we will call
"changes in the forcing by the surface" (ASURF) the changes in wind speed linked to changes in the sum of katabatic and

thermal wind forcings. In general, SURF increases on the coastline and decreases elsewhere.
3.3.3 Changes in passive terms: turbulence, Coriolis, and advection accelerations

The contribution of horizontal advection is negligible almost everywhere, except on the Amery ice shelf. Unlike advection, the
turbulent forcing is strong and encompasses surface drag. Therefore, it resembles (but with an opposite sign) changes in the sum
of the dominant active accelerations. Changes in the scalar product of turbulent wind vector and the wind direction (ATURB,
Fig. 5f) are positive when friction decreases and negative when friction increases. ATURB increases in all downscaled models
over the ocean where westerlies intensify the most, decreases in the coastal margins in locations where easterlies weaken and
increases overall in the interior.

To conclude, Figure 5 shows that, although surface wind changes during the 21°* century are small on the continent, and often
not consistent between models, they result from the complex interplay between changes in large-scale forcing that generally
induce an increase in wind speed, and changes in the surface forcing that mostly induce a decrease in wind speed. The change
in surface forcing results from a reduction in the surface temperature inversion and is consistent between models over the whole
continent. However, the change in large-scale forcing varies greatly between models, with some regions of consistent changes
(Adélie Land, Enderby Land, Shackleton,the Ross and Filchner ice shelves and in the Amundsen embayment region). In the
following sections, we explore in more detail the regions of significant increase and decrease in wind speed across models to

attribute these changes more precisely.
3.4 Attribution of significant wind speed increase

For all downscaled models, in locations where the increase in wind speed by the end of the 21* century is significant, there
are more than 6 times more grid cells exhibiting a significant increase in large-scale forcing than an increase in forcing by the
surface pressure gradients (see Fig. 6a, 6¢ and Table S3). Furthermore, the proportion of significant increases in large-scale
forcing is higher among grid cells exhibiting significant increases in wind speed (Fig. 6a) than in all continental grid cells.
This indicates that significant increases in wind speed are likely linked to significant increases in large-scale pressure gradient
forcing.

More specifically, in Adélie Land, there is a large area (denoted by a black and yellow dashed line on Fig. 7) where all
GCMs agree on a significant increase in both wind speed and large-scale forcing (A|?| > + 0.4 ms~! and ALSC > +0.6
ms~! for all models, see Table S4 and Fig. 7a and b). However, changes in the surface forcing are weaker (see KAT+THW
on Figure 7c and -0.2 < ASURF < 0.4 m s~ for all models in Table S4). In this specific area, changes in wind speed are well
correlated with changes in large-scale forcing (R > 0.7 for all downscaled models except MAR-MPI for which R~0.3). The

same conclusion can be drawn for Enderby Land (Figure S8 and Table S5).
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Figure 6. Percentage of the continental grid cells exhibiting a significant (a) increase or (b) decrease in large-scale forcing or (c) increase or
a (d) decrease in surface forcing in all Antarctica (black bars), among grid cell exhibiting a significant increase (red bars) or decrease (blue
bars) or no change (orange bars) in July wind speed between 2080-2100 and 1980-2000. MAR-MMM indicates changes in the multi-model
mean (MAR-IPSL, MAR-UKESM, MAR-MPI and MAR-CNRM) while >3M indicates significant changes observed in at least 3 GCMs
downscaled by MAR.
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Figure 7. Projections of 10-m changes in July wind speed in Adélie Land between 2080-2100 and 1980-2000 (a), linked to large-scale
forcing (column b), katabatic forcing (column c), thermal wind forcing (column d) and total surface forcing (sum of katabatic and thermal
wind, column e) for MAR-IPSL (line 1), MAR-UKESM(line 2), MAR-MPI (line 3), MAR-CNRM (line 4) and the multi-model mean of the
4 downscaled GCMs (line 5). Dotted areas indicate locations for which changes are significant at a 80 % level for the metric and the model
considered. Dotted lines indicate areas for which changes in wind speed (A|§|) are significant at a 80 % level for the considered model
while dashed black and yellow thick lines indicate locations for which changes in wind speed (A|?|) are significant at a 80 % across at least

3 downscaled models. Solid grey lines indicate elevation contours (1000, 2000 and 3000 m).
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Similarly, on the Ross ice shelf (Figure S9), there is also a patch for which all GCMs project a significant strengthening of
wind speed, except MAR-MPI. For MAR-IPSL and MAR-UKESM,; significant increases in wind speed are also associated
with significant increases in large-scale forcing (Figure S9b): on average, ALSC > +0.9 ms~! for these two models, while
ASUREF is negative (see Table S6). However, for MAR-CNRM and MAR-MPI, the increase in wind speed is not associated
with any significant change in large-scale forcing (ALSC ~0 ms™!

(A|?| > 40.3 ms™!) for both models, only statistically significant for MAR-CNRM (Figure S9¢). Overall, on the Ross ice

, see Table S6) but with an increase in surface forcing

shelf, trends are not consistent across models for any of the forcings (Figure S9¢). Although it is clear from the analysis of
Adélie and Enderby Land that significant increases in the large-scale forcing drive changes in the near-surface wind speed, the
analysis of Ross ice shelf (Figure S8, MAR-CNRM) indicates that surface forcing can also contribute to a significant increase
in wind speed. In conclusion, significant increases in wind speed are on average more linked to significant increases in large-
scale forcing but in some areas, they can also result from the changes in the surface forcing as well. Averaging over the whole

continent would mask the influence of the forcing by the surface.
3.5 Attribution of significant wind speed decrease

For all GCMs, significant decreases in wind speed are rarer (14 %) than significant increases (23 %, Table 4). Furthermore, in
locations where the decrease in wind speed by the end of the 21*' century is significant, there are between 1.5 (MAR-IPSL) and
14 (MAR-MPI) times more grid cells exhibiting a significant decrease in surface forcing than a decrease in large-scale pressure
gradients (Fig. 6b and 6d; Table S3 and S7). This indicates that the decreases in total wind speed result from changes in the
surface pressure gradients (SURF = KAT + THW) forcing. We have noted before that SURF decreases significantly in more
than 30 % of grid cells, but wind speed is significantly lower in only 6 to 18 % of the grid cells. We hypothesize that the wind
speed significantly decreases only when the decrease in SURF is not masked by an increase in large-scale pressure gradients,
i.e., where in large-scale pressure gradients are either weak or negative.

In the Amundsen embayment region, for instance, there is an area (top left on Fig. 8, denoted by a black and yellow dashed
line) where all models, except MAR-IPSL, agree on a significant decrease in both wind speed and surface forcing (Fig. 8a
and e) while changes in the large-scale forcing (Fig. 8b) are weak (for MAR-MPI) to positive (MAR-UKESM and MAR-
CNRM). For all continental grid cells in the Amundsen embayment region exhibiting a decrease in wind speed, changes in
surface forcing are negative in all models (ASURF< 0.4 ms~1, see Table S8) while changes in large-scale forcings are mostly
positive, except for MAR-MPI (A LSC =-0.25 ms™!). In conclusion, in the Amundsen embayment region, changes in surface
forcing are not masked by changes in large-scale forcing and drive the decrease in near-surface wind.

Similarly, on Shackleton (Figure S10) and Filchner ice shelves (Figure S11), all models except MAR-IPSL agree on a
significant decrease in both wind speed and surface forcing (Figure S11a and S1le) while changes in large-scale forcing
(Figure S11c) are either positive (+0.5 ms~! for MAR-IPSL) or weaker than changes in near-surface forcings (see Table SO
and S10). Therefore, changes in surface forcing are not masked by changes in large-scale pressure gradients and drive the

decrease in near-surface wind.
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Figure 8. Same as Fig. 7, but for the Amundsen embayment region.
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In conclusion, significant decreases in wind speed across multiple GCMs are on average more related to a significant decrease

in surface forcing.

4 Discussion

One of the novelty of this paper was to use multiple downscaled GCMs to investigate the changes in near surface winds in
Antarctica. We find that using downscaled simulations overall helps to better represent the Antarctic boundary layer processes,
and thus near-surface winds, during the historical period. We are confident that this result will remain true in future projections.
However, the performance of our downscaling by MAR is limited in regions of complex topography, such as the Transantarctic
mountains and the interface between the coast and the southern ocean. Increasing the resolution of MAR would be compu-
tationally costly but could lead to a better representation of the surface winds in these regions. Compared to previous studies
using GCMs to assess future changes in wind speed by the end of the 21°! century, we were able to confirm the poleward shift
and strengthening of oceanic westerlies in the MMM (Yin, 2005; Bracegirdle et al., 2008; Goyal et al., 2021). However, we
show that, unlike in Bracegirdle et al. (2008) and Van Den Broeke et al. (1997), there is a significant weakening of the winter
easterlies in coastal East Antarctica in the MMM. As we show that significant decreases in wind speed across multiple GCMs
are on average more related to a significant decrease in surface forcing, we attribute these differences to the finer representation
of the surface gradients, and thus winds, in the downscaled versions of the models.

Additionally, we performed our analysis with four downscaled GCMs instead of one, which enables a more robust analysis
of of our findings. Further extending our analysis to more downscaled GCMs in the future could increase even more confidence
in our results. The current number of simulations used here allows us to nuance the findings of Bintanja et al. (2014b). The latter
study stated that for one GCM, climate-related (zonally averaged) wind speed changes over the continent were insignificant
with respect to the interannual variability and could only be linked to changes in the large-scale forcing. We show evidence
that different areas with roughly the same latitude can have opposite but significant projected changes in near-surface winds
(namely, Adélie Land and Shackleton ice shelf for instance) and that these changes can originate either from changes in the
surface forcing or from changes in the large-scale pattern of circulation.

As underpinned by Bintanja et al. (2014b), the results are based on simulations that can be model specific, especially with
respect to the representation of large-scale circulation (Agosta et al., 2015). While changes in surface forcings are uniform
across all simulations, we find that the largest inter-model differences in wind patterns originate from differences in the large-
scale pressure gradients. We have also investigated the link between the strengthening of the polar cell and large-scale pressure
changes at the surface in the different models but were unable to identify an obvious link between the two of them (Figure
S4). The significance of changes in large-scale pressure gradients, as well as their attribution to specific mechanisms remain to
be established, with an extension of this study to more models with different dynamical responses to anthropogenic warming.
Last, we have performed this study with a fixed topography on the continent. Therefore, we have not assessed whether changes
in both large-scale and surface forcing might be affected by changes in topography linked to dynamical loss of the Antarctic

ice sheet as in Steig et al. (2015), where they show evidences of an increased cyclonic flow in regions where the topography
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is reduced. Future work should be done to study the effect of changing topography on the projections of near-surface winds,

large-scale and surface pressure gradients.

5 Conclusions

In this paper, our first goal was to investigate the changes in near-surface winds in Antarctica, using four downscaled GCMs.
Under the SSP585 scenario, in all simulations, we find a clear strengthening and poleward shift of the westerlies around
Antarctica during the 21°! century, linked to changes in large-scale forcing. GCMs with strong sea ice loss also exhibit a more
pronounced poleward shift, linked to their changes in the SAM. On the continent, changes in wind speed are much weaker
and with regional disparities. While all downscaled models show evidence of decreasing easterlies locally, their location vary
greatly across models: in East Antarctica for MAR-UKESM and MAR-CNRM, west of Dronning Maud Land for MAR-IPSL
or west of Ross ice shelf for MAR-MPI). This results in few areas of significant decrease in the multi-model mean. However,
a robust feature in every downscaled GCMs is that they all exhibit a significant strengthening of near-surface wind speed in
Adélie Land, on the Ross ice shelf and Enderby Land.

These patterns of change projected with MAR forced by 4 different GCMs are similar to those projected by the GCMs alone.
However, when we look into the details, the GCMs alone do miss a few significant changes both on the continent and over
the ocean. The decrease in coastal easterlies in all models is stronger in the MAR downscaling, where changes in the surface
forcing are likely better represented. Additionally, for all GCMs, we found that downscaling with MAR significantly improves
the representation of near-surface winds, except in the Transantarctic mountains and at the interface between the coast and the
ocean.

Then, the second goal of this paper was to explore the drivers of these simulated changes in near-surface wind speed in
Antarctica. For all GCMs downscaled by MAR, under the SSP585 scenario, the temperature inversion at the surface of the
continent (A#) weakens (between -6% averaged over the continent for MAR-UKESM and -10% for MAR-MPI). The strongest
decrease in A# is found in the interior and on the ice shelves (Figure S5). Consequently, there is a significant decrease in the
katabatic forcing, consistent across all downscaled GCMs, in coastal regions and in the interior as well. Simultaneously, due
to warming of the surface, the ability of coastal margins to accumulate cold air at the foot of the slope is reduced (Figure S6d).
Therefore, we also observe a significant weakening of thermal wind forcing in coastal areas. Because the thermal wind opposes
the dominant direction of the downslope winds in the sloped regions of Antarctica ~ 250 km from the coastline (Davrinche
et al., 2024), a weakening of the thermal wind forcing increases the resulting wind speed and compensates for the decrease
in the katabatic acceleration in these onshore regions. The compensating effect of thermal wind is particularly pronounced in
coastal East Antarctica where it often exceeds the decrease in katabatic forcing, leading to an overall increase in the wind speed
resulting from the surface forcing only. The changes in large-scale forcing are spatially less uniform and less consistent across
models, but it overall exhibits larger areas of significant increases than decreases.

From our statistical analysis and case studies, we conclude that (i) significant decreases in wind speed are statistically more

linked to changes in surface forcing, when not masked by an increase in large-scale forcing (as shown on Shackleton, in the
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Amundsen embayment region and on Ross ice shelves), and (ii) significant increases in wind speed are statistically more linked
to changes in large-scale forcing (as shown in Adelie, Enderby Land and Filchner ice shelf).

490 This work paves the way for more studies exploring the impacts of the above-mentioned changes in near-surface winds.
For example, changes in the mean value of winter near-surface wind speed are likely to impact the quantity of drifting snow
and sublimation, and the stability of ice shelves through potential enhanced surface melt (Lenaerts et al., 2017). We expect
sublimation and drifting snow to be reduced in case of a weakening of the wind speed. However, further studies should be

performed to quantify these effects.

495 Code and data availability. All Codes and dataset to analyze future changes in near-surface winds in Antarctica under the SSP585 scenario
are available at https://zenodo.org/records/14191007. Data of the AntAWS are available from Wang et al. (2023) (https://doi.org/10.48567/key7-
ch19).

Author contributions. CD, CeA, and AO designed the study and contributed to the output and observation analyses. CeA, ChA, and CK
set up the MAR model for Antarctica with several adaptations. ChA, CK, CeA and CD performed model simulations. CD performed the
500 momentum budget decomposition, post-processed the data, did the bulk of the analysis, and made all the figures. CD wrote the first draft,

with input from CeA and AO. All authors contributed to discussions in writing this paper.

Competing interests. The contact author has declared that none of the authors has any competing interests.

Acknowledgements. This publication was funded by the ANR-JCJC Katabatic project (ANR19-CE01-0020-01) to AJO and NSERC Dis-
covery grant DGERC-2021-00213. The authors appreciate the support of the University of Wisconsin-Madison Automatic Weather Station

505 Program for the data set, data display, and information, NSF grant number 1924730. We acknowledge using data from the CALVA project
and CENECLAM and GLACIOCLIM observatories. This work is part of the AWACA project that has received funding from the European
Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (Grant agreement No. 951596),
and part of the POLARIiso project that has received funding from the European Union’s Horizon 2020 research and innovation programme
under the Marie Sktodowska-Curie grant agreement No 841073. The MAR simulations were performed thanks to granted access to the HPC

510 resources of IDRIS under the allocations 2022-AD010114000 made by GENCI. We acknowledge the work of Xavier Fettweis (Université
de Liege) in developping and mantaining the MAR model

26


https://zenodo.org/records/14191007
https://doi.org/10.48567/key7-ch19)
https://doi.org/10.48567/key7-ch19)
https://doi.org/10.48567/key7-ch19)

References

Agosta, C., Fettweis, X., and Datta, R.: Evaluation of the CMIP5 models in the aim of regional modelling of the Antarctic surface mass
balance, The Cryosphere, 9, 2311-2321, https://doi.org/10.5194/tc-9-2311-2015, 2015.

515 Agosta, C., Amory, C., Kittel, C., Orsi, A., Favier, V., Gallée, H., van den Broeke, M. R., Lenaerts, J. T. M., van Wessem, J. M., van de
Berg, W. J., and Fettweis, X.: Estimation of the Antarctic surface mass balance using the regional climate model MAR (1979-2015) and
identification of dominant processes, The Cryosphere, 13, 281-296, https://doi.org/10.5194/tc-13-281-2019, 2019.

Agosta, C., Kittel, C., Amory, C., Edwards, T., and Davrinche, C.: Evaluation of CMIP5 and CMIP6 global climate models in the Arctic and
Antarctic regions, atmosphere and surface ocean, Tech. rep., EGU22, https://doi.org/https://doi.org/10.5281/zenodo.11595213, 2022.

520 Amory, C.: Drifting-snow statistics from multiple-year autonomous measurements in Adélie Land, East Antarctica, The Cryosphere, 14,
1713-1725, https://doi.org/10.5194/tc-14-1713-2020, 2020.

Amory, C., Gallée, H., Naaim-Bouvet, F,, Favier, V., Vignon, E., Picard, G., Trouvilliez, A., Piard, L., Genthon, C., and Bellot, H.: Seasonal
variations in drag coefficient over a sastrugi-covered snowfield in coastal East Antarctica, Boundary-Layer Meteorology, 164, 107-133,
https://doi.org/10.1007/s10546-017-0242-5, 2017.

525 Beobide-Arsuaga, G., Bayr, T., Reintges, A., and Latif, M.: Uncertainty of ENSO-amplitude projections in CMIP5 and CMIP6 models,
Climate Dynamics, 56, 3875-3888, https://doi.org/10.1007/s00382-021-05673-4, 2021.

Bintanja, R., Severijns, C., Haarsma, R., and Hazeleger, W.: The future of Antarctica’s surface winds simulated by a high-resolution
global climate model: 1. Model description and validation, Journal of Geophysical Research: Atmospheres, 119, 7136-7159,
https://doi.org/10.1002/2013JD020847, 2014a.

530 Bintanja, R., Severijns, C., Haarsma, R., and Hazeleger, W.: The future of Antarctica’s surface winds simulated by a high-resolution global
climate model: 2. Drivers of 21st century changes: The future of Antarctica’s surface winds, Journal of Geophysical Research: Atmo-
spheres, 119, 7160-7178, https://doi.org/10.1002/2013JD020848, 2014b.

Boucher, O., Servonnat, J., Albright, A. L., Aumont, O., Balkanski, Y., Bastrikov, V., Bekki, S., Bonnet, R., Bony, S., Bopp, L., Braconnot, P.,
Brockmann, P., Cadule, P., Caubel, A., Cheruy, F., Codron, F., Cozic, A., Cugnet, D., D’ Andrea, F., Davini, P., De Lavergne, C., Denvil, S.,

535 Deshayes, J., Devilliers, M., Ducharne, A., Dufresne, J., Dupont, E., Ethe’, C., Fairhead, L., Falletti, L., Flavoni, S., Foujols, M., Gardoll,
S., Gastineau, G., Ghattas, J., Grandpeix, J., Guenet, B., Guez, E., L., Guilyardi, E., Guimberteau, M., Hauglustaine, D., Hourdin, F.,
Idelkadi, A., Joussaume, S., Kageyama, M., Khodri, M., Krinner, G., Lebas, N., Levavasseur, G., Lévy, C., Li, L., Lott, F,, Lurton, T.,
Luyssaert, S., Madec, G., Madeleine, J., Maignan, F., Marchand, M., Marti, O., Mellul, L., Meurdesoif, Y., Mignot, J., Musat, L., Ottlé, C.,
Peylin, P., Planton, Y., Polcher, J., Rio, C., Rochetin, N., Rousset, C., Sepulchre, P., Sima, A., Swingedouw, D., Thiéblemont, R., Traore,

540 A. K., Vancoppenolle, M., Vial, J., Vialard, J., Viovy, N., and Vuichard, N.: Presentation and Evaluation of the IPSL-CM6A-LR Climate
Model, Journal of Advances in Modeling Earth Systems, 12, https://doi.org/10.1029/2019MS002010, 2020.

Bracegirdle, T. J., Connolley, W. M., and Turner, J.: Antarctic climate change over the twenty first century, Journal of Geophysical Research:
Atmospheres, 113, 2007JD008 933, https://doi.org/10.1029/2007JD008933, 2008.

Bracegirdle, T. J., Krinner, G., Tonelli, M., Haumann, F. A., Naughten, K. A., Rackow, T., Roach, L. A., and Wainer, 1.: Twenty

545 first century changes in Antarctic and Southern Ocean surface climate in CMIP6, Atmospheric Science Letters, 21, €984,
https://doi.org/10.1002/as1.984, 2020.

Bromwich, D. H., Monaghan, A. J., and Guo, Z.: Modeling the ENSO modulation of Antarctic climate in the late 1990s with the Polar MMS5,
Journal of climate, 17, 109-132, https://doi.org/10.1175/1520-0442(2004)017<0109:MTEMOA>2.0.CO;2, 2004.

27


https://doi.org/10.5194/tc-9-2311-2015
https://doi.org/10.5194/tc-13-281-2019
https://doi.org/https://doi.org/10.5281/zenodo.11595213
https://doi.org/10.5194/tc-14-1713-2020
https://doi.org/10.1007/s10546-017-0242-5
https://doi.org/10.1007/s00382-021-05673-4
https://doi.org/10.1002/2013JD020847
https://doi.org/10.1002/2013JD020848
https://doi.org/10.1029/2019MS002010
https://doi.org/10.1029/2007JD008933
https://doi.org/10.1002/asl.984
https://doi.org/10.1175/1520-0442(2004)017%3C0109:MTEMOA%3E2.0.CO;2

550

555

560

565

570

575

580

585

Cape, M., Vernet, M., Skvarca, P., Marinsek, S., Scambos, T., and Domack, E.: Foehn winds link climate-driven warming to ice shelf
evolution in Antarctica, Journal of Geophysical Research: Atmospheres, 120, 11-037, https://doi.org/10.1002/2015JD023465, 2015.

Casado, M., Hébert, R., Faranda, D., and Landais, A.: The quandary of detecting the signature of climate change in Antarctica, Nature
Climate Change, 13, 1082-1088, https://doi.org/10.1038/s41558-023-01791-5, 2023.

Caton Harrison, T., King, J. C., Bracegirdle, T. J., and Lu, H.: Dynamics of extreme wind events in the marine and terrestrial sectors of
coastal Antarctica, Quarterly Journal of the Royal Meteorological Society, p. qj.4727, https://doi.org/10.1002/qj.4727, 2024.

Cuxart, J., Yagiie, C., Morales, G., Terradellas, E., Orbe, J., Calvo, J., Fernidndez, A., Soler, M., Infante, C., Buenestado, P.,
et al.: Stable atmospheric boundary-layer experiment in Spain (SABLES 98): a report, Boundary-layer meteorology, 96, 337-370,
https://doi.org/10.1023/A:1002609509707, 2000.

Davrinche, C., Orsi, A., Agosta, C., Amory, C., and Kittel, C.: Understanding the drivers of near-surface winds in Adélie Land, East Antarc-
tica, The Cryosphere, 18, 2239-2256, https://doi.org/10.5194/tc-18-2239-2024, 2024.

Di Virgilio, G., Ji, F., Tam, E., Nishant, N., Evans, J. P, Thomas, C., Riley, M. L., Beyer, K., Grose, M. R., Narsey, S., et al.: Selecting
CMIP6 GCMs for CORDEX dynamical downscaling: Model performance, independence, and climate change signals, Earth’s Future, 10,
€2021EF002 625, https://doi.org/10.1029/2021EF002625, 2022.

Dong, X., Wang, Y., Hou, S., Ding, M., Yin, B., and Zhang, Y.: Robustness of the recent global atmospheric reanalyses for Antarctic near-
surface wind speed climatology, Journal of Climate, 33, 4027-4043, https://doi.org/10.1175/JCLI-D-19-0648.1, 2020.

Eyring, V., Bony, S., Meehl, G. A., Senior, C. A., Stevens, B., Stouffer, R. J., and Taylor, K. E.: Overview of the Coupled Model
Intercomparison Project Phase 6 (CMIP6) experimental design and organization, Geoscientific Model Development, 9, 1937-1958,
https://doi.org/10.5194/gmd-9-1937-2016, 2016.

Flynn, C. M. and Mauritsen, T.: On the climate sensitivity and historical warming evolution in recent coupled model ensembles, Atmospheric
Chemistry and Physics, 20, 7829-7842, https://doi.org/10.5194/acp-20-7829-2020, 2020.

Fogt, R. L. and Marshall, G. J.: The Southern Annular Mode: variability, trends, and climate impacts across the Southern Hemisphere, Wiley
Interdisciplinary Reviews: Climate Change, 11, €652, https://doi.org/10.1002/wcc.652, 2020.

Fogt, R. L., Wovrosh, A. J., Langen, R. A., and Simmonds, I.: The characteristic variability and connection to the underlying synoptic activity
of the Amundsen-Bellingshausen Seas Low, Journal of Geophysical Research: Atmospheres, 117, https://doi.org/10.1029/2011JD017337,
2012.

Fretwell, P., Pritchard, H. D., Vaughan, D. G., Bamber, J. L., Barrand, N. E., Bell, R., Bianchi, C., Bingham, R., Blankenship, D. D.,
Casassa, G., and others: Bedmap2: improved ice bed, surface and thickness datasets for Antarctica, The cryosphere, 7, 375-393,
https://doi.org/10.5194/tc-7-375-2013, 2013.

Fyfe, J. C.. Southern Ocean warming due to human influence, Geophysical Research Letters, 33, L19701,
https://doi.org/10.1029/2006GL027247, 2006.

Gallée, H.: Simulation of the mesocyclonic activity in the Ross Sea, Antarctica, Monthly Weather Review, 123, 2051-2069,
https://doi.org/10.1175/1520-0493(1995)123<2051:SOTMAI>2.0.CO;2, 1995.

Gallée, H. and Schayes, G.: Development of a three-dimensional meso-vy primitive equation model: katabatic winds simu-
lation in the area of Terra Nova Bay, Antarctica, Monthly Weather Review, 122, 671-685, https://doi.org/10.1175/1520-
0493(1994)122<0671:DOATDM>2.0.CO;2, 1994.

Goyal, R., Sen Gupta, A., Jucker, M., and England, M. H.: Historical and Projected Changes in the Southern Hemisphere Surface Westerlies,
Geophysical Research Letters, 48, e2020GL090 849, https://doi.org/10.1029/2020GL090849, 2021.

28


https://doi.org/10.1002/2015JD023465
https://doi.org/10.1038/s41558-023-01791-5
https://doi.org/10.1002/qj.4727
https://doi.org/10.1023/A:1002609509707
https://doi.org/10.5194/tc-18-2239-2024
https://doi.org/10.1029/2021EF002625
https://doi.org/10.1175/JCLI-D-19-0648.1
https://doi.org/10.5194/gmd-9-1937-2016
https://doi.org/10.5194/acp-20-7829-2020
https://doi.org/10.1002/wcc.652
https://doi.org/10.1029/2011JD017337
https://doi.org/10.5194/tc-7-375-2013
https://doi.org/10.1029/2006GL027247
https://doi.org/10.1175/1520-0493(1995)123%3C2051:SOTMAI%3E2.0.CO;2
https://doi.org/10.1175/1520-0493(1994)122%3C0671:DOATDM%3E2.0.CO;2
https://doi.org/10.1175/1520-0493(1994)122%3C0671:DOATDM%3E2.0.CO;2
https://doi.org/10.1175/1520-0493(1994)122%3C0671:DOATDM%3E2.0.CO;2
https://doi.org/10.1029/2020GL090849

590

595

600

605

610

615

620

Grazioli, J., Madeleine, J.-B., Gallée, H., Forbes, R. M., Genthon, C., Krinner, G., and Berne, A.: Katabatic winds diminish pre-
cipitation contribution to the Antarctic ice mass balance, Proceedings of the National Academy of Sciences, 114, 10858-10863,
https://doi.org/10.1073/pnas.1707633114, 2017.

Hazel, J. E. and Stewart, A. L.: Are the Near-Antarctic Easterly Winds Weakening in Response to Enhancement of the Southern Annular
Mode?, Journal of Climate, 32, 1895-1918, https://doi.org/10.1175/JCLI-D-18-0402.1, 2019.

Hennermann, K. and Guillory, A.: What are the changes from ERA-Interim to ERA5?, Tech. rep., ECMWE, 2019.

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horanyi, A., Mufioz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers, D., and others:
The ERAS global reanalysis, Quarterly Journal of the Royal Meteorological Society, 146, 1999-2049, https://doi.org/10.1002/qj.3803,
2020.

Holland, P. R. and Kwok, R.: Wind-driven trends in Antarctic sea-ice drift, Nature Geoscience, 5, 872-875, https://doi.org/10.1038/ngeo1627,
2012.

IPCC ARG, .: Climate change 2023: synthesis report. Contribution of working groups I, II and III to the sixth assessment report of the
intergovernmental panel on climate change, Lee, Hoesung and Calvin, Katherine and Dasgupta, Dipak and Krinner, Gerhard and Mukherji,
Aditi and Thorne, Peter and Trisos, Christopher and Romero, José and Aldunce, Paulina and Barret, Ko and others, 2023.

Kittel, C., Amory, C., Agosta, C., Jourdain, N. C., Hofer, S., Delhasse, A., Doutreloup, S., Huot, P.-V., Lang, C., Fichefet, T., and Fettweis,
X.: Diverging future surface mass balance between the Antarctic ice shelves and grounded ice sheet, The Cryosphere, 15, 1215-1236,
https://doi.org/10.5194/tc-15-1215-2021, 2021.

Kruskal, W. H. and Wallis, W. A.: Use of Ranks in One-Criterion Variance Analysis, Journal of the American Statistical Association, 47,
583-621, https://doi.org/10.1080/01621459.1952.10483441, 1952.

Langlais, C. E., Rintoul, S. R., and Zika, J. D.: Sensitivity of Antarctic Circumpolar Current transport and eddy activity to wind patterns in
the Southern Ocean, Journal of Physical Oceanography, 45, 1051-1067, https://doi.org/10.1175/JPO-D-14-0053.1, 2015.

Lazzara, M. A., Weidner, G. A., Keller, L. M., Thom, J. E., and Cassano, J. J.: Antarctic automatic weather station program: 30 years of polar
observation, Bulletin of the American Meteorological Society, 93, 1519-1537, https://doi.org/10.1175/BAMS-D-11-00015.1, 2012.

Lenaerts, J., Lhermitte, S., Drews, R., Ligtenberg, S., Berger, S., Helm, V., Smeets, C., Broeke, M. v. d., Van De Berg, W. J., Van Meijgaard,
E., et al.: Meltwater produced by wind—albedo interaction stored in an East Antarctic ice shelf, Nature climate change, 7, 58-62, 2017.

Machado, A. A. and Calliari, L. J.: Synoptic systems generators of extreme wind in Southern Brazil: atmospheric conditions and conse-
quences in the coastal zone, Journal of Coastal Research, pp. 1182-1186, https://doi.org/10.2112/S175-237.1, 2016.

Marshall, G. J.: Trends in the Southern Annular Mode from observations and reanalyses, Journal of climate, 16, 4134-4143,
https://doi.org/10.1175/JCLI-D-15-0334.1, 2003.

Marshall, G. J., Thompson, D. W. J., and Van Den Broeke, M. R.: The Signature of Southern Hemisphere Atmospheric Circulation Patterns
in Antarctic Precipitation, Geophysical Research Letters, 44, https://doi.org/10.1002/2017GL075998, 2017.

Mauritsen, T., Bader, J., Becker, T., Behrens, J., Bittner, M., Brokopf, R., Brovkin, V., Claussen, M., Crueger, T., Esch, M., Fast, 1., Fiedler,
S., Fldschner, D., Gayler, V., Giorgetta, M., Goll, D. S., Haak, H., Hagemann, S., Hedemann, C., Hohenegger, C., Ilyina, T., Jahns,
T., Jimenéz-de-la-Cuesta, D., Jungclaus, J., Kleinen, T., Kloster, S., Kracher, D., Kinne, S., Kleberg, D., Lasslop, G., Kornblueh, L.,
Marotzke, J., Matei, D., Meraner, K., Mikolajewicz, U., Modali, K., Mobis, B., Miiller, W. A, Nabel, J. E. M. S., Nam, C. C. W., Notz, D.,
Nyawira, S., Paulsen, H., Peters, K., Pincus, R., Pohlmann, H., Pongratz, J., Popp, M., Raddatz, T. J., Rast, S., Redler, R., Reick, C. H.,
Rohrschneider, T., Schemann, V., Schmidt, H., Schnur, R., Schulzweida, U., Six, K. D., Stein, L., Stemmler, 1., Stevens, B., Storch, J.,
Tian, F., Voigt, A., Vrese, P., Wieners, K., Wilkenskjeld, S., Winkler, A., and Roeckner, E.: Developments in the MPI-M Earth System

29


https://doi.org/10.1073/pnas.1707633114
https://doi.org/10.1175/JCLI-D-18-0402.1
https://doi.org/10.1002/qj.3803
https://doi.org/10.1038/ngeo1627
https://doi.org/10.5194/tc-15-1215-2021
https://doi.org/10.1080/01621459.1952.10483441
https://doi.org/10.1175/JPO-D-14-0053.1
https://doi.org/10.1175/BAMS-D-11-00015.1
https://doi.org/10.2112/SI75-237.1
https://doi.org/10.1175/JCLI-D-15-0334.1
https://doi.org/10.1002/2017GL075998

625

630

635

640

645

650

655

660

Model version 1.2 (MPI-ESM1.2) and Its Response to Increasing CO ,, Journal of Advances in Modeling Earth Systems, 11, 998-1038,
https://doi.org/10.1029/2018MS001400, 2019.

Miller, R., Schmidt, G., and Shindell, D.: Forced annular variations in the 20th century intergovernmental panel on climate change fourth
assessment report models, Journal of Geophysical Research: Atmospheres, 111, https://doi.org/10.1029/2005JD006323, 2006.

Mitchell, J. F: The “greenhouse” effect and climate change, Reviews of Geophysics, 27, 115-139,
https://doi.org/10.1029/RG027i001p001 15, 1989.

Morlighem, M., Rignot, E., Binder, T., Blankenship, D., Drews, R., Eagles, G., Eisen, O., Ferraccioli, F., Forsberg, R., Fretwell, P., et al.:
Deep glacial troughs and stabilizing ridges unveiled beneath the margins of the Antarctic ice sheet, Nature geoscience, 13, 132-137,
https://doi.org/10.1038/s41561-019-0510-8, 2020.

Neme, J., England, M. H., and McC. Hogg, A.: Projected changes of surface winds over the Antarctic continental margin, Geophysical
Research Letters, 49, €2022GL098 820, https://doi.org/10.1002/essoar.10510952.1, 2022.

Parish, T. R. and Cassano, J. J.: The Role of Katabatic Winds on the Antarctic Surface Wind Regime, Monthly Weather Review, 131,
317-333, https://doi.org/10.1175/1520-0493(2003)131<0317: TROKWO>2.0.CO;2, 2003.

Phillpot, H. and Zillman, J.: The surface temperature inversion over the Antarctic continent, Journal of Geophysical Research, 75,4161-4169,
https://doi.org/10.1029/JC0751021p04161, 1970.

Raphael, M. N., Marshall, G., Turner, J., Fogt, R., Schneider, D., Dixon, D., Hosking, J., Jones, J., and Hobbs, W. R.: The Amund-
sen Sea low: Variability, change, and impact on Antarctic climate, Bulletin of the American Meteorological Society, 97, 111-121,
https://doi.org/10.1175/BAMS-D-14-00018.1, 2016.

Ren, X. and Liu, W.: Distinct anthropogenic aerosol and greenhouse gas effects on El Nifio/Southern Oscillation variability, Communications
Earth & Environment, 6, 24, https://doi.org/10.1038/s43247-025-01996-w, 2025.

Sellar, A. A., Jones, C. G., Mulcahy, J. P.,, Tang, Y., Yool, A., Wiltshire, A., O’Connor, F. M., Stringer, M., Hill, R., Palmieri, J., Woodward,
S., Mora, L., Kuhlbrodt, T., Rumbold, S. T., Kelley, D. I, Ellis, R., Johnson, C. E., Walton, J., Abraham, N. L., Andrews, M. B., Andrews,
T., Archibald, A. T., Berthou, S., Burke, E., Blockley, E., Carslaw, K., Dalvi, M., Edwards, J., Folberth, G. A., Gedney, N., Griffiths,
P. T., Harper, A. B., Hendry, M. A., Hewitt, A. J., Johnson, B., Jones, A., Jones, C. D., Keeble, J., Liddicoat, S., Morgenstern, O.,
Parker, R. J., Predoi, V., Robertson, E., Siahaan, A., Smith, R. S., Swaminathan, R., Woodhouse, M. T., Zeng, G., and Zerroukat, M.:
UKESMI1: Description and Evaluation of the U.K. Earth System Model, Journal of Advances in Modeling Earth Systems, 11, 4513-4558,
https://doi.org/10.1029/2019MS001739, 2019.

Smith, K. L. and Polvani, L. M.: Spatial patterns of recent Antarctic surface temperature trends and the importance of natural variability:
lessons from multiple reconstructions and the cmip5 models, Climate Dynamics, 48, 2653-2670, https://doi.org/10.1007/s00382-016-
3230-4, 2017.

Steig, E. J., Huybers, K., Singh, H. A,, Steiger, N. J., Ding, Q., Frierson, D. M., Popp, T., and White, J. W.: Influence of West Antarctic ice
sheet collapse on Antarctic surface climate, Geophysical Research Letters, 42, 4862-4868, https://doi.org/10.1002/2015GL063861, 2015.

Turner, J., Maksym, T., Phillips, T., Marshall, G. J., and Meredith, M. P.: The impact of changes in sea ice advance on the large winter
warming on the western Antarctic Peninsula, International Journal of Climatology, 33, 852-861, https://doi.org/10.1002/joc.3474, 2013.

Van den Broeke, M. and van Lipzig, N.: Factors controlling the near-surface wind field in Antarctica, Monthly Weather Review, 131, 733—
743, https://doi.org/10.1175/1520-0493(2003)131<0733:FCTNSW>2.0.CO;2, 2002.

30


https://doi.org/10.1029/2018MS001400
https://doi.org/10.1029/2005JD006323
https://doi.org/10.1029/RG027i001p00115
https://doi.org/10.1038/s41561-019-0510-8
https://doi.org/10.1002/essoar.10510952.1
https://doi.org/10.1175/1520-0493(2003)131%3C0317:TROKWO%3E2.0.CO;2
https://doi.org/10.1029/JC075i021p04161
https://doi.org/10.1175/BAMS-D-14-00018.1
https://doi.org/10.1038/s43247-025-01996-w
https://doi.org/10.1029/2019MS001739
https://doi.org/10.1007/s00382-016-3230-4
https://doi.org/10.1007/s00382-016-3230-4
https://doi.org/10.1007/s00382-016-3230-4
https://doi.org/10.1002/2015GL063861
https://doi.org/10.1002/joc.3474
https://doi.org/10.1175/1520-0493(2003)131%3C0733:FCTNSW%3E2.0.CO;2

665

670

675

680

van den Broeke, M., van Lipzig, N., and van Meijgaard, E.: Momentum budget of the East Antarctic atmospheric boundary
layer: Results of a regional climate model, Journal of the Atmospheric Sciences, 59, 3117-3129, https://doi.org/10.1175/1520-
0469(2002)059<311:MBOTEA>2.0.CO;2, 2002.

Van Den Broeke, M. R., Van De Wal, R. S. W., and Wild, M.: Representation of Antarctic Katabatic Winds in a High-
Resolution GCM and a Note on Their Climate Sensitivity, Journal of Climate, 10, 3111-3130, https://doi.org/10.1175/1520-
0442(1997)010<3111:ROAKWI>2.0.CO;2, 1997.

Vignon, E., Genthon, C., Barral, H., Amory, C., Picard, G., Gallée, H., Casasanta, G., and Argentini, S.: Momentum-and heat-flux
parametrization at Dome C, Antarctica: A sensitivity study, Boundary-Layer Meteorology, 162, 341-367, https://doi.org/10.1007/s10546-
016-0192-3, 2017.

Voldoire, A., Saint-Martin, D., Sénési, S., Decharme, B., Alias, A., Chevallier, M., Colin, J., Guérémy, J., Michou, M., Moine, M., Nabat, P.,
Roehrig, R., Salas Y Mélia, D., Séférian, R., Valcke, S., Beau, 1., Belamari, S., Berthet, S., Cassou, C., Cattiaux, J., Deshayes, J., Douville,
H., Ethé, C., Franchistéguy, L., Geoftroy, O., Lévy, C., Madec, G., Meurdesoif, Y., Msadek, R., Ribes, A., Sanchez-Gomez, E., Terray, L.,
and Waldman, R.: Evaluation of CMIP6 DECK Experiments With CNRM-CM6-1, Journal of Advances in Modeling Earth Systems, 11,
2177-2213, https://doi.org/10.1029/2019MS001683, 2019.

Wang, Y., Zhang, X., Ning, W., Lazzara, M. A., Ding, M., Reijmer, C. H., Smeets, P. C. J. P., Grigioni, P., Heil, P, Thomas, E. R., Mikolajczyk,
D., Welhouse, L. J., Keller, L. M., Zhai, Z., Sun, Y., and Hou, S.: The AntAWS dataset: a compilation of Antarctic automatic weather
station observations, Earth System Science Data, 15, 411-429, https://doi.org/10.5194/essd-15-411-2023, 2023.

Williams, R. S., Marshall, G. J., Levine, X., Graff, L. S., Handorf, D., Johnston, N. M., Karpechko, A. Y., Orr, A., Van de Berg, W. J.,
Wijngaard, R. R., et al.: Future Antarctic Climate: Storylines of Midlatitude Jet Strengthening and Shift Emergent from CMIP6, Journal
of Climate, 37, 2157-2178, https://doi.org/10.1175/JCLI-D-23-0122.1, 2024.

Yin, J. H.: A consistent poleward shift of the storm tracks in simulations of 21st century climate, Geophysical Research Letters, 32,

https://doi.org/10.1029/2005GL023684, 2005.

31


https://doi.org/10.1175/1520-0469(2002)059%3C311:MBOTEA%3E2.0.CO;2
https://doi.org/10.1175/1520-0469(2002)059%3C311:MBOTEA%3E2.0.CO;2
https://doi.org/10.1175/1520-0469(2002)059%3C311:MBOTEA%3E2.0.CO;2
https://doi.org/10.1175/1520-0442(1997)010%3C3111:ROAKWI%3E2.0.CO;2
https://doi.org/10.1175/1520-0442(1997)010%3C3111:ROAKWI%3E2.0.CO;2
https://doi.org/10.1175/1520-0442(1997)010%3C3111:ROAKWI%3E2.0.CO;2
https://doi.org/10.1007/s10546-016-0192-3
https://doi.org/10.1007/s10546-016-0192-3
https://doi.org/10.1007/s10546-016-0192-3
https://doi.org/10.1029/2019MS001683
https://doi.org/10.5194/essd-15-411-2023
https://doi.org/10.1175/JCLI-D-23-0122.1
https://doi.org/10.1029/2005GL023684

